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Whether or not femto-scale droplets of quark-gluon plasma (QGP) are formed in so-called small systems
at high-energy colliders is a pressing question in the phenomenology of the strong interaction. For proton-
proton or proton-nucleus collisions the answer is inconclusive due to the large theoretical uncertainties
plaguing the description of these processes. While upcoming data on collisions of '°0 nuclei may mitigate
these uncertainties in the near future, here we demonstrate the unique possibilities offered by
complementing %0 + %0 data with collisions of *’Ne ions. We couple both nuclear lattice effective
field theory (NLEFT) and projected generator coordinate method (PGCM) ab initio descriptions of the
structure of *°Ne and '°0 to hydrodynamic simulations of %0 + '°0 and ?°Ne + 2°Ne collisions at high
energy. We isolate the imprints of the bowling-pin shape of *’Ne on the collective flow of hadrons, which
can be used to perform quantitative tests of the hydrodynamic QGP paradigm. In particular, we predict that
the elliptic flow of ?’Ne + 2’Ne collisions is enhanced by as much as 1.174(8) ., (31) for NLEFT and
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1.139(6) 3¢ (39) gy for PGCM relative to 160 + 10 collisions for the 1% most central events. At the same
time, theoretical uncertainties largely cancel when studying relative variations of observables between two
systems. This demonstrates a method based on experiments with two light-ion species for precision
characterizations of the collective dynamics and its emergence in a small system.

DOI: 10.1103/k8rb-jgvq

Introduction—A central motivation for the program of
ultrarelativistic nuclear collisions is to access bulk proper-
ties of QCD matter that emerge in conditions similar to
those found in the early Universe or in extreme astrophysi-
cal objects [1]. A prime example is the quark-gluon plasma
(QGP), the hot phase of QCD matter that behaves like a
near-perfect fluid [2] Hydrodynamic behavior is inferred
from the harmonic spectrum of the azimuthal distributions
of final-state hadrons [3],

1 (s}
dN 4, . dN _<1+22UHCOSH(¢_¢n)>v
n=1

dnd*p  dndpy 2z

where dNg,/dnd’p is the charged hadron distribution
differential in pseudorapidity, #, and transverse momentum,
p, with p; = |p| and ¢ the azimuthal angle. The coef-
ficients v,, quantify the anisotropic flow. In hydrodynamics,
v, arise as a response of the system created in the
interaction region to the anisotropy of its geometry, as
dictated by an emergent pressure-gradient force [4], the
hallmark of hydrodynamic behavior. An elliptical defor-
mation of the interaction region leads to elliptic flow, v,, a
triangular deformation to 3, and so on [5].

Observations of anisotropic flow in small systems [6,7],
such as proton-nucleus and proton-proton collisions, have
triggered tremendous efforts investigating whether a QGP
description is appropriate even in regimes where applying
hydrodynamics becomes hard to justify [8,9]. Theoretical
studies have either pushed hydrodynamic simulations to
extreme situations [10—15], analyzed in detail the transition
from kinetic theory to hydrodynamics [16-23], or studied
the emergence of collectivity via other mechanisms [24].
Small systems pose, thus, a fundamental challenge rooted
in the issue of the thermalization and hydrodynamization of
QCD matter [25-29].

To advance our knowledge of small systems, one has to
isolate in the experimental data information able to dis-
criminate theoretical approaches. A breakthrough in this
direction would be the identification of a correlation
between the final-state anisotropy in momentum space
(v,) and the deformation of the initial-state geometry,
supporting an underlying hydrodynamic-type scenario.
This strategy has been pursued at the Relativistic Heavy
Ion Collider (RHIC) in a system-geometry scan comparing
p'7Au and d'°’Au collisions at the same beam energy.
Defining v,{2} = /(v3) as the elliptic flow at a given
multiplicity, both the PHENIX Collaboration [30] and the

STAR Collaboration [31,32] observe

1}2{2}(1197Au > Uz{z}pmAu.

This constitutes a plausible signature of the elliptical
geometry of the system formed when a deuterium impinges
onto a large gold target. Similarly, at the Large Hadron
Collider (LHC) one observes [33-35]

1)2{2}2<18sz0st > 122{2}1,208%,

U3 {2}208Pb208pb ~ U3 {2}pzospb.

The enhancement of elliptic flow in 2%Pb + 2%%Pb colli-
sions is interpreted as coming from the intrinsic ellipticity
of the overlap area for off-central collisions, i.e., collisions
that are not head-on. These observations hint at the role
played by the collision geometry, but employ proton-
nucleus collisions as a baseline of a system that does
not present any intrinsic shape. This presents two draw-
backs. First, proton-nucleus collisions have a different
longitudinal structure than nucleus-nucleus collisions
(including d'*’Au collisions [36,37]), whose geometry is
better correlated across rapidities [38,39]. Second, the
geometry of proton-nucleus collisions largely depends
on the proton structure at low values of the Bjorken x
variable, which is poorly understood [7]. Thus, it would be
desirable to isolate signatures of the geometry of the initial
states in the scattering of actual ions, presenting a well-
defined notion of an interaction region.

Upcoming data on collisions of '°0 isotopes are expected
to mitigate these issues [40]. Preliminary data from 60 +
160 collisions were recently presented at the Quark Matter
2023 conference by the STAR Collaboration [41]. At the
CERN LHC, a run of %0 + %0 collisions is expected to
take place in 2025. Comparing peripheral 2%Pb + 28Pb (or
129%e + 129Xe) collisions and central '®0 + '°0 collisions
should reveal [42—-44]

1)2{2}208sz0pr > U2{2} 160160 -

However, this comparison is suboptimal. Peripheral
208pp - 208ph collisions have a highly elongated geometry
on average, whereas ultracentral 160 4+ 160 collisions are
dominated by fluctuations. The longitudinal structure of
these initial states is different, making a quantitative
understanding of these results more challenging.
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In this Letter, we demonstrate an alternative more robust
approach to isolate the impact of the initial-state geometry.
We study central collisions of light ions presenting different
shapes. Differences in the collective flow between two
collision systems would demonstrate the influence of the
nuclear geometry, a technique akin to that used to infer
nuclear deformation effects in isobar collisions at RHIC
[45-48]. The advantage with light species is that we benefit
from an advanced knowledge of their geometries coming
from ab initio calculations of nuclear structure [49,50]. The
drawback with light-ion collisions is instead that the
anisotropy induced by nuclear shapes is only a small
correction to the anisotropy induced by large density
fluctuations caused by the small number of participant
nucleons. In other words, with light ions extreme nuclear
shapes are required for their fingerprints to be detectable in
the final state.

Here, we overcome this issue. We exploit the fact that the
stable isotope presenting the most extreme ground-state
geometry in the Segré chart, namely, 2’Ne, is close in mass
to '°0. We argue that having *°Ne + ?°Ne data in con-
junction with %0 + %0 data leads to the observation of
unambiguous imprints of the initial-state geometry on the
collective flow. This will set a new benchmark for hydro-
dynamic models at system sizes corresponding to high-
multiplicity p + 2%Pb collisions that will be crucial for
advancing the interpretation of small-system data.

Nuclear structure inputs—Modern ab initio approaches
to the nuclear many-body problem aim at solving as
exactly as possible Schrodinger’s equation for nuclear
Hamiltonians constructed through chiral effective field
theories of low-energy QCD. Such approaches are rou-
tinely used to describe the structure of light- and medium-
mass nuclei [51-56] and first applications to 2%Pb were
even recently reported [56,57]. In this work, we employ
results for the structure of %0 and >°Ne derived within the
framework of nuclear lattice effective field theory (NLEFT)
simulations and the ab initio projected generator coordinate
method (PGCM).

The NLEFT framework [58—60] combines the principles
of effective field theory with lattice Monte Carlo methods,
and is well suited to probe clustering and other collective
phenomena in the ground states of nuclei [61]. NLEFT
simulations implement a Euclidean time evolution coupled
with auxiliary-field Monte Carlo simulations to produce
ground-state configurations of nucleons for each realization
of the nuclear wave function. The pin-hole algorithm [61]
enables one to keep track of the positions of the nucleons
during the Euclidean time evolution while preserving the
information about their center of mass. The produced
nuclear configurations carry, thus, many-body correlations
to all orders as dictated by the ground state of the
Hamiltonian. We employ a minimal pionless EFT
Hamiltonian with a periodic lattice of eight sites with
spacing a = 1.315 fm [62], which successfully reproduces

measured binding energies and charge radii for the isotopes
under study. For %0, the pinhole configurations are taken
from Ref. [63], while a new set is calculated for 2°Ne.
Because of the larger mass number, these configurations
contain a larger fraction of nuclei with a nonunique center
of mass due to the periodicity, as well as a higher number of
negative-weight states [59,61] than the '°O ones. These
issues are addressed in the evaluation of our uncertainties
for the subsequent hydrodynamic study [see Supplemental
Material (SM)] [64]. Lastly, we distribute nucleons at each
lattice site uniformly between —a/2 and a/2 while main-
taining a minimum internucleon distance, d,;,, to mimic
the effect of short-range repulsion.

The ab initio PGCM formalism [65-70] is also adapted
to describe collective correlations, e.g., quadrupolar and
octupolar deformations that appear in doubly-open-shell
systems such as ?°Ne. In particular, it was shown in
Ref. [69] that this method captures experimental data on
the ground-state rotational band and the charge density of
this nucleus, employing a recent N3LO chiral EFT
Hamiltonian [71] which we also use here. We first perform
PGCM calculations exploring simultaneously the triaxial
quadrupole (f5,.55,) and octupole (B3, 33,) degrees of
freedom to determine average intrinsic deformations for the
correlated ground states of '%0 and *’Ne. The resulting
shape parameters align with the results of empirical frame-
works such as the energy density functional approach
[72-74] or the antisymmetrized molecular dynamics
approach [75]. Then, we compute an intrinsic Hartree-
Fock-Bogoliubov state constrained at those average defor-
mations, and we evaluate the particle-number projected
one-body density of the resulting system. To quantify the
systematic uncertainty on the procedure, the average
deformations of the ground states are computed from pure
mean-field states as well as from particle-number-projected
states (more details in SM). The results in the latter case are
shown in Fig. 1. We note deformed geometries with well-
separated clusters. In '°0 they form an irregular tetrahedron
with two short and two long edges of 2.30 and 2.55 fm,
respectively (see Ref. [76] for recent work employing a
regular tetrahedron). For 2°Ne we observe a characteristic
bowling-pin-like '%0 + a.

For the hydrodynamic simulations, the densities in Fig. 1
are randomly oriented and used to sample either 16 or 20
coordinates of nucleons for each realization of the nucleus.
Unlike the NLEFT simulations, PGCM does not provide us
with correlated samplings of nucleon positions. Sampling
nucleons capturing the ground-state correlations of the
N3LO Hamiltonian is therefore ambiguous. We use two
methods as a quantification of this systematic uncertainty.
One samples nucleons independently (as in [77,78]),
whereas the second divides up space into four or five
regions (see Fig. 1) and samples exactly two protons and
two neutrons from each (see also SM). Lastly, configura-
tions are rejected if nucleons are closer than d;,.
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P

(%0, pn,2 (x, v, 2) - PGCH

FIG. 1. Point-nucleon densities of '%0 and >’Ne obtained from
particle-number-projected Hartree-Fock-Bogoliubov states with
deformations constrained to the predictions of the ab initio
PGCM framework. The background plots show slices of the
densities through the origin. The black dots and lines show the
centers and boundaries of the regions used in the clustered
sampling method (see text and SM for details).

Hydrodynamic simulations—We perform event-by-
event hydrodynamic simulations of >°Ne + ?°Ne and '°0 +
%0 collisions by means of the Trajectum framework
[44,79-81]. The calculations start with configurations of
nucleons in the colliding nuclei, taken from either the
PGCM or the NLEFT results [82]. Each collision is then
assigned to an impact parameter, participant nucleons are
selected, and energy density is deposited in the transverse
plane. Following a brief pre-equilibrium phase, the system
is evolved as a relativistic viscous fluid. Hydrodynamic
cooling lasts until the local temperature reaches a critical
value (T ~ 154 MeV), below which hadronization occurs.
Subsequent strong decays and rescattering of hadrons are
computed by the SMASH code [83-85], leading to the
particle distributions in the final state. These are analyzed to

construct multiparticle correlations following the experi-
mental protocols. We define the collision centrality from
the multiplicity of charged particles with p; > 0.4 GeV
and || < 2.4, with 0% centrality corresponding to the limit
of small impact parameters.

The parameters of the model are chosen probabilistically
by sampling from the posterior distribution inferred in a
Bayesian analysis of 2%Pb + 2%Pb collisions, within the
same model [86]. We use twenty different samples from the
parameter space to quantify the uncertainty on the results
coming from wide parameter variations. This represents the
largest part of the Trajectum systematic uncertainty, which
in addition also takes into account effects of finite grid
spacing (as discussed in SM).

Our results for pr-integrated observables that character-
ize the collective flow of hadrons are displayed in Fig. 2.
Our first remark concerns the cancellation of uncertainties
we observe when a relative variation of observables, e.g., a
ratio, is taken between '°0O + '°0 and 2°Ne + 2°Ne colli-
sions. The dominant uncertainty on the absolute magnitude
of the results (upper two plots in each panel) is the
systematic one. However, in the relative variations (lowest
plots) the contribution from the systematic error becomes
nearly equal to that from the statistical error. This enables
us to make robust predictions for percent-level variations of
observables across the two systems. As discussed in SM,
the larger uncertainty affecting the PGCM results is due to
the ambiguities of the empirical method used to extract the
correlated distributions of nucleons. The systematic uncer-
tainty coming from the NLEFT simulations includes as
well the impact of systematic variations of the low-energy
constants of the pionless EFT.

We discuss now those observables that are more strongly
impacted by the bowling-pin shape of *Ne. The first is the
rms elliptic flow, v,{2}, in the lower-left panel of Fig. 2.
We find

(NLEFT),

7)2{2}NeNe _ 1174(8)%21[(31)sTyr::](4)2§/r§t
(PGCM),

v2{2}00 1.139(6) i (27) e (28)38,
in the 0%—1% most central events. This is nearly identical
for both nuclear structure inputs, implying that the
enhancement of fluctuations in the second harmonic
predicted by the NLEFT simulations for 2°Ne + 2’Ne
collisions is largely captured by the (randomly oriented)
bowling pin predicted by the PGCM calculation. The v,{2}
ratio between 2Ne + Ne and '°0 + %0 collisions is as
large as that expected between peripheral (~60% off-
central) 29%Pb + 298Pb collisions and central '°O + %0
collisions [43,44]. However, the cancellation of uncertain-
ties that we achieve here is only possible because we
consider experiments with two ions close in mass. We
stress that this includes uncertainties related to the detailed
modeling of subnucleonic structures, effectively validating
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FIG. 2. The deformed shape of *°Ne impacts the hydrodynamic flow of its collisions as compared to '®0 + '°0 collisions. Here we
show results for charged particle multiplicity dN,/dn (top left), mean transverse momentum (p;) (top middle), relative fluctuations of

transverse momentum Spy/(pz) (top right), elliptic flow v,{2,

Ayl > 1} (bottom left), triangular flow v3{2,|An| > 1} (bottom

middle) and the Pearson correlation coefficient p(v,{2}?, {p7)) (bottom right). In each panel, we show the '°0 + '°0 and *’Ne + *’Ne
results, as well as their ratio, using both PGCM and NLEFT as nuclear structure inputs. For p(v,{2}2, (p7)) a difference is taken instead
of a ratio in the lower panel. We show statistical uncertainties (error bars), the total systematic uncertainty (solid bands) as well as its
components being Trajectum (hatched) and nuclear structure (dotted).

our initial arguments that comparing light-ion collision
systems helps reduce errors related to poorly known
features of the high-energy nucleon structure.

Another probe of the bowling-pin shape of *’Ne is the
correlation between the mean squared elliptic flow, v,{2}2,
and the mean transverse momentum, (pz). It is quantified
via a Pearson coefficient denoted by p, = p(v,{2}?, (pr))
[87], which reflects the correlation between the shape and
the size of the produced QGP droplets [43,88,89]. Results
for p, are reported in the lower-right panel of Fig. 2. The
suppression of the observable in central 2°Ne + *’Ne
collisions relative to %0 + !0, observed for both nuclear
structure inputs, is a generic signature of the elongated
nuclear shape [77,90-93]. The same effect has been
reported in 238U + 238U [94] and '*°Xe + '*°Xe [95,96]
experiments.

The p, correlator is strongly sensitive to several hydro-
dynamic model parameters, and thus plagued by a large
systematic uncertainty which makes '°0 + '°0 and *’Ne +
20Ne results overlap. Neglecting the triaxiality of these
nuclei, and dubbing 3, the nuclear quadrupole deformation
(where S0y, > Pa,1qo from spectroscopic data [97], as
well as from the densities shown in Fig. 1), the p,
observable roughly follows at a given centrality:
py =a—Dbp3, where a and b are positive coefficients

[94,98,99]. Model studies suggest that both a and b are
nearly independent of the collision system at the same
centrality [77,98]. As a consequence, we expect the differ-

eNCe ) NetNef2.040 X (ﬁ;,léo - ﬁ;,NNe) to isolate the
imprint of the nuclear deformation. This is confirmed in
Fig. 2 (lower-right panel), where the evaluated difference
cancels most of the systematic uncertainties. A comment is
in order. In hydrodynamics, the p, of ultracentral %0 + %0
collisions is about the same as that of peripheral 2%Pb +
208ph  collisions at the same multiplicities [81,100].
Therefore, contrary to the enhancement of v,{2} relative
to %0 + %0 systems, which occurs in both central >°Ne +
*Ne and peripheral 2®Pb + 2%Pb collisions, the suppres-
sion of p, represents a geometry-driven effect only acces-
sible by colliding *°Ne isotopes.

Four more observables are in Fig. 2, namely, the charged
multiplicity, dN,/dn, the mean transverse momentum,
(pr), the fluctuations thereof, and the triangular flow,
v3{2}. Significant differences appear between PGCM
and NLEFT for dN/dn and (p;) in the ratio plots.
These can be understood from the respective nuclear
radii [101]. The NLEFT charge rms radii are 2.76 and
3.17 fm for %0 and *'Ne, respectively, (ratio 1.14), whereas
clustered PGCM has 2.87 and 3.09 fm with ratio 1.08. For
both NLEFT and PGCM we use a Gaussian nucleon charge
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distribution of width 0.84 fm [102,103]. This compares
well with the experimental values 2.6955 and 3.0055 fm
(ratio 1.11) [104]. We note that for PGCM the independent
sampling method gives 0.05 and 0.03 fm smaller radii for
160 and ?Ne, respectively. The d,,;, parameter has negli-
gible effect when smaller than 0.5 fm, but increases
especially the PGCM radii for larger values. Because of
the relatively larger difference in size comparing ’Ne and
160, the NLEFT results lead to a smaller {p;) for *’Ne +
20Ne as compared to the PGCM results due to a reduced
radial expansion. Similarly, the larger size of the PGCM
oxygen leads to an increased '°0 + '°0 cross section and
consequently per collision a lower multiplicity, affecting
the dN,/dn ratio (see also Ref. [86]). For the fluctuations
of (py) the observed mild enhancement in central
20Ne + ?'Ne collisions is a generic consequence of the
more deformed 2°Ne shape, which enhances fluctuations in
the overall size of the overlap region [98,105].

Conclusion and outlook—We have showcased the pos-
sibility of reducing theoretical systematic uncertainties in
hydrodynamic model calculations of small systems. One
needs experiments with two light-ion species presenting
sufficiently different geometries. Interaction dynamics in
the region of nuclear overlap leads, then, to nuclear-shape-
induced modifications of the collective flow, enabling one
to perform quantitative tests of the QGP paradigm. As
160 4 190 collisions are essentially already available at
colliders, the extreme shape of ’Ne makes this proposal
realizable in practice.

Our predictions are based on the same hydrodynamic
picture used in the description of collisions of heavy nuclei.
They do not include additional ingredients, e.g., out-of-
equilibrium corrections due to the expected partial thermal-
ization of the interaction region [23,106,107], the break-
down of the equations used in our simulations due to
causality constraints [108—110], features such as the escape
mechanism [111] that would affect the elliptic flow in a
transport-based approach, or even the impact of momentum
anisotropies originating in the initial states [24]. Therefore,
testing our predictions in experiments will provide unprec-
edented quantitative insights into the applicability of a QGP
paradigm and the emergence of collective dynamics in
QCD matter.

As an outlook, additional research avenues are opened
by the study of high-energy 2’Ne + *’Ne collisions. They
will be the subject of future works.

The elongated 2°Ne shape may help reveal hard-probe
modifications in a small system via the study of path-
length-dependent effects in the comparison between
20Ne + 2°Ne and '°0 + %0 collisions. These can be studied
experimentally by triggering on ultracentral events present-
ing large final-state ellipticities [112], and estimated theo-
retically from the analysis of the path lengths traversed by
the hard probes [113].

Second, both %0 and *°Ne can be injected in the SMOG?2
system of the LHCb detector to perform fixed-target
experiments at ,/syy ~0.07 TeV in the center-of-mass
frame [114]. The LHC could thus deliver 2°Ne + 2°Ne and
1%0 + 190 collisions at both /sy ~ 7 and 0.07 TeV, as

well as fixed-target 2°Ne + 2%Pb and '%0 + 2%%Pb colli-
sions. This wealth of experimental information combined
with the possibility of canceling uncertainties via the study
of relative observables would provide a unique handle on
the manifestations of small-x dynamics and nonlinear QCD
evolution and how they impact the collective structure of
nuclei [115].

Finally, several y-mediated processes in ultraperipheral
nucleus-nucleus collisions (UPCs) are aimed at imaging the
gluonic content of nuclei at high energy. As showcased in
Ref. [116] for the diffractive production of J/y, the shape
of 2'Ne can leave distinct signatures on the cross sections
on top of a y + %0 background. Ratios of observables in
UPCs would allow one to cancel uncertainties and obtain a
more transparent view of the gluon geometries and their
modification at high energy.
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