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Hybrid physics-AI simulation workflows for quantum materials
Quantum materials have enormous potential for low-energy, neuromorphic and quantum computing. The all-electron (judft.de)
electronic structure codes uniquely provide the high-end accuracy needed to resolve and engineer their properties [1]. Atomistic machine
learning techniques can accelerate these simulations from the nano- toward device-relevant scales. This PhD project integrates our codes
with hybrid physics-AI workflows via the high-throughput computing engine and database (aiida.net). This integrated system
represents a significant step toward accurate datasets and foundational models of quantum materials.

Atomic features
A = {⃗ri ,ai , G⃗, S⃗i , . . . }

Electronic structure
code -

Electronic structure
n(⃗r), V (⃗r), . . .

Exchange interactions
Jij ’s, DMI, . . .

Magnetic structure
S⃗i ’s

Representation
|A; νθ⟩ ML-Exc model

Multiscale dynamics

-Spirit
ML-ES model

symmetry constraints

geometric features

train

initial guess

train

physics replaced by AI

Electronic structure prediction ML-ES

Grid-based, systematic cluster expansion of the full, converged electron
potential ∆V (~r) with the Jacobi-Legendre (JL) framework [2].
Training database: 10k impurity embeddings, 60 chemical elements.
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ML: JL cluster expansion � small linear models.
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AI4Science community building
Want to know more about atomistic machine learning? Have a look at our list �
go.fzj.de/baml Best of Atomistic Machine Learning⚛️🧬💎. Over 500 tools,
ranked, regular updates. The most comprehensive AML list available online.
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Exchange interaction prediction ML-Exc

Equivariant neural networks explicitly predict exchange interaction tensors from
first principles to arbitrary order.
Training database: 3d transition metal co-doping of Bi2Te3, N = 10k [3]. (2-site)
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Systematic expansion of higher-order exchange interactions.
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Extraction of exchange tensors from KKR Green function.
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ML: Equivariant graph edge features (Q ∈ O(3), D Wigner matrix, R atom pos.).
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Jupyter-based high-throughput cloud computing
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The HTC workflow engine
provides plugins for 50+ atomistic
simulation packages (LAMMPS, VASP,
Quantum ESPRESSO, CP2K,
GROMACS, FLEUR, etc.).

Our containerized, portable setup

go.fzj.de/iffAiiDA gives users instant

access with built-in high-quality, FAIR

data management.
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