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From March 4 to 7, 2013, the NIC
Workshop “Hybrid Particle-Continuum
Methods in Computational Materials
Physics” was held at Julich Supercom
puting Centre (JSC). It was organized
jointly by the NIC research group
“‘Computational Materials Physics”
and the Institute of Advanced Simula-
tion. The goal of the workshop was to
foster the exchange of ideas between
the communities working on complex
fluids and on complex solids. 65 par-
ticipants could learn about the new
developments in hybrid particle-con-
tinuum methods from 15 invited and
10 contributed talks as well as from
30 posters.

During the workshop, particular
emphasis was placed on continuum-
mediated interactions between
particles as well as on the adaptive
and non-adaptive coupling between
particle-based and continuum-based

descriptions of materials. The sub-
jects covered included the modeling
of hydrodynamic interactions between
particles in complex fluids or envi-
ronments, through coarse-grained
descriptions of biological systems, to
the coupling of atomically represented
regions with various continuum-based
theories for fluids and solids. Special
aspects were long time scale proper-
ties of systems with slow collective
dynamics, the development of effi-
cient adaptive resolution algorithms,
and the coupling of quantum-mechan-
ically treated regions with continuum
descriptions.

The proceedings of the workshop were
edited by Martin Miser, Godehard Sutmann
and Roland Winkler (Forschungszentrum
Julich). The volume is available either
as hard copy or as PDF file on the web
http://juser.fz-juelich.de/record/
132949 /files/
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Accelerating scientific HPC applications
using GPUs has become popular. For
many applications it has indeed proved
to be a very successful approach. Nev-
ertheless, there is still a lot to learn
about algorithms and methodologies
for porting applications. Enabling more
scientific applications for GPU-based
architectures is a core goal of the
NVIDIA Application Lab at Julich. The
lab is jointly operated by Julich Super-
computing Centre (JSC) and NVIDIA
since July 2012. For JSC it is yet an-
other step to further strengthen links
to vendors that are actively pursuing
an exascale strategy.

During its first half year of operation
the main focus of the lab was to es-
tablish a broad application portfolio
encompassing computational neuro-
science, high-energy physics, radio
astronomy, data analytics and others.
In common with each other, the appli-
cations have a high level of parallelism,
ideally with few dependencies between
tasks or task groups. One example is
an application from the JuBrain project
developed at the Julich Institute for
Neuroscience and Medicine INM-1 [1].
The project will result in an accurate,
highly detailed computer model of the
human brain. This atlas is created by
reconstructing fibre tracks from pic-
tures of thousands of slices (see Fig. 1).
The process of mapping the pictures,
called registration, requires repeated
computation of a metric that measures
how pixels of two pictures map to each
other, a computationally expensive pro-
cess that maps well to the GPU.

In applications from experimental phys-
ics, a natural data decomposition may
be according to how the data leaves
the detector. For instance, in high-
energy physics experiments data is
generated at such extremely high data
rates that data for different time slices
has to be distributed to different pro-
cessing devices. Another example is
search for pulsars in radio astronomy,
where data sets from different beams
and different measurements have to be
repeatedly processed resulting in thou-
sands or even millions of Fast Fourier
Transforms.

Large quantities of data which need
further processing are created not only
by experiments and observatories, but
increasingly from “computational exper-
iments” such as Monte Carlo simula-
tions of protein folding. Here clustering,
a standard method of data analytics, is
applied to identify regions of similar ob-
jects in multi-dimensional data sets. At
the lab we have shown that sub-space
clustering algorithms can be very ef-
ficiently implemented on GPUs opening
the path to analysis of high-dimensional
data sets in other areas as well [2].

For many applications, using a single
GPU is not sufficient, either because
more computing power is required, or
because the problem size is too large
to fit into the memory of a single de-
vice. This forces application developers
to not only consider parallelization at
device level, but also to manage an ad-
ditional level of parallelism. Depending
on the application this may be challeng-



