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1 What do we want to measure?
In a former lecture, lattice vibrations (phonons) and magnetic excitations (magnons) in solids
have been derived theoretically. In the present lecture I will show, how such collective excita-
tions can be measured.

The thermal properties of a material depend on how the constituents move on a microscopical
scale. How the atoms/molecules move determines e.g. how heat is transported, what happens at
phase transition and how lattice, spin, electronic etc. degrees of freedom interact... The present
lecture emphasizes the measurements of lattice and spin excitations. Electronic excitations are
only covered as they are involved in the resonant inelastic x-ray scattering process, which is an
emergent technique to study magnetic excitations with x-ray.

Phonons and magnons are characterized by their dispersion relations, i.e. ~ω = f(q). Here ~ω
denotes the Eigenvalue of the Hamiltonian and ~q the momentum of the excitation. Hence the
probes we use for spectroscopy must exchange energy and momentum with the system under
study. Typical excitation energies range from a few meV up to several 100 meV. The momentum
is governed by the interatomic distances in the sample, which are on the nm scale. Probes that
carry the respective momentum are e.g. photons with an energy of several keV, neutrons in the
thermal energy range, electrons or α particles. So if the probes are scattered by the sample, the
momentum transfer tells us, where the atoms in the material reside. The energy transfer tells us
about the bonding of an atom. If the experiment resolves both momentum and energy transfer,
we get the detailed information about how the atoms can move in a crystal, i.e. the information
about the dispersion relation, which can then be compared to theoretical models describing the
sample under study. Light scattering methods, e.g Raman or Brillouin scattering, are employed
to investigate elementary excitations in the Brillouin zone centre. Electrons and ions can be
used as probes for near surface properties, which may coincide with the behavior in the bulk of a
material or may exhibit additional interesting features due to the loss of translational symmetry.
This lecture covers inelastic scattering of neutrons and x-ray photons as bulk probes, which
penetrate deeply into the sample and provide access to the dispersion relation across the whole
Brillouin zone.

1.1 A ’simple’ dispersion

Fig. 1 shows a ’simple’ dispersion relation, as it has been derived in the lecture of Karin
Schmalzl (B4). The dispersion relation for lattice excitations describes, how the displacements
of the atoms from their equilibrium position change the energy of the crystal. As the atoms are
bonded inside the crystal, the displacement of a single atom forces the other atoms to be dis-
placed, too. The symmetry and the bonding details will determine how the displacement pattern
will then look like. In the quantized picture we call such an excitation of the whole lattice a
phonon.
Due to the translational symmetry, the phonon can be labeled by its momentum, which is pro-
portional to the reciprocal lattice vector that describes the displacement pattern. All possible
phonons can be expressed by reciprocal lattice vectors in the first Brillouin zone grace to the
discrete nature and the translational symmetry of the real lattice. From the experimental point
of view one may therefore choose a certain reciprocal lattice point and study the Brillouin zone
starting from this centre called Γ point.
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a) b)

Fig. 1: a) Dispersion relation for bcc copper along different main symmetry directions. b)
Scattering plane in reciprocal plane. Indexed dots refer to Bragg points of the fcc Cu. Two
scattering triangles spanned by the initial and final wave vector k and k′ are indicated, one
for the measurement of transverse modes and one for longitudinal modes. The dashed triangle
in the upper right indicates the nomenclature for high symmetry points in the Brillouin zone.
Taken from [1]

.

Similar dispersion relations exist for the quantized excitations of the spin system. The that case
one can only expect a response of the sample, if the probe interacts with the magnetic moments.
For neutrons this interaction is comparable to the nuclear interaction, while for x-ray it is only
a relativistic correction to the dominant charge scattering. However, resonance effects can ac-
quire sensitivity to magnetic moments via spin-orbit coupling as will be discussed in sec. 4.3.
To find out, where the atoms are and how they move in a sample, the probe excites phonons or
magnons, respectively. The scattering obeys energy, momentum and angular momentum con-
servation. Hence we need to measure the momentum, energy and possibly angular momentum
transfer onto the probes in an actual scattering experiment. In sec. 2 the relations between
probe and the sample momentum and energy will be derived, before I explain in sec. 3, how
the measurement is actually done. The details of the interaction between sample and probe
will influence the scattered intensity and further characterize the properties of the excitation as
detailed in sec. 4.

2 Scattering

2.1 Kinematics

Elastic scattering It is instructive to start the explanation of energy and momentum transfer
with the visualisation of a diffraction experiment (elastic scattering) in reciprocal space. Let
us take a look at the reciprocal space of a simple cubic lattice. In Fig. 2 a part of the plane
perpendicular to a [100] direction is shown, which exhibits a quadratic arrangement of recipro-
cal lattice dots. They represent possible Bragg reflections. If the crystal is perfect except for a
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Fig. 2: a) Reciprocal space and vector representation for elastic scattering: the {100} zone of
a simple cubic lattice showing Ewald’s construction for Bragg reflection. The number (letters)
in brackets denote the Miller indices of the reciprocal lattice vector τ . b) Reciprocal space
and vector representation for inelastic scattering: The momentum transferred to the sample is
the sum of the reciprocal lattice vector τ and the momentum transfer q to a phonon within the
Brillouin zone around τ .

certain degree of mosaicity (micro crystallites are all aligned within a small deviation η from a
given orientation), the elastic scattering is confined to the Bragg dots. For elastic scattering is
|k′| = |k| = k. The circle with radius k (the Ewald circle, respectively sphere in three dimen-
sions) contains the origin of the reciprocal space and at least one other point of the reciprocal
lattice of the crystal. The circle contains all scattering vectors Q = k′ − k for a fixed k. The
condition

Q = τ = k′ − k (1)

is nothing more than the familiar Bragg condition expressed in vector notation. The norm of eq.
1 gives

|Q| = |τ | = 2π

dhkl
= 2k sin θ =

4π

λ
sin θ

⇔ nλ = 2dhklsinθ. (2)

In this equation dhkl denotes the interplanar spacing of the lattice planes with Miller indices
h, k, l. θ is the glancing angle of reflection from these planes. n can take any integer value.
Hence integer fractions of the fundamental wavelength (n = 1) satisfy the reflection condition
as well. By adjusting the the scattering angle 2θ = φ between k and k′ the norm of Q is
controlled. The orientation of Q is set by the sample rotation ψ. Thus, any point in reciprocal
space can be reached by an appropriate choice of the incident wave vector k, the scattering angle
φ and the sample orientation ψ relative to k.

Inelastic scattering For inelastic scattering, the situation is more complicated. Since energy
is transferred between the sample and the neutron, the norm of k and k′ is different. In that case,
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Fig. 3: Relation between norm of the momentum transfer ~Q and ~ω for different values of the
scattering angle φ for neutron scattering. The blue area encloses the accessible Q, ω space.
Black lines indicate the scattering angle Φ. As detectors cannot cover all angles, the region
measured is slightly smaller. Positive values of ω correspond to energy loss of the neutron.
Acoustic phonon branches in several Brillouin zones are shown as well. Note: For small mo-
mentum transfer, a phonon cannot be observed, if the sound velocity within the sample is higher
than the neutron velocity (the velocities are given by the slope of the respective curves at Q = 0).
For x-ray scattering the whole area is accessible, as the photon energy is 4 to 5 orders of mag-
nitude larger than the excitation energy.

the diagram 2a) has to be modified as shown in Fig. 2b). Writing down momentum and energy
conservation gives:

Q = k′ − k (3)
Q2 = k2 + k′2 − 2kk′ cosφ (4)

~ω = Ei − Ef =
~2

2m
(k2 − k′2)(for neutrons) (5)

~ω = Ei − Ef = ~c(k− k′)(for x-ray) (6)

Combining these equations yields the accessible region in the Q, ω space for a given incident
energy Ei, which is limited for neutron scattering (see Fig. 3). The highest accessible energy
transfer for a given momentum transfer is given by the cases of forward scattering (φ = 0) and
exact backscattering (φ = 180), which can not exactly be accessed in an actual instrument.
The transferred energy ~ω depends in a periodic lattice only on the relative momentum ~q
defined within a Brillouin zone. Therefore the momentum transfer is referred to the nearest
reciprocal lattice vector.

Q = τ + q (7)

as depicted in Fig. 2b). An acoustic phonon branch has been included in Fig. 3 for several Bril-
louin zones. Note that an excitation at the origin of the reciprocal space can only be measured,
if the sound velocity within the material is smaller than the neutron velocity. This limitation is
lifted for the case of inelastic x-ray scattering.
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Fig. 4: Schematic of a triple axis spectrometer. The angle Φ denotes the scattering angle
between k, k′, the angle ψ gives the orientation of the scattering triangle with respect to the
reciprocal lattice of the sample (cp. Fig 1 b). The initial and final wavelength is defined by the
scattering angles 2θM,A, respectively.

3 Methods

3.1 The neutron three axis spectrometer

The most common instrument using Bragg diffraction to prepare and analyse the neutron wave-
length is the three axis spectrometer (TAS). In 1994 the Nobel price has been awarded to its
inventor Bertram Brockhouse ”for pioneering contributions to the development of neutron scat-
tering techniques for studies of condensed matter” and in particular ”for the development of
neutron spectroscopy”.
The particular instrument name stems from the existence of three axes around which important
components of the instrument can be rotated (see Fig. 4). In order to select the desired wave-
length according to eq. 2, the monochromator as well as the sample table have to be rotated
around the first axis in a θ − 2θ mode (X1 in Fig. 4). Around the second axis (the sample axis)
the analyser/detector unit can be rotated, whereby the sample scattering angle φ is selected with
respect to the direction of the incoming neutron wave vector k. Around the third axis (X2 in
Fig. 4), both the analyser crystal and the detector are rotated in a θ− 2θ mode in order to probe
the wavelength (energy) of the scattered neutrons. An additional rotation around the sample
axis (angle ψ) allows to scan any desired path within the reciprocal space plane spanned by k
and k′.
The resolution of a triple axis instrument depends on the relative sense of rotation at the in-

strument spectrometer axes, as shown in Fig. 5a). The resolution function of a TAS has been
derived analytically by Cooper and Nathans [2] and by Popovici [3]. The resolution of the final
and initial wave vector depends on the properties of the monochromator and analyzer crystals,
respectively:

∆λ

λ
=

∆dhkl
dhkl

+ cot θ∆θ (8)
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Fig. 5: a)Resolution volumes of a TAS in different geometries. The hashed areas indicate the
deviation of k, k′ from their most probable values. From [1]. b) Effect of focusing: If the
orientation of the resolution ellipsoid is adopted to the slope of the dispersion, the peak shape
of the inelastic signal can be optimized.

with dhkl denoting the lattice spacing of the (hkl) reflection and θ defined by the scattering
angle 2θ. The first contribution to the resolution is mainly determined by the primary extinc-
tion length, which describes, how deep the neutron beam penetrates the crystal, when it is in
reflection position. Because every mirror plane reflects a part of the incoming intensity, this
length is limited to several 104 lattice spacings, giving a resolution for a perfect single crystal,
which is about 10−4. The second contribution originates from the mosaic spread in a real crys-
tal. It grows for smaller scattering angles 2θ and vanishes, if 2θ approaches 180o. Since the
neutron guides, which transport the neutrons from the reactor core to the instrument, determine
the divergence that arrives at the monochromator within 1o, a very high resolution would yield
only vanishing intensity passing the monochromator. Therefore typical monochromator crystals
for neutrons have a rather wide mosaic spread or an artificial variation of the lattice constant.
Since the energy of a thermal or cold neutron is on the order of several meV, typical excitations
in a solid can be resolved by a 10% resolution of the initial and final energy. The situation
is drastically different, if we talk about inelastic x-ray scattering. Typical photon energies are
on the order of several keV. Accordingly a resolution power of 10−7 is required. Since x-ray
beam from a third generation synchrotron is extremely bright, one can effort to minimize every
contribution to the resolution and realize an intense beam, that allows the measurement of an
inelastic signal.
By an appropriate choice of the scattering geometry, the resolution ellipsoid can be oriented
nearly parallel to the dispersion. In that case the folding of the scattering function with the
resolution function will be as narrow as possible (cp. Fig 5b)).

3.2 Multiplexing TAS
As explained in the last section three axis spectrometers can be tuned with optimized resolution
to any position inside the scattering parabola. To survey the reciprocal space it is then necessary
to scan along lines. This can be very time consuming, especially when the signals are weak and
every point must be measured for a long time. To improve the mapping capabilities different
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multiplexing schemes have been developed [4, 5, 6, 7]. They all have in common that not a
single k′ is analyzed but that many analyzer crystals are arranged around the sample to record
not a point but a line in reciprocal space. The multiplexing setups are addons to a conventional
TAS. They are not as flexible, but they provide the possibility to cover large areas in reciprocal
space. Special regions of interest may then be focused by conventional TAS with optimized
setting of the resolution conditions with respect to the scientific question.

3.3 Inelastic x-ray scattering
While inelastic neutron scattering is the traditional method to study coherent excitations in
matter, there exist several applications that are limited by the neutrons flux of todays neutron
sources. Fig. 6a shows an example of IXS from thin films. The high brightness of the syn-
chrotron source provides enough photons to be scattered by the phonons of the thin films. Fur-
thermore the higher absorption of the photons prevents the scattering from the substrate, which
causes a strong inelastic signal in the case of the deeper penetrating neutrons. Fig. 6b is an ex-
ample of high energy phonons, which can easily be accessed by x-ray scattering. If one wants
to study such high energies with neutrons either a hot moderator (e.g. Graphite at 2000 K) or a
short pulse spallation source with a large number of undermoderated neutrons is required.

Measurements of lattice and excitations with energies ~ω = 1 − 1000 meV with photons of
energy Ei = 10 − 50 keV requires a relative energy resolution better than 10−6. This can be
achieved using backscattering from perfect crystals. The setup of the inelastic x-ray scattering
beamline ID28 at the ESRF is shown in Fig. 7.
After premonochromatization, the initial energy is defined by a flat backscattering monochro-
mator. The penetration of a x-ray beam in a non-absorbing perfect crystal generally referred to
as primary extinction length depends on the reflectivity of the single lattice plane of the consid-
ered reflection. The higher is the reflectivity, the smaller is the penetration. Going to reflections
with large Miller indices increases the resolving power: this is a direct consequence of the re-
duced form factor for large |Q|. A (13 13 13) reflection from a perfect Silicon crystal reaches
∆E/E = 10−8. This resolution has to be matched by the second term in eq. (8) cot θ∆θ. Tak-
ing into account the angular divergence delivered from a third generation synchrotron source
(∆θ ≈ 10µRad) cot θ should be smaller than 10−4 (θ ≈ 89.98◦).
After further optical components, the photons are scattered from the sample. The energy resolu-
tion of the analyzer should be the same as the monochromator. However, the angular acceptance
is defined by the desired Q resolution, which is relaxed as compared to the energy resolution.
Typical values for ∆Q range from 0.2 to 0.5 nm−1. This corresponds to an angular acceptance
for the analyzer of about 10 mrad. The angular acceptance is obtained by the use of a focusing
system. To preserve crystal perfection properties small flat perfect crystals are layed on spheri-
cal surface. The curvature is defined by a 1:1 pseudo Rowland geometry with aberrations kept
such that the energy resolution is not degraded.
The backscattering conditions requires an alternative way to scan the energy transfer. Since the
angle is fixed, one has to vary the lattice constant according to the Bragg eq. 2. The energy
transfer is determined by the relative temperature between monochromator and analyzer. Con-
sidering ∆d/d = α∆T , with α = 2.56 · 10−6K−1, the temperature has to be controlled with
a precision of 0.5 mK to obtain an energy step of about 1 tenth of the energy resolution. The
overall resolution of the spectrometer at ID28 is shown in Fig. 8.

To overcome the constraints set by the backscattering geometry alternative high resolution
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focused to a 60! 250 !m2 beam size (vertical!
horizontal, FWHM) employing a toroidal mirror. A flat
platinum-coated mirror was mounted in front of the sample
in order to deflect the x-ray beam downwards. The glanc-
ing angle of incidence, "i, was adjusted to 1:7" [see
Fig. 1(b)]. In this geometry the observed scattering inten-
sity arises predominantly from the InN film (99.9%). The
constraints of the grazing incidence geometry and the fact
that the film normal is parallel to the c axis implies that
only longitudinal and transverse in-plane (a# b) phonon
modes can be recorded. The phonon dispersion along
!# A and a few IXS scans for the determination of the
elastic constantC13 were recorded in a configuration with a
larger glancing angle of incidence. Taking into account the
ratio of the film thickness, the absorption through the InN
film, and the scattering signal from InN and GaN, the
maximum contribution of the GaN film to the IXS signal
is at most 1.3%. For all the employed configurations, the
contribution of the GaN buffer and the sapphire substrate
can therefore be safely neglected.

Ab initio calculations of InN phonon dispersion relations
and phonon eigenvectors were performed to identify the
Brillouin zones suitable to achieve highest IXS intensity,
according to the selection rules, and to analyze the experi-
mental data. Calculations were based on density functional
theory as implemented within the ABINIT software package
[9–11]. Both local density approximation (LDA) and gen-
eralized gradient approximations (GGA) were employed to
ascertain the changes in the elastic stiffness tensor and the
phonon dispersion relations with the exchange and corre-
lation energy. Only the valence electrons were taken into
account by using Troullier-Martins [12] and Hartwigsen-
Goedecker-Hutter pseudopotentials [13] for LDA and
GGA, respectively. A 60 Ha plane-wave energy cutoff
was used within both LDA and GGA, combined with a
6! 6! 3 k-point mesh for integration in order to ensure
convergence of both total energy and stress tensor.
The k-point grid was required to be increased further up
to 14! 14! 8 to improve the convergence for the elastic
stiffness tensor. The ground state geometry was optimized
relaxing both internal parameter and lattice constants at
constant pressure up to a value of 3! 10#2 GPa.
The phonon frequencies and eigenvectors were calculated

using Fourier interpolation of a set of dynamical matrices
calculated via nonlinear response on a 6! 6! 3 grid of
q points in the irreducible BZ.
Figure 2 shows a representative set of selected IXS

spectra of transverse phonons along the [010] direction
of the BZ, i.e., !-M direction. The IXS signal is plotted
as a function of momentum transfer q, with respect to the
200 Bragg peak. Besides the central elastic peak, a number
of maxima appear at positive and negative energy transfers
corresponding to phonon creation and annihilation pro-
cesses, respectively. The transverse acoustic modes (TA)
can be clearly distinguished from two higher energy dis-
persing excitations that stem from the Elow

2 mode at q ¼ 0.
In this case, the Elow

2 intensity is more strongly dependent
on the change of phonon eigenvectors with momentum
transfer. A Lorentzian function of 3 meV FWHM was
used to fit the elastic peak, while pairs of Lorentzians
with adjustable FWHM were utilized to obtain the fre-
quency of the phonon excitations.
Similar to Brillouin scattering, inelastic x-ray scattering

allows one to probe the momentum transfer dependence of
acoustic branches and hence derive the corresponding
elastic stiffness constants. The advantage of using grazing
incident IXS lies in the feasibility to obtain accurate infor-
mation in thin films deposited on a substrate for nearly all
directions of propagation, without the need to detach
the film from the substrate. Grazing incidence IXS
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FIG. 2 (color online). Selected IXS spectra for momentum
transfer values along the !-M direction of the BZ. The symbols
display the experimental data whereas the solid curves represent
the best fit to the spectra. Dashed lines are used to indicate the
contributions of different excitations and the zero-energy central
elastic peak. The solid straight lines are guides to the eye to
highlight the different phonon branch dispersions with increas-
ing momentum transfer. The # ¼ 0:05 spectrum intensity has
been multiplied by a factor 0.1 to better display the mode
dispersion. Note the drastic decrease in TA intensity with in-
creasing momentum transfer.

FIG. 1 (color online). (a) SEM image of the wurtzite InN film.
(b) Grazing incidence IXS geometry, where "i and "f are 1:7".
The 2$ angle determines the total momentum transfer selected
by the spectrometer.
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spectroscopy, in contrast to other techniques, is capable of
selecting the probing depth in the film by varying the
glancing angle. It therefore provides a unique way to
investigate substrate-induced strain effects on the elastic
constants even in submicron thick films.

In order to obtain the elastic constants, we first fitted the
acoustic phonon branches at low q with a sinusoidal func-
tion !ðqÞ ¼ A sinðq!=BÞ, where A and B are the fitting
parameters. The limit for q ¼ 0 of the slope of such
function provides the sound velocity for the corresponding
phonon branch. The sound velocity V is related to either a
single or a combination of components of the elastic
stiffness tensor via the Christoffels equation [14].
There are 5 independent components in the elastic stiffness
tensor for the wurtzite structure: C11 ¼ "VðLA½100%Þ2,
C33 ¼ "VðLA½001%Þ2, C66 ¼ "VðTA½010%h2&10iÞ2, C44 ¼
"VðTA½100%h001iÞ2, and C13, where " is the mass density.
Taking the experimental values for the lattice constants
found in the IXS experiment we employed a mass density
" ¼ 6:93 g=cm3 for the derivation of the elastic constants.
C13 can only be obtained as a component in the sound
velocity along a direction neither in-plane nor aligned with
the c axis, and it was obtained by measuring the phonon
energy of LA modes at small momentum transfer along the
[2 0 3] direction and solving the Christoffel equation self-
consistently.

Table I lists the elastic stiffness tensor obtained from the
IXS data and compares them with results from our calcu-
lations and previously reported experimental [15] and
ab initio calculated data [16–19]. Note the large discrep-
ancy between the values determined by IXS and those
reported in Ref. [15] from temperature-dependent x-ray
diffraction broadening in polycrystalline InN. Our experi-
mental values are in very good agreement with the
calculations reported in Refs. [17–19] and our own

calculations. The use of the LDA exchange and correlation
term results in a significant improvement of the calculation
of the axial elastic modulus, C33, which stems from the
longitudinal sound velocity propagating along the c axis.
The calculated value for C33 is particularly affected by the
k-point grid employed, decreasing in value with increasing
number of k points. Our convergence tests ensure reliable
results with a margin of 3 GPa for this elastic constant.
Figure 3 displays the phonon dispersion relations deter-

mined in InN up to 250 cm&1, which are dominated by
atomic displacements of the indium sublattice. Different
symbols are used to plot IXS data originating from differ-
ent scattering polarization geometries. Both GGA and
LDA approximations yield phonon frequencies (solid and
dashed curves) in excellent agreement with the experimen-
tal data (symbols). Our LDA results are essentially identi-
cal to earlier calculations by Bungaro et al. [20]. We were
able to determine the value at the ! point, 230ð1Þ cm&1,
and the dispersion of the lower energy silent B1 mode,
which appears frequently in Raman spectra of doped
nitrides due to the induced lattice disorder [21]. Most of
the data (purple or light gray solid circles) were taken using
an in-plane scattering geometry with mixed longitudinal
and transverse character, taking full advantage of the multi-
analyzer spectrometer of ID28. The (red) squares display
data

TABLE I. Elastic stiffness tensor obtained by IXS, other ex-
perimental data, and ab initio calculations, in GPa. For com-
pleteness, we include the values for the bulk modulus B and the
biaxial elastic modulus Gab ¼ C11 þ C12 & 2C2

13=C33.

IXS Other experiments ab initio Other calculations

LDAGGA
C11 225(7) 190(7)a 224 238 271b, 232c, 223d, 229e

C12 109(8) 104(3)a 112 112 124b, 115c, 115d, 120e

C13 108(8) 121(7)a 91 92 94b, 96c, 92d, 95e

C33 265(3) 182(6)a 243 237 200b, 239c, 224d, 234e

C44 55(3) 10(1)a 46 57 46b, 52c, 48d, 49e

C66 58(2) 43(5)a 56 63 74b, 59c, 54d, 55e

B 152 (5) 139a 142 145 147b, 151c, 141d, 146e

Gab245 (13) 133a 268 279 307b, 270c, 262d, 271e

aTemperature-dependent x-ray diffraction broadening, Ref. [15].
bLDA, full-potential linear-muffin-tin-orbitals (FP-LMTO) and
tensor transformations, Ref. [16].
cLDA, FP-LMTO, Ref. [17].
dLDA, plane-wave pseudopotentials, Ref. [18].
eLDA, plane-wave pseudopotentials, Ref. [19].
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FIG. 3 (color online). Acoustic and low-energy optic phonon
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2
mode from Ref [6]. Momentum transfers are given in reciprocal
lattice units.
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(a) Phonon dispersion of 6.2 µm thin InN film on GaN substrate. From [8]

of modes propagating along the high-symmetry direc-
tions. For !-K-M we used a supercell with 84 atoms, for
!-M 18 and 22 atoms in two different calculations.

In Fig. 2 we show by open dots the graphene frequen-
cies calculated from first principles; they are scaled by 1%
to smaller frequencies. For the longitudinal branches the
agreement between theory and experiment is excellent.
The overbending, the small splitting of the LO and LA
at the M point (30 cm!1; see Table I), and the local
minimum of the lowest B1 branch between K and M
(1185 cm!1) are very well described by the first-
principles results. A good agreement for the TO is found
along the !-M direction. Along !-K-M the ab initio
dispersion is slightly less pronounced than the experimen-

tal result. Our calculated splitting between the A0
1 and the

E0 mode at K (80 cm!1), however, is quite close to the
measured splitting of 70 cm!1, whereas in previous work
an LDA result of 140 cm!1 was reported [9]. Similarly,
Pavone et al. [12] obtained a splitting of 120 cm!1,
although at the other high-symmetry points their results
agree well with the experiments. The better agreement of
the ab initio calculations presented here with experiment
as compared to published work is only partly due to the
GGA. More important is that the dynamical matrix in
(semi)metals like graphene is not short ranged as it is in
semiconductors. The correct frequencies and eigenvectors
can thus be found only for phonons commensurate with
the supercell used in the force-constants calculations

TABLE I. Frequencies at the high-symmetry points of the Brillouin zone. The phonon symmetry is given by two notations; the
second is the molecular notation. The graphite point group D6h reduces to C2v between the high-symmetry points, and to D3h and
D2h at the K and the M point, respectively. In the last two columns the overbending "!, i.e., the difference between the maximum
and the !-point frequency, of the LO branch is given. qmax denotes the wave vector at the maximum frequency in units of the
reciprocal lattice vector. The experimental error of most frequencies is below 2 meV. The calculated frequencies are not scaled.

TO (cm!1) LO (cm!1) LA (cm!1) qmax (4!=
!!!

3
p

a0) "! (cm!1)
exp theo sym exp theo sym exp theo sym exp theo exp theo

! (!-M) 1581 #3 B1 1583 1582 #1 A1 0 #1 A1 0.15 0.15 30" 5 36
! (!-K) 1565 1581 T1 A1 1577 1581 T3 B1 0 T1 A1 0.15 0.15 30" 5 34

M 1390 1425 M!
3 B2u 1323 1350 M#

1 Ag 1290 1315 M!
4 B3u

K 1265a 1300 K1 A0
1 1194 1220 K5 E0 1194 1220 K5 E0

aObtained from a spline extrapolation of the data.
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FIG. 2 (color online). Inelastic x-ray scattering and ab initio calculations of the phonon dispersion of graphite. The symmetry of
the branches is indicated; see Table I. Filled dots are the experimental data for the LO, TO, and the LA branch. The TO data are
connected by a cubic spline extrapolation (dashed line). The experimental error is smaller than the size of the symbols. Those
phonon wave vectors q, which were not exactly along the !-M or !-K-M direction, were projected onto the closest high-symmetry
direction. Open dots are the calculated phonon frequencies; they were scaled overall by 1% to smaller frequencies. The lines are a
spline extrapolation to the calculated points. Inset: Brillouin zone of graphite in the basal plane with the high-symmetry points !,
K, and M. The arrows indicate the reciprocal lattice vectors with magnitude H $ jHj $ 4!=%

!!!

3
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a0&, where a0 is the in-plane lattice
constant of graphite.
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(b) Phonon dispersion of a graphite single crystal. From [9]

Fig. 6: Examples of phonon studies with inelastic x-ray scattering.

monochromators have been developed for high resolution synchrotron applications (see [10]
and references therein). These monochromators increase the energy resolution by the use of
asymmetric Bragg reflections to achieve a higher energy bandwidth than the intrinsic resolution
of a single Bragg reflection [11] (see Fig. 9). Such monochromators allow a larger energy range
to be scanned. Thermal stability is very important in order not to change the lattice constants.
It is furthermore beneficial, when the lattice expansion vanishes at the operation temperature.

3.4 Time-of-flight spectroscopy

In contrast to x-ray photons the neutron is a massive particle and the velocity depends on the
energy. Typical velocities for thermal and cold neutrons range from vn = 3956m

s for neutrons
with λ = 1 Å to vn = 395.6m

s for λ = 10 Å. The energy is of course proportional to the square
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Fig. 7: Setup of the inelastic scattering beamline ID28 at the ESRF.

Fig. 8: Instrumental resolution function of
ID28 at the ESRF determined by scattering
from a Plexiglas sample at Q=10 nm−1 and
T=10 K.

nuclear resonant scattering measurements from materials
containing 119Sn.

2. Design

The principal problem with designing an efficient HRM
without using a near-back Bragg reflection resides in the
mismatch between the angular divergence of currently avail-
able synchrotron radiation sources and the intrinsic angular
acceptance of small-energy-width crystal reflections. For
multicrystal monochromators, one can take advantage of
asymmetrically cut (non-zero angle between surface normal
and lattice vector) crystals to tailor the angular acceptance of
crystal reflections and the divergence of diffracted X-rays
(Renninger, 1961; Kohra, 1962) to increase efficiency and
improve energy resolution of meV-bandwidth mono-
chromators (Ishikawa et al., 1992; Toellner et al., 1992).
Selection of the crystal lattice reflections (Hi) and the asym-
metry angles (!i) to use as part of a HRM that achieves
maximal efficiency is guided by the desired energy bandwidth
(in our case, !1 meV) and practical limitations such as crystal
size. For the present designs, diffraction footprints are limited
to be less than 6 cm. Optimal X-ray transmission is achieved
by requiring that monochromatic rays diffracting from any
crystal are diffracted from all subsequent crystals. This
requirement leads to constraints on angular acceptances of
crystal reflections and thus guides the choice of lattice
reflections and asymmetry angles. These constraints can be
expressed as a set of matching conditions

Diffiffiffiffi
bi

p " bi#1 $ bi#2 $ $ $ $ $ b1 $min !o;
D1ffiffiffiffiffi

b1

p
" #

; ð1Þ

where Di is the intrinsic Darwin width and bi = sinð"i þ !iÞ/
sinð"i # !iÞ is the asymmetry parameter for the ith reflection.
!o is the incident beam divergence for monochromatic rays.
Satisfying these matching conditions while obtaining the
desired energy bandwidth forms the basis for the mono-
chromator design.

We constructed two HRMs based upon a six-reflection
design of the type (+A, #A, #B, +B, +C, #C) shown in Fig. 1.
We employ pairs of reflections to insure that the transmitted

beam is directed into the forward direction independent of
energy alignment. The bulk of the monochromatization is
performed by the second pair of reflections denoted by ‘B’,
which are silicon crystal reflections with a large Bragg angle
(!83() and an intrinsically narrow energy acceptance. These
two reflections are formed from opposing parallel surfaces
within a monolithic block of crystalline silicon. Thus, they have
reciprocal asymmetry parameters (b3 = b4

#1). The diffracting
surfaces are cut asymmetrically to reduce their energy
acceptance to approximately 1 meV when the silicon is cooled
to 123 K. The actual choice for the asymmetry parameter for
this pair of reflections is obtained from simulations, but an
approximate value can be obtained from

b3 ¼
E

!E
DB "B

" #2

¼ ðb4Þ
#1; ð2Þ

where E is the X-ray energy, !E is the desired energy band-
width, and DB and "B are the Darwin width and Bragg angle
of the reflection denoted by ‘B’, respectively. This expression
assumes the beam divergence incident on the first ‘B’ crystal is
reduced to a value small compared with DB =

ffiffiffiffiffi
b3

p
. Note that

by choosing the appropriate asymmetry parameter one can
achieve energy bandwidths that are smaller or larger than the
intrinsic energy bandwidth of the crystal reflection.

Operating this crystal pair at 123 K, which corresponds to
the zero-thermal-expansion temperature in silicon (Toulou-
kian et al., 1977), offers significant advantages in terms of
efficiency and stability (Toellner, 2000). Only the second pair
of crystal reflections is cooled in a specially designed low-
vibration cryostat (Toellner et al., 2006). Unlike earlier cryo-
stat versions, the current design incorporates a mechanical
pump to flow the helium cooling gas through the cryostat and
through a heat exchanger immersed in a liquid-nitrogen bath
in a closed cycle. Pump-induced pulsations within the gas
stream that may cause vibrations within the cryostat are
suppressed by the use of pulsation dampeners.

The small energy acceptance of this pair is accompanied by
a narrow angular acceptance and this necessitates the need for
preceding collimation that reduces the angular divergence of
the incident synchrotron radiation. This is achieved by the first
pair of reflections denoted by ‘A’, which are low-Bragg-angle
("B < 10() silicon crystal reflections cut asymmetrically so
they have a collimating effect on the diffracted synchrotron
radiation. Both reflecting crystals are mounted on a weak-link
mechanical assembly (Shu et al., 2001) to allow them to share
the same rotation axis. Unlike the previously published weak-
link assembly, the current version uses a stepper-motor-driven
micrometer head in series with a piezo-actuator to allow
coarse and fine adjustments, respectively. By using two
reflections to carry out the divergence reduction, it is possible
to use very high reflectivity reflections with modest asymmetry
angles, thus producing a very efficient beam collimator
(Kikuta & Kohra, 1970; Matsushita et al., 1971). For both
monochromators the first pair of reflections combine to
collimate the synchrotron radiation by a factor of !45. This
reduces the beam divergence of the synchrotron radiation to

research papers

606 T. S. Toellner et al. * Six-reflection meV-monochromator J. Synchrotron Rad. (2011). 18, 605–611

Figure 1
Design of a six-reflection cryogenically stabilized high-resolution
monochromator. A, B and C refer to crystal-reflection pairs described
in the text. Crystal-reflection pair B is cooled to 123 K, while A and C are
maintained at room temperature.

Fig. 9: Design of a six-reflection cryogeni-
cally stabilized high-resolution monochroma-
tor. The x-ray beam enters from the right.
From [10].
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Neutrons X-rays
λ[Å] 0.2 – 20 0.5 – 40
Ei[eV] 0.0818 · λ−2 12398 · λ−1

v[m/s] 3956 · λ−1 c

∆~ω[meV] 10−3 – 10 50 – 500
Divergence [rad] 0.01 10−6

Sensitivity
Phonons + +
Magnons + (non resonant) -

(RIXS) +
Electronic excitations - +

Table 1: Comparison Neu-
tron ↔ x-ray in the wave-
length range that is used for
spectroscopy.

of the velocity and inverse of the wavelength λ:

En =
1

2
mnv

2
n (9)

=
h2

mnλ2
. (10)

Accordingly 1 Å neutrons have an energy of 81.8 meV and 10 Å neutrons have 0.818 meV.
This offers an alternative way to measure the energy exchange with the sample: if we define the
initial neutron velocity by an appropriate monochromator and define a precise start signal for
the neutrons hitting the sample by a chopper, we can analyze the energy exchange to the sample
by recording the arrival of the neutrons at the detector in a given distance from the sample and
the chopper. In contrast to three axis spectroscopy, the energy can then be determined simulta-
neously for all scattering angles φ. Therefore by covering a large solid angle with detectors, one
could measure the complete Q, ω space very effectively. However, the decoupling of energy and
scattering angle comes for a price: one can use only neutrons in a short burst time τ < 20µs and
has then to wait until all neutrons arrive at the detector to record the full energy spectrum, before
the next pulse can start, see Fig. 10b. So for a time-of-flight instrument at a continuous source,
one can use the neutron beam during 1-2% of the time. At short pulse spallation sources, all
neutrons are created in a short pulse. For time-of-flight experiments on can therefore us the full
peak flux and gain over constant beam sources a factor ≈ 100, even if the time averaged flux is
comparable or lower. The intensity scattered into the solid angle dΩ defined by the desired Q
resolution is still sometimes at the limit of detection. Traditionally time-of-flight spectroscopy
is used mainly to study excitations that are not sharply defined in momentum transfer. Then
the intensity can be integrated over a larger solid angle. One example is the incoherent one
phonon scattering cross section as a measure for the phonon density of states, as it integrates
all scattering vectors Q for a given energy ω. Crystalline electric field excitations that depend
mainly on the local environment are another typical application for time-of-flight spectroscopy.
With the new Megawatt spallation sources but also with new instruments at reactor sources, as
the new TOPAS instrument at the FRM2, the flux limit will be lifted and the full potential of
TOF spectroscopy will be available for mapping the excitation landscape in condensed matter
research.
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(a) Generic setup of a time-of-flight spectrometer. (b) Path-time diagram for a configuration with frame
overlap choppers

Fig. 10: ToF spectroscopy.

4 Response
So far we have discussed, how we can tune an neutron or x-ray spectrometer to measure a cer-
tain energy and momentum exchange with the sample. Often this is also the major aim of an
experiment. Important insight into the dynamics of a system can often be acquired from the
knowledge of the dispersion relation. But a scattering experiment can provide more informa-
tion, which is contained in the scattered intensity.

The inelastic scattering of neutrons and x-ray is usually described in the Born approximation.
The information on the dynamics is contained in the scattering function S(Q, ω), which is con-
nected to the double differential cross section d2σ

dΩω
, the basic quantity in a scattering experiment

[12]:
d2σ

dΩdω
= A(Q)S(Q, ω). (11)

The properties of the scattered particle as well as the interaction potential with the sample are
included in the factor A.
The scattering function S(Q, ω) is the Fourier transform of the pair correlation function, in-
troduced in the lecture of R. Zorn (A5). It depends only on the momentum and the energy
transferred to the sample and not on the actual values of k and k′. It contains the information
on both the positions and motions of the atoms comprising the sample. Via the dissipation-
fluctuation theorem, the scattering function is connected to the dissipative or imaginary part of
the dynamical susceptibility [13]:

S(Q, ω) =
χ′′(Q, ω)

1− exp(−~ω)/(kBT )
(12)

The measured intensity in an actual inelastic scattering experiment is the folding of the resolu-
tion function of the instrument with the scattering function in Q, ω space:

I(Q, ω) ∝
∫∫

R((Q′ − Q), (ω′ − ω))S(Q, ω)dQ′dω′ (13)
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The resolution function R depends on the are a probability distributions pi,f for the initial and
final wave vectors:

R(Q, ω) =

∫∫
pi(k

′
i)pf (k

′
f )δ(Q′ − (k′ − k))δ(ω′ − ~

2m
(k2 − k′2)dk′

idk
′
f (14)

The normalisation of the resolution function is the product of the volume elements in reciprocal
space defined by probability distributions:∫∫

R((Q′ − Q), (ω′ − ω),Q, ω)dQ′dω′ = Vi(k) · Vf (k′) (15)

The intensity one can expect for a given Q, ω thus is proportional to this product. These distri-
butions are defined by the collimation on the primary side (before the sample) and the secondary
side ( between the sample and the detector). Hence it becomes clear that intensity and resolution
(defined by the collimation) have to be traded according to the present scientific problem.

4.1 Single phonon scattering
The double differential cross section for coherent single phonon scattering of neutrons con-
tains more information about the system under study than only the dispersion relation, which is
contained in the delta function eq. (19) [14]:(

d2σ

dΩdω

)±
coh

=
k′

k
(2π)3

v0

∑
τ

∑
j,q

·|
∑
i

bi√
mi

exp[−Wi(Q) + iQ ·Ri](Q · eji )|
2 (16)

·ω−1
j (17)

·(n(ωj(q)) +
1

2
± 1

2
) (18)

·δ(ω ∓ ωj(q))δ(Q∓ q− τ ) (19)

In the expression for the double differential x-ray scattering cross section, the nuclear scattering
length must be replaced by the atomic form factor as long as the photon energy is not close to
an absorption edge, but the structure of the cross sections remains the same.
Expression 16 is called the dynamical structure factor, in analogy to the structure factor in elastic
scattering. Its strength depends on the nuclear coherent scattering length of the constituting
nuclei bi, which is the mean value of the different scattering length for different isotopes or
different nuclear spin. It includes the Debye-Waller factor exp[−W ],W = 〈Q·u〉2 , introducing
the displacements u of atoms from their equilibrium position.
The intensity is proportional to a factor |Q · eji |2, with the polarization vector of the phonon
mode eji . This means, it becomes favorable to measure phonons with large Q. This property
provides an opportunity to distinguish between magnetic and lattice excitations. As we will see
later, scattering from magnetic excitation becomes less probable for large momentum transfer
due to the magnetic form factor. Therefore measurements in different Brillouin zones tell you,
whether your signal is of magnetic or nuclear origin.
Due to the scalar product in eq. (16) only if the displacement has a component parallel to the
scattering vector Q, the respective mode contributes to the structure factor. In a very pictorial
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view you may regard the scattering process as a ’kick’ in the direction of the momentum transfer.
In the case of phonon creation, the neutrons ’kicks’ off the phonon, in the case of annihilation
the neutron ’gets kicked’ by the phonon. If we compare the different scattering triangles in
Fig. 4 b) we see, that in the upper triangle the q is nearly perpendicular to Q. Accordingly we
measure at this position a transverse phonon branch, where the displacement is perpendicular
to the wave vector. In the lower scattering triangle q and Q are parallel. Hence the neutron can
only be scattered by a longitudinal phonon.
The intensity of a phonon mode depends inversely on its energy (eq. 17). Thus high energy
phonons become difficult to measure. Expression 18 describes the occupation of a phonon
mode. The + sign refers to a phonon creation, the − sign to annihilation.

n(ωj(q)) = (exp[~ωj(q)/kbT ]− 1)−1 (20)

is the familiar Bose factor.

As eq. (16) contains the coherent nuclear scattering length that cross section describes the pair
correlations in a crystal. Scattering provides also access to purely local dynamics of a scatterer
via the incoherent scattering length, which comes from the deviations of the scattering length
from different isotopes or different orientation of the neutron spin to the nuclear spin from the
mean value. This incoherent scattering is described by the incoherent double differential cross
section [14]:

(
d2σ

dΩdω

)±
inc

=
k′

k
(2π)3

v0

(21)∑
i

1

2Mi

(b2
i − bi

2
) exp(−2Wi(Q)) (22)

×
∑
j

|Q · eij|2

ωj
·
(
n(ωj(q)) +

1

2
± 1

2

)
δ(ω ∓ ωs) (23)

From the incoherent scattering the phonon density of states can be derived, as it integrates over
all possible phonon branches for a given energy.

4.2 Magnetic excitations

While in principle x-ray as a electro-magnetic wave could be scattered by the magnetic mo-
ments of a sample, the interaction away from the absorption edges is weak for the scattering to
be detected by the present instruments. We will later come to the resonant inelastic scattering,
which is a higher order scattering process which can be sensitive to magnetic excitations, too.
In contrast neutrons interact with the magnetic moments in the sample with a comparable
strength as with the nuclei. Therefore inelastic neutron scattering is still the standard method to
study magnetic excitations. The double differential cross sections for single magnon scattering
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reads (
d2σ

dΩdω

)±
mag

=
k′

k
(2π)3

v0

(24)

1

2
S
(γr0

2
gf(Q)

)2

(25)

exp [−2W (Q)] (26)

(1 + Q̂
2

z) (27)∑
τ,q

(
n(ω(q)) +

1

2
± 1

2

)
(28)

δ(ω ∓ ω(q))δ(Q∓ q− τ). (29)

This cross section has several distinct differences from the cross section for single phonon
scattering eq. (16). The interaction strength is given by expression (25). It depends on the spin
S or more general the total angular momentum J , the gyromagnetic factor of the neutron γ,
the classical electron radius r0, the Lande‘ factor g and the magnetic form factor f(Q). The
form factor reflects the extended distribution of the magnetic moment around the atom, as the
outer atomic shells contain the unpaired electrons responsible for the magnetic moment. The
expression (27) comes from the selection rule for the magnetic neutron scattering, which states
that only the magnetic moment perpendicular to the momentum transfer scatters the neutron,
and from the fact that the 1 magnon scattering reduces the magnetic moment in the quantization
direction z and increases the x, y components, respectively.

4.3 Resonant Inelastic X-ray Scattering (RIXS)
The cross sections discussed so far provide direct information about the dynamics of the lattice
and the spin system and are therefore a solid test for any model describing the spin system. The
coupling to the electron system can be investigated only indirectly by studying e.g. the life time
of the excitations [15, 16]. In RIXS the opposite way is used: one excites the electron system
and investigates, how the excitation couples to the different elementary excitations in the solid
[17]. Here we have to distinguish two different processes: direct RIXS and indirect RIXS (Fig.
11).
In the direct process the core electron is excited into an empty valence band state and the core
hole is filled by another valence band state. For this process the selection rules must allow both
transitions. The direct process is e.g. allowed for the L edges of the transition metals in the soft
x-ray regime. They excitations probed by this regime include single magnon excitations [18].
They indirect RIXS process is observed when the core electron is excited into an empty state
in the conduction band relatively high above the Fermi energy. The core hole is then screened
only weakly and acts as a scattering potential for the valence electrons. Alternatively one could
say that the exciton of core hole and conduction band electron scatters off the valence band
excitations. After the core hole is filled an electron-hole excitation is left behind in the valence
band.
The local nature of the excitation into the intermediate state makes RIXS an element specific
technique. It can therefore be used to study the dynamics in the subsystem of a complex mate-
rial, e.g. the transition metal or the ligand in a transition metal oxide.
In principle RIXS is sensitive to a variety of elementary excitations e.g., plasmons, charge trans-
fer excitations, crystal field excitations, magnons and phonons and more. The sensitivity states
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In many Mott insulators this orbital physics is governed by
the crystal field: The levels of the orbitally active ion are split
and the orbital ground state is uniquely determined by local,
single-ion considerations. The orbital excitations from this
ground state are transitions between the crystal-field levels.
Crystal-field transitions between different d orbitals are
called dd excitations. Such excitations are currently routinely
seen by RIXS and are now well understood.

In other cases the crystal field does not split the levels of
the outer shell very much, leaving an orbital (quasi-)
degeneracy in the ground state. This local low-energy degree
of freedom can couple to orbital degrees of freedom on
neighboring sites by superexchange processes, and in this
way collective orbital excitations can emerge. The quanta of
these collective modes are called orbitons, in analogy to spin
waves and magnons. Definitive proof of the existence of
orbitons remains elusive; RIXS is contributing significantly
to the search for orbitons. The distinctive advantages of RIXS
over other spectroscopies when probing orbital excitations
raise promising prospects; see Sec. V.D.3.

d. Magnetic excitations

Magnetism and long-range magnetic ordering are the best
known and most studied consequences of the electron-
electron interactions in solids. When usual magnetic order
sets in, be it either of ferromagnetic, ferrimagnetic, or anti-
ferromagnetic type, the global spin rotation symmetry in the
material is broken. As a result characteristic collective mag-
netic excitations emerge. The resulting low-energy quasipar-
ticles, the magnons, and the interactions between them,
determine all low-temperature magnetic properties. Magnon
energies can extend up to !0:3 eV (e.g., in cuprates) and
their momenta up to !1 !A"1. Recently magnon dispersions
have been measured for the first time with x rays at the Cu
L edge on thin films of La2CuO4 (Braicovich et al., 2010). In
K-edge RIXS bimagnon excitations and their dispersions
have also been observed (Hill et al., 2008).

A melting of the long-range ordering, for instance, through
an increase in quantum fluctuations as a result of the intro-
duction of mobile charge carriers in a localized spin system,
or by the frustration of magnetic interactions between the
spins, can result in the formation of spin-liquid ground states.
Spin liquids potentially have elusive properties such as high-
temperature superconductivity or topological order, which is
only beginning to be explored and understood. Some of
the more exotic magnetic excitations that emerge from
these ground states, such as spinons and triplons, can also
be observed by RIXS (Schlappa et al., 2009). In Sec. V.E, we
review both the experimental and theoretical status of mag-
netic RIXS in detail.

e. Phonons

Phonons are the quantized lattice vibration modes of a
periodic solid. These are bosonic modes with energies typi-
cally below 0.1 eV, so that the detection of single phonon
excitations is only just possible with present day RIXS reso-
lution. Therefore, phonon loss features were resolved for the

first time with RIXS only very recently, at the Cu L edge
(Braicovich et al., 2010) and K edge (Yavaş et al., 2010). In
addition, anomalous features in CuB2O4 have been qualita-
tively described by extending the electron-only considera-
tions to include the lattice degrees of freedom (Hancock
et al., 2010). Theoretically, the study of phonons in RIXS
promises quantitative investigations of the electron-phonon
coupling (Ament, van Veenendaal, and van den Brink, 2010).
In Sec. V.F, we summarize both the experimental and theo-
retical results in the young field of phonon RIXS.

D. The RIXS Process

The microscopic picture of the resonant inelastic x-ray
scattering process is most easily explained in terms of an
example. We choose a copper-oxide material as a typical
example, but it should be stressed again that the focus of
RIXS on transition-metal oxides is something of an accident
and is not a fundamental limitation of the technique. In a
copper-oxide material, one can tune the incoming photon
energy to resonate with the copper K, L, or M absorption
edges, where in each case the incident photon promotes a
different type of core electron into an empty valence shell; see
Figs. 7 and 8. The electronic configuration of Cu2þ is
1s22s22p63s23p63d9, with the partially filled 3d valence
shell characteristic of transition-metal ions. The copper
K-edge transition 1s ! 4p is around 9000 eV and in the
hard x-ray regime. The L2;3 edge 2p ! 3d (! 900 eV) and
M2;3 edge 3p ! 3d (! 80 eV) are soft x-ray transitions.
Alternatively, by tuning to the oxygenK edge, one can choose
to promote an O 1s to an empty 2p valence state, which takes
!500 eV.

After absorbing a soft or hard x-ray photon, the system
is in a highly energetic, unstable state: A hole deep in the

FIG. 7 (color). In a direct RIXS process the incoming x rays
excite an electron from a deep-lying core level into the empty
valence band. The empty core state is then filled by an electron from
the occupied states under the emission of an x ray. This RIXS
process creates a valence excitation with momentum ℏk0 " ℏk and
energy ℏ!k " ℏ!k0 .
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(a) Direct RIXS process: The core electron is
excited into an empty valence band state and the
core hole is filled by a different valence band
state. For both transitions to the core states must
be allowed

electronic core is present. The system quickly decays from
this intermediate state, typically within 1–2 fs. Decay is
possible in a number of ways, for instance, via an Auger
process, where an electron fills the core hole while simulta-
neously emitting another electron. This nonradiative decay
channel is not relevant for RIXS, which instead is governed
by fluorescent decay, in which the empty core state is filled by
an electron and at the same time a photon is emitted.

There are two different scattering mechanisms by which
the energy and momentum of the emitted photon can change
from the incident one. These are known as direct and indirect
RIXS. The distinction between these two is discussed quali-
tatively below and made precise in Sec. III.B. The classifica-
tion of a resonant inelastic x-ray process as being either direct
or indirect (van den Brink and van Veenendaal, 2005, 2006) is
useful because the cross sections for each are quite different.
When direct scattering is allowed, it is the dominant inelastic
scattering channel, with indirect processes contributing only
in higher order. In contrast, for the large class of experiments
for which direct scattering is forbidden, RIXS relies exclu-
sively on indirect scattering channels.

1. Direct RIXS

For direct RIXS, the incoming photon promotes a core
electron to an empty valence band state; see Fig. 7.
Subsequently an electron from a different state in the valence
band decays and annihilates the core hole.

The net result is a final statewith an electron-hole excitation,
since an electron was created in an empty valence band state
and a hole in the filled valence band; see Fig. 7. The electron-
hole excitation can propagate through the material, carrying
momentum ℏq and energy ℏ!. Momentum and energy con-
servation require that q ¼ k0 " k and ! ¼ !k "!k0 , where
ℏk (ℏk0) and ℏ!k (ℏ!k0) are themomentum and energy of the
incoming (outgoing) photon, respectively.

For direct RIXS to occur, both photoelectric transitions—
the initial one from core to valence state and the succeeding
one from the conduction state to fill the core hole—must be
possible. These transitions can, for instance, be an initial
dipolar transition of 1s ! 2p followed by the decay of
another electron in the 2p band from 2p ! 1s, in, for ex-
ample, wide-band-gap insulators. This happens, for instance,
at the K edge of oxygen, carbon, and silicon. At transition-
metal L edges, dipole transitions give rise to direct RIXS via
2p ! 3d absorption and subsequent 3d ! 2p decay. In all
these cases, RIXS probes the valence and conduction states
directly. Although the direct transitions into the valence shell
dominate the spectral line shape, the spectral weight can be
affected by interactions in the intermediate state driven by, for
example, the strong core-hole potential.

2. Indirect RIXS

The indirect RIXS process is slightly more complicated.
For pure indirect RIXS to occur, photoelectric transitions
from the core state to conduction-band states must be weak.
Instead, the incoming photon promotes a core electron into an
empty state several electron volts above the Fermi level.
Subsequently, the electron decays from this state to fill the
core hole; see Fig. 8. The most studied example is RIXS at the
transition-metal K edges (1s ! 4p). In the absence of any
additional interaction, no inelastic scattering would be ob-
served. But in the intermediate state a core hole is present,
which exerts a strong potential on the 3d valence electrons
that therefore tend to screen the core hole. The core-hole
potential scatters these valence electrons, thereby creating
electron-hole excitations in the valence band. After the 4p !
1s decay, the electron-hole excitations are then left behind in
the system.

Indirect RIXS is thus due to shake-up excitations created
by the intermediate-state core hole. The fact that close to the
absorption edge the 1s core hole and 4p electron bind to-
gether to form an exciton does not change this picture con-
ceptually; in this case, one may think of the valence electrons
as scattering off this exciton.

E. Relation to other spectroscopies

1. RIXS, (N)IXS, XAS, XES, and EELS

Resonant inelastic x-ray scattering is also sometimes re-
ferred to as resonant x-ray emission spectroscopy, resonant
x-ray fluorescence spectroscopy, or resonant Raman spectros-
copy. These different names all indicate essentially the same
process. Throughout this review, we will use only the term
resonant inelastic x-ray scattering.

RIXS is a two-step process involving a photoelectric tran-
sition from a deep-lying core level into the valence shell, with
the material absorbing an x-ray photon. After evolving for a
very short period in this highly excited state, the system
decays under the emission of an x-ray photon.

The term inelastic x-ray scattering is reserved for processes
where the photon scatters inelastically by interacting with the
charge density of the system. IXS measures the dynamic

FIG. 8 (color). In an indirect RIXS process, an electron is excited
from a deep-lying core level into the valence shell. Excitations are
created through the Coulomb interaction Uc between the core
hole (and in some cases the excited electron) and the valence
electrons. The photoelectron subsequently decays leaving behind
an excitation in the valence band with momentum ℏk0 " ℏk and
energy ℏ!k " ℏ!k0 .
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(b) Indirect RIXS process: The core electron is excited
far above the Fermi energy. The core hole potential scat-
ters then the electrons in the valence band. After the
reemission of the photon, this electron-hole excitation is
left behind.

Fig. 11: Schematic of the RIXS process. From [17]

also a problem since it is not always obvious, which excitation creates the RIXS signal. Ad-
ditional interaction such as spin-orbit coupling for magnons are necessary because the photon
field excites the electronic system of the sample.

Experimentally RIXS is today a medium resolution technique with a energy resolution ∆~ω ≈
0.1 eV. This is due to the fact that the analyzers are not optimized for the final photon energy,
which is set by the absorption edge of the element under study. The fourth generation x-ray
sources such as energy recovery linac or XFEL provide bright prospects for the evolution of
RIXS due to the again dramatically improved source brightness.

5 Conclusion
If one investigates the dynamics of a bulky sample on an atomic scale one has to rely on inelastic
scattering methods using neutrons or x-ray photons. Both probes provide specific advantages,
which must be weighted before proposing an experiment.
Inelastic neutron scattering provides an energy resolution down to several µeV. If you are in-
terested in life times of the excitations, spin echo methods can even provide higher resolution.
The double differential cross section is very well understood for phonon and magnon scattering
and hence inelastic scattering may be the ultimate test for models of the dynamic in complex
materials. The general problem of inelastic neutron scattering is the limited brightness of todays
neutron sources requiring usually several grams of sample to be studied. This limits also the
application of complex sample environments such as high pressure cells. Here the new intense
spallation source increase significantly the parameter space that can be investigated.
IXS on the other hand is very well suited for the investigation of small sample volumes as the
beam already has µm dimensions. As the photon energy is 6 to 8 orders of magnitude larger
than the required energy resolution the monochromator development is very demanding as it
faces the high energy load of the intense incoming beam. The reciprocal space region that can
be probed is basically unlimited, which is very important for high energy excitations or excita-
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tions at small momentum transfer e.g. in amorphous materials.
The emerging field of RIXS widens the field of elementary excitations that can be probed to
electronic excitations. It can be used to study the coupling between the electrons and the phonon
or magnons directly. Being element specific it can be used to distinguish between the ligand or
metal dynamics in complex materials and how this affects the functional properties.

Both x-ray and neutron techniques face the challenge that cutting edge instruments are needed
to address todays scientific challenges. It is therefore important to understand how these in-
struments work. Then one may set them up to push the limits further. In combination with the
improvement of the sources, which will be provided by the further development of the facilities,
novel insight in condensed matter research can be expected.
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