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We measured the density of vibrational states (DOS) and the specific heat of various glassy and crys-
talline polymorphs of SiO2. The typical (ambient) glass shows a well-known excess of specific heat relative
to the typical crystal (α-quartz). This, however, holds when comparing a lower-density glass to a higher-
density crystal. For glassy and crystalline polymorphs with matched densities, the DOS of the glass appears
as the smoothed counterpart of the DOS of the corresponding crystal; it reveals the same number of the
excess states relative to the Debye model, the same number of all states in the low-energy region, and it
provides the same specific heat. This shows that glasses have higher specific heat than crystals not due to
disorder, but because the typical glass has lower density than the typical crystal.
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The low-temperature thermodynamic properties of glasses
are accepted to be anomalously different from those of crystals
due to the inherent disorder of the glass structure. At temper-
atures of ∼10 K, the specific heat of glasses shows an excess
relativetothatofthecorrespondingcrystals.Theexcessspecific
heat is related to a distinct feature in the spectrumof the atomic
vibrations:Atfrequenciesof∼1 THz,glassesexhibitanexcess
of states above the Debye level of the acoustic waves, the so-
called “boson peak.”The excess of specific heat and the boson
peak are universally observed for all glasses and by all relevant
experimental techniques. However, the results still do not con-
verge to a unified answer to how disorder causes these
anomalies.
Themajorityofthemodelsexplainthebosonpeakbyappeal-

ingtovariousglass-specificfeatures.Theseincludelow-energy
optical modes [1], onset of mechanical instability related to

saddle points in the energy landscape [2] or to jamming
[3–5], localvibrationalmodesofclusters[6]or locallyfavoured
structures [7], librations [8] or other coherent motions [9] of
molecular fragments, crossover of local and acoustic modes
[10], quasilocal vibrations of atoms in an anharmonic potential
[11], broadening of vibrational states in the Ioffe-Regel cross-
over regime [12], spatial variation of the elastic moduli [13],
breakdownof thecontinuumapproximation [14,15], and topo-
logically diverse defects [16], to cite the most important ones.
Alternatively, the boson peak is identified as the counter-

part of the acoustic van Hove singularities of crystals, i.e.,
explained by the piling up of the vibrational states of the
acousticlike branches near the boundary of the pseudo-
Brillouin zone [17–20].
Diverging in explanations of the boson peak, all models

agree that the excess states and the excess specific heat of
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glasses are anomalies caused by disorder. The results pre-
sented below question this issue.
We studied the atomic dynamics of various glassy and

crystalline polymorphs of SiO2. This is not only the arche-
typical system which established the problem of the boson
peak. More important, SiO2 exists in various glassy and
crystalline polymorphs, which allows for an analysis of
the atomic dynamics as a function of local structure and
density. Different to many previous works, the densities
of states were measured in absolute units. This allows
for a quantitative comparison of the numbers of states
for various polymorphs.
The density of states was measured by two techniques—

nuclear resonant analysis of inelastic x-ray scattering
(NRAIXS) [21] and inelastic x-ray scattering with crystal
optics (IXS) [22]. The absolute scale of the DOS was veri-
fied by comparing the specific heat calculated from the
derived DOS to the measured specific heat for each studied
polymorph. For crystals, the reliability of the DOS was
further confirmed by ab initio lattice dynamics calculations
using density functional perturbation theory [23]. The details
of the experimental methods and calculations are reported in
the Supplemental Material [24].
Figure 1 shows the density of vibrational states for

the ambient and the densified polymorphs of silica glass;
Fig. 2 shows those for polycrystalline α-cristobalite, α-
quartz, and coesite. The total (i.e., statistical and system-
atic) relative uncertainties of the presented DOS are 6%
and 13% for NRAIXS and IXS data, respectively [24].
The agreement of the data obtained by the two IXS tech-
niques [Figs. 1(a)–(d), Figs. 2(a)–(f)] and the consistency of
the calculated specific heat with the experimental specific
heat [Figs. 1(e)–(f), Figs. 2(g)–(i)] evidence the reliability
of the obtained results.
Usually the comparison of thermodynamic and atomic

dynamic properties of glasses and crystals is performed
for the most common polymorphs, which for SiO2 are
ambient silica glass and α-quartz. Such a comparison is
shown in Figs. 3(a)–(c). It illustrates the puzzle which
established the problem of the boson peak: The DOS of
the glass is significantly softer than that of the crystal
[Fig. 3(a)], the reduced DOS shows the distinct peak at
∼5 meV where the reduced DOS of the crystal is nearly
flat [Fig. 3(b)], and at ∼10 K the specific heat of the glass
shows an excess over that of the crystal [Fig. 3(c)]. This
trend is observed for nearly all glasses. According to the
generally accepted point of view, it is attributed to disorder.
However, the other SiO2 polymorphs studied here cast

doubts on this conclusion. For instance, the comparison of
densified silica glass andα-cristobalite [Figs. 3(d)–(f)]would
lead to the opposite suggestion that disorder shifts the vibra-
tional states to higher energy [Fig. 3(d)], makes the reduced
DOS of the glass nearly flat at the position where the reduced
DOSof thecrystal has adistinct peak [Fig.3(e)], andprovides
the deficit of specific heat at∼10 K [Fig. 3(f)]. Although this

opposite trend is rare, it was observed, e.g., for amorphous
and crystalline zeolite [27,28].
A check of the densities of the various SiO2 polymorphs

(Table 1) reveals that Figs. 3(a)–(c) compare a low-density
glass with a high-density crystal, whereas Figs. 3(d)–(f) do
the opposite—compare a high-density glass with a low-
density crystal (as for amorphous and crystalline zeolite
[27,28]). A different density is accompanied by different
sound velocity [29], which determines different properties
of the elastic medium of the glass and influences its atomic
dynamics [20,30,31]. Therefore, in order to reveal the effect
of disorder unambiguously, a proper comparison should be
done for glassy and crystalline polymorphs with matched
densities, i.e., for ambient silica and α-cristobalite (low-
density polymorphs) and for densified silica and α-quartz
(high-density polymorphs). Sound velocities, Debye ener-
gies, and diffraction patterns [24] show that these pairs
indeed have close elastic properties and local structures.

(a) (b)

(c) (d)

(e) (f)

FIG. 1 (color online). The density of states (a)–(b) and the re-
duced density of states (c)–(d) of ambient and densified silica
glass. The solid and the open circles refer to the NRAIXS and
IXS data, respectively. The solid lines show the Debye levels
for the DOS (a)–(b) and reduced DOS (c)–(d). The area of the
filled region of the DOS above the Debye parabola in (a)–(b)
gives the number of the excess states. The entire area of the filled
region in (a)–(b) gives the number of all states within the same
energy ranges. The filled areas in (c)–(d) show the same energy
regions for the reduced DOS. (e)–(f) The measured specific heat
(symbols) and the specific heat calculated from the corresponding
DOS (solid lines). The horizontal lines in (e)–(f) show the Debye
levels for the specific heat.
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A comparison of SiO2 glasses and crystals with matched
densities (Fig. 4) reveals a simple but quite unexpected pic-
ture. The density of states of the glass does not differ much
from that of the crystal except for some smearing out of the
DOS features [Figs. 4(a),(d)], the peaks of the reduced DOS
are located nearly at the same energies Figs. 4(b),(e)], and
the specific heat is practically the same for the glassy and
crystalline counterparts [Figs. 4(c),(f)].
In essence, Fig. 4 shows that the excess of specific heat of

the typical (ambient) silica glass relative to the typical (α-
quartz) crystal [(Fig. 3(c)] is related not to the structural dis-
order of the glass but to its lower density. Note that the lower
density of glasses relative to crystals is not limited to the SiO2

system but is a general trendwell documented in the literature
(often discussed as the excess volume of glasses).
The similarities of glasses and crystals with matched

densities are further confirmed by a quantitative analysis
of the number of states. The solid lines in Figs. 1(a)–(d)
and Figs. 2(a)–(f) show the Debye levels calculated from
density and sound velocities data [24]. The area of the
filled region of the DOS above the Debye parabolas in
Figs. 1(a)–(b) and Figs. 2(a)–(c) gives the number of the
excess states Nex. The entire area of the filled region gives
the number of all states Nall within the same energy range.

Table 1 shows that the excess of states of silica glasses is
not remarkable relative to their crystalline counterparts. It is
about 5%–6% for both glassy polymorphs, which is nearly
the same as the excess of states for α-cristobalite and α-
quartz crystals (6%–7%) and even less than that for coesite
(9%). These observations cannot be caused by an acciden-
tal underestimation of the excess states for the glasses: The
analysis of the inelastic neutron scattering data for ambient

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

FIG. 2 (color online). The density of states (a)–(c) and the
reduced density of states (d)–(f) of α-cristobalite, α-quartz,
and coesite. (g)–(i) The measured specific heat (symbols) of
α-cristobalite (from Refs. [25,26]), α-quartz, and coesite and
the specific heat calculated from the corresponding DOS (solid
lines). The symbols, solid lines, and the filled regions have
the same meaning as in Fig. 1.

(a) (d)

(b) (e)

(c) (f)

FIG. 3 (color online). Comparison of the density of states (a),
(d) and the reduced density of states (b),(e) obtained with the
NRAIXS technique, and of the specific heat (c),(f) for ambient
silica glass and α-quartz (a)–(c), and for densified silica glass
and α-cristobalite (d)–(f). The experimental data for the specific
heat of α-cristobalite in (f) are those from Refs. [25,26].

TABLE I. The number of the excess states Nex in the DOS
of glassy and crystalline polymorphs of SiO2, the number of
all states Nall within the same energy regions derived from the
NRAIXS data, and the fraction of the acoustic states Nac for
the three crystals given by Nac ¼ N−1, where N is the number
of atoms in a primitive unit cell of α-cristobalite (N ¼ 12), α-
quartz (N ¼ 9), and coesite (N ¼ 24). The numbers of states
are given as a percentage of the unit area of the DOS.

Sample Density (g=cm3) Nexð%ÞNallð%ÞNacð%Þ
Ambient silica glass 2.20 5.3(3) 8.4(5) � � �

α-cristobalite 2.29 5.6(3) 8.4(5) 8.333
Densified silica glass 2.67 5.9(4) 12.8(8) � � �

α-quartz 2.65 6.6(4) 11.5(7) 11.111
Coesite 2.93 8.6(5) 14.6(9) 4.167
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silica glass [32] provides the same number of excess states
[24]. Furthermore, an increase in the low-energy states of
the studied crystals due to some kind of disorder is also
excluded: The calculated DOS of ideal α-cristobalite, α-
quartz, and coesite [24] contain nearly the same number
of excess states.
Furthermore, Table 1 shows that the absolute number of

all states Nall in the considered energy regions is nearly the
same for the glassy and crystalline pairs with matched den-
sity. Moreover, it is close to the fraction of the acoustic states
of the corresponding crystal [33]. For α-cristobalite the frac-
tion of the acoustic states should be 8.333%. Consistently,
the number of states Nall for both α-cristobalite and ambient
silica glass in the considered energy region is 8.4%. For α-
quartz, the fraction of the acoustic states should be 11.111%,
and the number of states Nall for α-quartz and densified
silica glass is 12.8% and 11.5%, respectively.
These observations revise the role of disorder in the

thermodynamics and atomic dynamics of glasses. They

show that disorder does not influence much the energy
spectrum of atomic vibrations. In the first approximation,
the influence of disorder in the DOS is limited to the smear-
ing out of the DOS features. Upon a closer view, disorder
also separates in energy the peaks in the DOS and the
reduced DOS. For crystals, they are located at the same
energy. For glasses, the maximum of the DOS is shifted
to higher energy, whereas the peak of the reduced DOS
is shifted to lower energy [Figs. 4(a)–(b),(d)–(e)].
Before proceeding to discussion, we summarize the

experimental observations and analyze what deserves an
explanation. In terms of thermodynamics, the results show
that the specific heat of the glasses and crystals with
matched densities is essentially the same. This cancels the
puzzle of the excessive specific heat of glasses for the stud-
ied system. In terms of atomic dynamics, the DOS of the
glasses and corresponding crystals differ mainly by smooth-
ening. In itself, this also looks natural and does not appeal
for an explanation. However, the extensive studies of the
boson peak define it as the puzzle and demand the explan-
ation of the peak in the reduced DOS of the glasses.
In crystals, the peak in the reduced DOS is the acoustic

van Hove singularity. It results from a piling up of the vibra-
tional states near the boundary of the Brillouin zone. In our
eyes, the striking qualitative and quantitative similarities in
the DOS and reduced DOS for the glasses and correspond-
ing crystals suggest that the boson peak is caused by the
same mechanism. Indeed, similar to crystals, the dispersion
relations in glasses reveal (see below for details) flattening
near the boundary of the pseudo-Brillouin zone [34–36].
Furthermore, the studied glasses and corresponding crys-
tals have nearly the same sound velocity and size of the
Brillouin and pseudo-Brillouin zones [24]. Therefore, the
dispersion curves for glasses and crystals should reveal
the piling up effect at approximately the same energies.
Consistently, the experimental results show that the boson
peak and the van Hove singularity are located at 4.4 and
4.8 meV, respectively [low-density polymorphs, Fig. 4(b)],
or at 7.4 and 9.2 meV, respectively [high-density poly-
morphs, Fig. 4(e)].
Near the boundary of the pseudo-Brillouin zone, the

vibrational states in glasses (and liquids) are no longer
the plane waves. The vibrational energy for a given wave
vector is not a fixed value but reveals an energy spread
[36–38]. This causes the difference in the dispersion curves
related to the momentum-differential contributions to the
DOS (current correlation function) and reduced DOS
(dynamic structure factor). The dispersion curve related
to the DOS is dominated by the upper edge of the energy
spread. Therefore, while the dispersion curve related to the
reduced DOS reveals the flattening near the border of the
pseudo-Brillouin zone, the curve related to the DOS may
continue to rise [39]. Accordingly, the DOS of the glasses
does not show any special feature at the position of the
boson peak, and reaches maximum at higher energy.

(a) (d)

(b) (e)

(c) (f)

FIG. 4 (color online). Comparison of the density of states (a),
(d) and the reduced density of states (b),(e) obtained with the
NRAIXS, and of the specific heat (c),(f) for ambient silica glass
and α-cristobalite (a)–(c), and for densified silica glass and
α-quartz (d)–(f). The solid lines in (a)–(b), (d)–(e) show the modi-
fied DOS (a), (d) and reduced DOS (b),(e) of α-cristobalite (a)–
(b) and α-quartz (d)–(e) calculated allowing for the finite size of
the Brillouin zone (see text). The arrows in (a)–(b), (d)–(e) em-
phasize the shift of the peaks in the DOS and reduced DOS of
glasses relative to those of crystals. The experimental data for the
specific heat of α-cristobalite in (c) are those from Refs. [25,26].
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This explains the discussed separation of the peak in the
DOS and reduced DOS [Figs. 4(a)–(b),(d)–(e)].
The smoother appearance of the DOS in glasses can be

attributed to the variance of the local structures and
described by the finite width of the pseudo-Brillouin zone
boundary [37,38]. We modified the measured DOS of α-
cristobalite and α-quartz, allowing for the finite width of
the pseudo-Brillouin zone boundary determined by the
width of the first sharp diffraction peak in the static structure
factor of glasses [24]. The results [Figs. 4(a)–(b),(d)–(e)]
show that the modified DOS and reduced DOS of the crys-
tals become similar to those of the corresponding glasses.
Moreover, the smearing out reproduces the discussed
separation of the peaks in the DOS and reduced DOS.
The plausible dominance of the piling up effect does not

exclude other contributions. The shape of the DOS and
reduced DOS is certainly influenced by an additional
broadening caused by the finite lifetime of vibrational
states [12]. Furthermore, it can be affected by a possible
proximity to mechanical instabilities related to saddle
points in the energy landscape [2] and invoked in the
description of systems close to jamming [3–5]. Usually,
the boson peak in jamming systems is discussed in terms
of mechanical instability. We suspect that it also relates to
the pileup effect, because jamming systems reveal a well-
defined pseudo-Brillouin zone and show an excess of states
even far away from the unjamming transition [5]. In this
view, the mechanical instability would be mainly respon-
sible not for the existence of the boson peak but for its shift
to lower energy when approaching the unjamming transi-
tion. Therefore, the effects of instability most possibly
should appear in the low-energy region of the DOS [40].
Finally, we note that the obtained results disentangle the

origin of the anomalous thermal conductivity and specific
heat of glasses: while the former is clearly caused by disor-
der, the latter is related to the lower density of the glasses.
Thus, the low-energy (meV) dynamics and the low-
temperature (∼10 K) specific heat of the covalently-bonded
glasses studied here are not anomalous: They are similar
to those of crystals, and as such are more reflecting the
residual order present inglasses than their structural disorder.
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