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Parity switching and decoherence by quasiparticles in single-junction transmons
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The transmon superconducting qubit is being intensely investigated as a promising approach for the physical
implementation of quantum information processing, and high-quality factors of order 106 have been achieved
both in two- and three-dimensional architectures. These high-quality factors enable detailed investigations of
decoherence mechanisms. An intrinsic decoherence process originates from the coupling between the qubit
degree of freedom and the quasiparticles that tunnel across Josephson junctions. In a transmon, tunneling of a
single quasiparticle is associated with a change in parity. Here we present the theory of the parity-switching rates
in single-junction transmons and compare it with recent measurements. We also show that parity switching can
have an important role in limiting the coherence time.
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I. INTRODUCTION

State-of-the-art superconducting qubits have recently
reached coherence times four orders of magnitude longer than
those obtained in pioneering experiments with Cooper pair
boxes [1] and are close to meeting (or may have already
met) the requirements for quantum error correction to be
implemented [2,3]. Part of this significant improvement can
be attributed to the development of new qubit designs; the
transmon [4], together with its so-called 3D implementation
[5], is at present one of the most promising designs for
quantum information applications. The long coherence times
achieved, moreover, make it possible to study with increasing
precision the roles of different decoherence processes, such as
quasiparticle effects [6] and photon shot noise dephasing [7].
In this paper, we analyze in detail the quasiparticle mechanism
of decoherence in a single-junction transmon, considering in
particular the parity-switching events and their impact on the
qubit coherence.

The transmon was originally introduced to decrease the
sensitivity to charge noise of the Cooper pair box (CPB). In the
latter, the largest energy scale is the charging energy EC , which
leads to the dominant parabolic dependence of the energy
levels on (dimensionless) gate voltage ng; see left-hand panel
in Fig. 1. The qubits states are superpositions of states with
the same parity—that is, states which differ by tunneling of
a Cooper pair; such a pair-tunneling process does not change
the parity (even or odd) of the number of electrons that have
tunneled through the junction. The sensitivity to charge noise
manifests itself in Fig. 1(a) as a large variation in the energy
of the levels for a small change in ng . That is why the qubit
must be operated at the optimal point of minimum energy
difference (given by the Josephson energy EJ ). By increasing
EJ , the separation between same-parity levels increase, while
they approach in energy the nearby levels with opposite parity;
see Fig. 1(b). At the same time, the dependence of energy on
ng , and thus the sensitivity to charge noise, weakens [Fig. 1(c)].
The same diagram helps us in understanding why the transmon
is also less disturbed by so-called “quasiparticle poisoning”
[8]: in the CPB, tunneling of a single excitation through the
junction changes the parity of the state, bringing the system
outside the qubit subspace [see arrow in Fig. 1(a)]. In contrast,
each transmon logical qubit state consists of two states: the

two lowest-energy states of opposite parity correspond to one
qubit state, and the two states at higher energy to the other qubit
state. Quasiparticle tunneling events always change the parity
but not necessarily the qubit state if they cause transitions
between physical states corresponding the the same logical
state [see, e.g., the short arrow in Fig. 1(c)]; we call these
transitions parity-switching events. Those events in which the
energy change is large lead to relaxation of the qubit [long
arrow in Fig. 1(c)].

The relaxation of superconducting qubits induced by
quasiparticles has been considered in a number of recent
theoretical and experimental works [5,6,9–13]. Bounds on
the parity-switching rates were placed in Refs. [14] and
[15], while direct measurements of those rates have been
performed in [16]. For the theoretical description of the qubit,
the multilevel physical system is in general reduced [17] to
a two-level system. However, for the transmon this reduction
does not provide a sufficiently detailed description; it misses,
for example, the parity-switching events described above. Here
we explicitly keep the four lowest levels: this enables us
to study the parity-switching rates, compare the theoretical
results with recent measurements, and elucidate the role of
parity switching in the transmon dephasing.

The paper is organized as follows: in the Sec. II we
introduce the effective Hamiltonian of the single-junction
transmon, including its interaction with quasiparticles. In
Sec. III we consider phenomenological rate equations that
can be used to describe relaxation and parity switching;
microscopic expressions for the rates are presented in Sec. IV.
In that section, the validity of the rate equations is confirmed
by the master equation for the reduced density matrix, which
also enables us to study pure dephasing. We summarize our
work in Sec. V. We use units � = kB = 1 throughout the paper.

II. MODEL

The effective Hamiltonian Ĥ for a transmon qubit can be
split into three parts,

Ĥ = Ĥϕ + Ĥqp + δĤ , (1)

where the Hamiltonian Ĥϕ describes the qubit, Ĥqp is the
quasiparticle Hamiltonian, and δĤ the qubit-quasiparticle
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FIG. 1. (Color online) Solid (dotted) lines are used for even (odd)
parity states in all panels. Arrows denote possible quasiparticle-
induced transitions. (a) Energy levels as functions of ng for a Cooper
pair box with EJ /EC = 0.05. Energy is normalized by the average
energy of the third and fourth state, Ē1 = (Ee

1 + Eo
1 )/2, at ng = 1/2.

(b) Energy of the four lowest states at ng = 1/2 as function of
the ratio EJ /EC . The vertical scale is the same as in panel (a).
The vertical dotted line is at EJ /EC = 0.05, while the dashed
line at EJ /EC = 20 demarcates the transmon regime to its right.
(c) schematic representation (energies not to scale) of the energy
levels as functions of ng for a transmon.

interaction term. When restricted to the four lowest energy
levels, the qubit Hamiltonian takes the form

Ĥϕ = ω10

2
σ̂ z − 1 + σ̂ z

2

ε̃1(ng)

2
τ̂ z + 1 − σ̂ z

2

ε̃0(ng)

2
τ̂ z, (2)

where the coefficients ω10 and ε̃0,1 characterize the qubit
spectrum [see Fig. 1(c)], including its dependence on back-
ground charges (and/or gates) via the dimensionless voltage
ng . The (bare [18]) values of these coefficients are determined
by the Josephson and charging energy EJ and EC , and for
EJ /EC � 1 they are given by [4]

ω10 = ωp − EC (3)

ε̃i(ng) = εi cos(2πng) (4)

εi = 4ωp(−1)i
√

2

π

22i

i!

(
8EJ

EC

) 2i+1
4

e−√
8EJ /EC , (5)

where the plasma frequency is

ωp =
√

8ECEJ . (6)

The Pauli matrices σ̂ μ act in the qubit level space (i.e., ground
and excited state), while Pauli matrices τ̂ μ in the parity (even
and odd) space.

The quasiparticle Hamiltonian is given by

Ĥqp =
∑

j=L,R

Ĥ j
qp , Ĥ j

qp =
∑
a,σ

εj
a α̂j†

aσ α̂j
aσ , (7)

where α̂
j
aσ (α̂j†

aσ ) are annihilation (creation) operators for
quasiparticles with spin σ = ↑,↓ in electrode j = L,R to
the left or right of the junction. We assume for simplicity
identical densities of states per spin direction ν0 and the same

superconducting gap � in both electrodes. The quasiparticle

energies are ε
j
a =

√
(ξ j

a )2 + �2 , with ξ
j
a single-particle energy

level a in the normal state of electrode j . The occupation
probabilities of these levels are given by the distribution
functions

f j
(
ξ j
a

) = 〈〈
α̂

j†
a↑α̂

j

a↑
〉〉

qp = 〈〈
α̂

j†
a↓α̂

j

a↓
〉〉

qp , j = L,R , (8)

where double angular brackets 〈〈. . .〉〉qp denote averaging over
quasiparticle states. We take the distribution functions to be
independent of spin and equal in the two electrodes. We also
assume that δE, the characteristic energy of the quasiparticles
above the gap, is small compared to the gap, δE � �, but the
distribution function is otherwise generic, thus allowing for
nonequilibrium conditions.

The qubit-quasiparticle interaction term δĤ in Eq. (1)
accounts for tunneling and is discussed in detail in Ref. [10].
For our purposes, it can be written as [19]

δĤ = t̃
∑
a,b,σ

[(
c1

1 + σ̂ z

2
+ c0

1 − σ̂ z

2

)(
uL

a uR
b − vL

a vR
b

)

+ is(σ̂+ + σ̂−)
(
uL

a uR
b + vL

a vR
b

)]
τ̂ x α̂L†

aσ α̂R
bσ + H.c. ,

(9)

where t̃ is the tunneling amplitude, the Bogoliubov amplitudes
u

j
a , v

j
a are real quantities, and the Pauli matrix τ̂ x = τ̂+ + τ̂−

accounts for the fact that any time a single excitation tunneling
event takes place, the qubit parity changes. (In contrast, pair
tunneling does not affect parity.) The coefficients ci and s

denote combinations of matrix elements for the operators
associated with the transfer of a single charge across the
junction; for large ratio EJ /EC , they are approximately given
by [see Appendix A]

s =
(

EC

8EJ

)1/4

(10)

ci = 1 −
(

i + 1

2

)√
EC

8EJ

− 3

2

(
i + 1

4

)
EC

8EJ

. (11)

Density matrix

The total density matrix ρ̂tot contains information about the
qubit and quasiparticles. Since we are interested in studying
the dynamics of the qubit only, we will consider the reduced
density matrix ρ̂ obtained by tracing out the quasiparticle
degrees of freedom, ρ̂ = Trqpρ̂tot. An eigenstate of the qubit
is specified by a vector |i,α〉, where i = 0, 1 denotes the qubit
being in the ground or excited state, respectively, and α = e, o,
its even and odd parity. Then in matrix form, the density matrix
has four indices: α, β for parity, and i, j for state. For the
diagonal elements, we use the following decomposition in
terms of Pauli matrices σ̂ μ in the qubit state space and τ̂ μ in
the parity space:

ρz = Tr [ρ̂σ̂ z] (12)

ρz
1(0) = Tr

[
ρ̂

1̂ ± σ̂ z

2
τ̂ z

]
. (13)
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In this representation, ρz is the occupation probability differ-
ence between the qubit levels after tracing out parity. For the
off-diagonal elements of ρ̂, we find it convenient to distinguish
terms with fixed parity or fixed qubit state as follows:

ρ
e(o)
+ = Tr

[
ρ̂σ̂+ 1̂ ± τ̂ z

2

]
, (14)

ρ+
1(0) = Tr

[
ρ̂

1̂ ± σ̂ z

2
τ̂+

]
. (15)

The remaining elements are

ρ+
+ = Tr [ρ̂σ̂+τ̂+], (16)

ρ−
+ = Tr [ρ̂σ̂+τ̂−]. (17)

Before considering the microscopic description of the qubit
dynamics afforded by the reduced density matrix, we present
briefly in the next section phenomenological rate equations
for the occupation probabilities of the four qubit states. The
validity of these equations will then be confirmed when we
turn to the master equation for the reduced density matrix in
Sec. IV.

III. RATE EQUATIONS

From a phenomenological point of view, it is straightfor-
ward to write down the most general system of rate equations
that govern the time evolution of the occupation probability
P α

i (t) for state at level i ∈ {0,1} with parity α ∈ {e,o}:
Ṗ α

i = −(
�αᾱ

iī
+ �αᾱ

ii + �αα
iī

)
P α

i

+�ᾱα
īi

P ᾱ
ī

+ �ᾱα
ii P ᾱ

i + �αα
īi

P α
ī
. (18)

Here the dot represents differentiation with respect to time
and we use the notation ī = (i + 1) mod 2 and ē = o. The
first term on the right-hand side of Eq. (18) accounts for the
decrease in occupation due to events that change both parity
and level (with rate �αᾱ

iī
), parity but not level (�αᾱ

ii ), and level
but not parity (�αα

iī
). The last three terms account for the reverse

processes. The interaction with quasiparticles is responsible
for the parity-changing events; the corresponding rates and
their temperature dependence will be discussed in the next
section. In contrast, to induce parity-preserving transitions a
different mechanism must be at work, such as interaction with
the noisy electromagnetic environment or surface impurities.
While we will not explore these mechanisms here, we
include their effects at this phenomenological level to enable
comparison with experiments, in which a roughly temperature-
independent, parity-preserving decay rate is measured [16].

In principle one can obtain a full solution to the system in
Eq. (18) for arbitrary rates. However, we make the simplifying
assumption that the rates are insensitive to the parity of
the initial state, �eo

ij = �oe
ij and �ee

ij = �oo
ij . For the parity-

preserving rates, their (near) equality can be justified by
observing [20] that the rate is proportional to the spectral
density S(ω) of the noise at the frequency given by the energy
difference between levels; since the even and odd levels have
almost the same energy differences, we can expect the rates to
be the same up to small corrections [21]. We will consider the

validity of our simplifying assumption for the parity-changing
rates in Sec. IV, where microscopic formulas for the rates are
discussed.

To take advantage of the above assumption, and to facilitate
comparison with the density matrix approach of the next
section, we now introduce certain combinations of occupation
probabilities. The total probability,

P0 =
∑
i,α

P α
i , (19)

is of course conserved, Ṗ0 = 0, as follows from Eq. (18), and
is normalized to unity, P0 = 1. The difference in occupation
probabilities between levels (irrespective of parity) is given by

Pz = (
P e

1 + P o
1

) − (
P e

0 + P o
0

)
. (20)

Thanks to our simplifying assumption, it obeys a simple
equation

Ṗz = − 1

T1
Pz + �ee

01 + �eo
01 − �ee

10 − �eo
10, (21)

1

T1
= �ee

01 + �eo
01 + �ee

10 + �eo
10, (22)

governing its relaxation to the steady state Pz,s = T1(�ee
01 +

�eo
01 − �ee

10 − �eo
10) with rate 1/T1:

Pz(t) = Pz(0)e−t/T1 + Pz,s(1 − e−t/T1 ). (23)

Two other probability differences are those for parity
occupation at each qubit level:

P z
i = P e

i − P o
i , i ∈ {0,1}. (24)

They obey coupled equations,

Ṗ z
i = −2�eo

ii P z
i − �eo

iī
P z

i − �eo
īi

P z

ī
− �ee

iī
P z

i + �ee
īi

P z

ī
, (25)

whose terms have simple interpretations: the first term on the
right-hand side represents a T1-like, intralevel relaxation of
parity, with the factor of 2 due to the assumed even and
odd symmetry. The second and fourth terms are “outgoing”
contributions from one level to the other; both parity-changing
and -preserving processes decrease P z

i . The third and last
terms are “incoming” contributions from the other level; in
this case, the parity-preserving process increases P z

i , while
the parity-changing ones have the opposite effect.

The above probabilities can be combined into the parity
autocorrelation function [16] Rij (t), which gives the correla-
tion between initial and final parity knowing that the qubit was
initially prepared (finally measured) in state i (j ):

Rij (t) = P z
i (0)P z

j (t)
1−(−1)j P 0

z (t)
2

. (26)

The knowledge of the initial qubit states translate into the
initial conditions

P 0
z (0) = (−1)i+1, (27)

P z

ī
(0) = 0. (28)

Usually the qubit excitation rates are much smaller than the
corresponding decay rates, �

αβ

01 � �
αβ

10 ; hence, a reasonable
approximation is to set �

αβ

01 to zero. Then solving the rate
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equations with the above initial conditions we find for the
parity autocorrelation function

R00(t) = [
P z

0 (0)
]2

e−2�eo
00 t , (29a)

R11(t) = [
P z

1 (0)
]2

e−2�eo
11 t , (29b)

R10(t) = [
P z

1 (0)
]2 �ee

10 − �eo
10

2�eo
00 − 2�eo

11 − �ee
10 − �eo

10

× e−(2�eo
11+�ee

10+�eo
10)t − e−2�eo

00 t

1 − e−(�ee
10+�eo

10)t
, (29c)

while R01(t) = 0 due to the assumption �
αβ

01 = 0. In agreement
with Ref. [16], we find that when the qubit is initially
prepared in an eigenstate, R10(t → 0) = (�ee

10 − �eo
10)/(�ee

10 +
�eo

10). Together with an independent determination of T1,
measurements of the three correlation functions in Eqs. (29)
give all the information needed to estimate the four rates
�eo

00, �eo
11, �ee

10, and �eo
10. This procedure has indeed been

employed successfully to measure the rates in Ref. [16]. If
the excitation rates �ee

01 and �eo
01 cannot be neglected, one

needs to measure two more independent quantities, e.g., the
steady-state population difference P 0

z (t � T1) and the parity
autocorrelation R01(t → 0), and to modify the expressions in
Eq. (29) to account for the finite excitation rates. Interestingly,
the sign of R01(t → 0) ∝ (�ee

01 − �eo
01)/(�ee

01 + �eo
01) would give

indication as to wether “hot” quasiparticles are the main culprit
for the finite steady-state qubit excitation, if R01(0) < 0, or
if some other parity-conserving mechanism is responsible,
if R01(0) > 0 [while in equilibrium R01(0) and R10(0) are
proportional to each other and hence have the same sign, this is
not necessarily true in nonequilibrium]. We do not pursue this
further here but rather move on to the microscopic validation
of the rate equations by considering, in the next section, the
master equation for the reduced density matrix.

IV. MASTER EQUATION

The master equation governing the time evolution of the
reduced density matrix ρ̂ can be derived starting from the mi-
croscopic Hamiltonian Eq. (1) and using well-established ap-
proximation schemes (i.e., Born-Markov and rotating wave),
whose applicability relies in particular on the smallness of
the tunneling amplitude in Eq. (9), t̃ � 1. This procedure is
detailed in Ref. [22] and summarized in Appendix B—here we
present only the final expressions, starting with the equations
for the diagonal components.

A. Relaxation

To evaluate the qubit relaxation rate, we consider the
evolution equation for the qubit level occupation ρz:

dρz

dt
= − 1

T1
ρz − 1

2

(
�eo

10 + �oe
10 − �eo

01 − �oe
01

)
− (

�eo
10 − �oe

10

)
ρz

1 + (
�eo

01 − �oe
01

)
ρz

0 , (30)

where

1

T1
= 1

2

(
�eo

10 + �oe
10 + �eo

01 + �oe
01

)
, (31)

and the transition rates are [6,10,22]

�
αβ

10 = 16EJ

π�
s2

∫ +∞

�

dε f (ε)[1 − f (ε + ωαβ)]

× ε(ε + ωαβ) + �2

√
ε2 − �2

√
(ε + ωαβ)2 − �2

, (32)

with

ωαβ = ω10 − Pα ε̃1

2
− Pβ ε̃0

2
. (33)

The parities are defined as Pe = 1 and Po = −1. The 0 → 1
rates are obtained by replacing f → (1 − f ) in Eq. (32). When
the characteristic quasiparticle energy is small compared to the
qubit frequency, δE � ω10, Eq. (32) gives a rate proportional
to the quasiparticle density [6,10]. Here we note that for
a quasiequilibrium distribution function characterized by
effective quasiparticle temperature Te and chemical potential
μe,

f (ε) = 1

e(ε−μe)/Te + 1
, (34)

in the nondegenerate case e−(�−μe)/Te � 1 a good approxima-
tion for the integral in the right-hand side of Eq. (32) is∫ +∞

�

dε f (ε)[1 − f (ε + ω)]
ε(ε + ω) + �2

√
ε2 − �2

√
(ε + ω)2 − �2


 �e−(�−μe)/Te eω/2Te

[
K0

(
ω

2Te

)
+ ω

4�
K1

(
ω

2Te

)]
,

(35)

where Ki denotes the modified Bessel function of the second
kind. For Te/� � 0.2 and ω/� � 0.3, the right-hand side of
Eq. (35) deviates from the exact expression by less than 1%.

Equation (30) is the generalization of Eq. (21) to unequal
even and odd rates (we remind that since we are considering
only quasiparticle effects, there are no parity-preserving
transitions, �αα

ij = 0). Moreover, from the formula in Eq. (32)
we can estimate the deviation from the even and odd symmetry:
assuming that quasiparticles are nondegenerate, f (ε) � 1,
we find |(�eo

10 − �oe
10)|/(�eo

10 + �oe
10) � |ε̃1|/4ω10, and the in-

equality is saturated in the case of qubit frequency large
compared to quasiparticle energy above the gap, ω10 � δE.
Note that already at moderate ratio EJ /EC = 20 we have
|ε1|/4ω10 < 10−3, and that |ε1|/ω10 exponentially decreases
as EJ /EC increases [cf. Eq. (5)]; therefore, the even and odd
asymmetry in the relaxation rates is negligible [23].

B. Parity-switching rates

The other two diagonal components of the density matrix
also obey equations that generalize Eq. (25) to the case in
which no even and odd symmetry for the rates is present:

dρz
0

dt
= −

(
�eo

00 + �oe
00 + 1

2
�eo

01 + 1

2
�oe

01

)
ρz

0 − 1

2

(
�eo

10 + �oe
10

)
ρz

1

+ 1

4

[
�eo

01 − �eo
10 + 2�eo

00 − (e ↔ o)
]
ρz

− 1

4

[
�eo

01 + �eo
10 + 2�eo

00 − (e ↔ o)
]
, (36)
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and

dρz
1

dt
= −

(
�eo

11 + �oe
11 + 1

2
�eo

10 + 1

2
�oe

10

)
ρz

1 − 1

2

(
�eo

01 + �oe
01

)
ρz

0

+ 1

4

[
�eo

01 − �eo
10 − 2�eo

11 − (e ↔ o)
]
ρz

− 1

4

[
�eo

01 + �eo
10 − 2�eo

11 − (e ↔ o)
]
, (37)

where the parity-switching rates are

�eo
00 = 16EJ

π�
c2

0

∫ +∞

�

dε f (ε)[1 − f (ε + ε̃0)]

× ε(ε + ε̃0) − �2

√
ε2 − �2

√
(ε + ε̃0)2 − �2

, (38)

�oe
11 = 16EJ

π�
c2

1

∫ +∞

�

dε f (ε)[1 − f (ε + ε̃1)]

× ε(ε + ε̃1) − �2

√
ε2 − �2

√
(ε + ε̃1)2 − �2

, (39)

and the rates with even and odd exchanged are obtained by the
replacement f → (1 − f ).

As discussed above, for the qubit transition the deviations
from even and odd symmetry are small in the parameter
|ε̃1|/ω10, which depends solely on the qubit properties; the
only assumption needed for quasiparticles is that they are
nondegenerate. In contrast, for the parity-switching rates we
must compare ε̃i to the characteristic quasiparticle energy δE:
if |ε̃i | � δE, it means that there are no quasiparticle with
sufficient energy to excite the qubit; hence, in this case we
have �eo

00 � �oe
00 and �oe

11 � �eo
11. In practice, however, the

quasiparticle energy is at least of order of the base temperature
(so larger than 10 mK, or 200 MHz); since for EJ /EC > 20
we have |ε1| � 10−3ω10, for qubits with frequency in the
1–10 GHz range this implies |ε̃i | � δE. In this regime of small
splitting compared to δE and for nondegenerate quasiparticles,
using Eqs. (38) and (39) we estimate |�eo

ii − �oe
ii |/(�eo

ii +
�oe

ii ) ∼ |ε̃i |/δE � 1—we find again that the assumption of
even and odd symmetry for the rates is justified; hence,
Eqs. (21) and (25) are indeed good approximations. Note that
for the quasiequilibrium distribution in Eq. (34), the estimate
for the rate asymmetry follows directly from the detailed
balance relation �oe

ii /�eo
ii = e−ε̃i /Te . In the nondegenerate

case, for Te/� � 0.2 and ε/� � 0.3 an accurate approximate
expression (relative error at most ∼ 1%) for the integral in the
right-hand sides of Eqs. (38) and (39) is∫ +∞

�

dε f (ε)[1 − f (ε + ε)]
ε(ε + ε) − �2

√
ε2 − �2

√
(ε + ε)2 − �2


 ω

2
e−(�−μe)/Te eω/2Te

[
K1

(
ω

2Te

)
− ω

4�
K0

(
ω

2Te

)]
.

(40)

When the condition |ε̃i | � δE is satisfied, the formulas for
the parity-switching rates simplify to

�eo
ii 
 �oe

ii ≈ 16EJ

π�
c2
i

∫ +∞

�

dε f (ε)[1 − f (ε)]. (41)

FIG. 2. Points: experimental parity-switching rates ratio obtained
from the measurements of the rates in Ref. [16]. Dashed horizontal
line: theoretical prediction from Eq. (42). The shaded region at
higher temperature denotes the (experimentally determined) regime
of thermal equilibrium.

Then, independent of the specific form of the quasiparticle
distribution function, the ratio between the parity-switching
rates of the two levels depends solely on the matrix elements
ci :

�oe
11

�eo
00



(

c1

c0

)2

≈ 1 − 2

√
EC

8EJ

− 3
EC

8EJ

< 1. (42)

In Fig. 2 we compare the ratio given by Eq. (42) with that
extracted form the experimental data in Ref. [16]; it was
found there that at sufficiently high temperature (shaded area)
the data are close to the thermal equilibrium expectation,
but that large deviations are present at lower temperatures.
Nonetheless, within experimental errors the ratio between the
parity-switching rates is found to be roughly constant and
consistent with Eq. (42), both in and out of equilibrium.

We can glean some information on the quasiparticle
distribution by comparing the parity-switching rates to the
quasiparticle-induced decay rate �eo

10. In quasiequilibrium
[Eq. (34)], for nondegenerate quasiparticles their ratio is

�eo
ii

�eo
10


 c2
i

s2

√
Teω10

π�2
(43)

for ω10 � �. Note that the ratio of matrix elements [Eqs. (10)
and (11)] in the first factor on the right-hand side is large in
the parameter EJ /EC and can compensate for the smallness of
the square-root term. Indeed, for aluminum qubits (� ∼ 2.2 K)
this ratio ranges from about 0.1 (at Te = 20 mK, ω10 = 1 GHz,
and EJ /EC = 20) to about 2 (Te = 200 mK, ω10 = 10 GHz,
and EJ /EC = 80), thus predicting that parity-switching and
relaxation rates are within one order of magnitude from each
other; this is qualitatively consistent with measurements [16].
However, Eq. (43) also predicts that as temperature is lowered,
the parity-switching time should become longer compared to
the relaxation time; this is in contrast with the experimental
observation that the parity-switching time is longer than the
relaxation time at the highest measured temperature but shorter
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at the lowest temperature. Thus, the measurements seem to
indicate that there are deviations from the quasiequilibrium
assumption.

C. Dephasing

In a two-level system, the dephasing rate determines the
time decay of the single off-diagonal element ρ+ of the density
matrix. For the trasmon, due to presence of four levels, there
are six off-diagonal elements, as defined in Eqs. (14)–(17). Of
those elements, ρe

+ and ρo
+ describe superpositions of qubit

states with a given parity, and their sum is the qubit coherence
after tracing out parity. Here we are indeed interested in the
coherence of qubit states (rather than among parity states in a
given qubit level); thus, we focus on ρ

e(o)
+ only. They obey the

coupled equations [24]

dρe
+

dt
= i

(
ω10 − ε̃1 + ε̃0

2

)
ρe

+ − 1

2

(
�eo

10 + �eo
01

)
ρe

+

− 1

4

(
�eo

00 + �oe
00 + �eo

11 + �oe
11

)
ρe

+

+ 1

4

(
c1

c0
�eo

00 + c1

c0
�oe

00 + c0

c1
�eo

11 + c0

c1
�oe

11

)
ρo

+ (44)

and

dρo
+

dt
= i

(
ω10 + ε̃1 + ε̃0

2

)
ρo

+ − 1

2

(
�oe

10 + �oe
01

)
ρo

+

− 1

4

(
�eo

00 + �oe
00 + �eo

11 + �oe
11

)
ρo

+

+ 1

4

(
c1

c0
�eo

00 + c1

c0
�oe

00 + c0

c1
�eo

11 + c0

c1
�oe

11

)
ρe

+. (45)

In both equations, the last term of the first line describes
decoherence due to relaxation; the last two lines account for
quasiparticle tunneling events that change parity but not qubit
level.

In the practically relevant case of small level splitting
compared to quasiparticle energy, |ε̃i | � δE, the approxi-
mations in Eqs. (41) and (42) lead to a simplified set of
equations. Considering the linear combinations ρ+ = ρe

+ + ρo
+

and ρz
+ = ρe

+ − ρo
+, the simplified equations read

dρ+
dt

= iω10ρ+ − 1

2T1
ρ+ − 1

2

(
c1

c0
− 1

)2

�eo
00ρ+ − iε̄ρz

+,

(46)

dρz
+

dt
= iω10ρ

z
+ − 1

2T1
ρz

+ − 1

2

(
c1

c0
+ 1

)2

�eo
00ρ

z
+ − iε̄ρ+,

(47)

where ε̄ = (ε̃1 + ε̃0)/2 and T1 is defined as in Eq. (31). If
the terms proportional to ε̄ can be neglected, the equations
decouple and the (approximate) solution for ρ+, describing
the qubit decoherence, is

ρ+(t) = ρ+(0)eiω10t e−(1/2T1+�φ )t , (48)

with [22]

�φ = 1

2

(
c1

c0
− 1

)2

�eo
00. (49)

To see when neglecting ε̄ is justified, consider the general
solution for ρ+:

ρ+(t) = r+eλ+t + r−eλ−t , (50)

where the coefficients r± are determined by the initial
conditions,

λ± = iω10 − 1

2T1
− �p − �φ

2
±

√(
�p − �φ

2

)2

− ε̄2,

(51)
and

�p = 1

4

(
c1

c0
+ 1

)2

�eo
00. (52)

The rate �p is, at leading order in the small parameter EC/EJ ,
the parity-switching rate. Moreover, we have

�φ

�p


 EC

16EJ

� 1. (53)

Note that since 0 > Re λ+ � Re λ−, the decoherence rate is
determined by λ+.

Introducing as usual the decoherence and pure dephasing
times T2 and Tφ via

1

T2
= −Re λ+ = 1

2T1
+ 1

Tφ

, (54)

we can distinguish three regimes: in the limit of small splitting
the dephasing rate is

1

Tφ


 �φ, ε̄ � √
2�p�φ. (55)

This is the regime considered above in which ε̄ can be
neglected. Note that in this case we recover the pure dephasing
rate calculated for a two-level system in Ref. [22]; this is
expected, since at sufficiently small splitting the different
parities cannot be distinguished. However, as we show next,
the two-level approximation does not apply anymore as the
splitting increases.

At larger splitting, the behavior of the transmon resembles
that of a qubit coupled to a two-level fluctuator [25]: for
intermediate splitting, the dephasing rate is quadratic in the
splitting,

1

Tφ


 ε̄2

2�p

,
√

2�p�φ � ε̄ � �p. (56)

At sufficiently large splitting, dephasing is determined by the
parity-switching rate

1

Tφ


 �p, ε̄ � �p, (57)

and ρ+ is the sum of two terms with different frequencies,
since Im λ± 
 ω10 ± ε̄. These two frequencies can be seen in
a Ramsey experiment [16]—the Ramsey signal is the sum of
two sinusoids with different frequencies but decaying at the
same rate. In Fig. 3 we show the variations of (normalized)

094522-6



PARITY SWITCHING AND DECOHERENCE BY . . . PHYSICAL REVIEW B 89, 094522 (2014)

FIG. 3. The thick solid line depicts the (normalized) dephasing
rate 1/Tφ�p vs. the (normalized) splitting ε̄/ �p , while the thick
dashed line represent the faster dephasing rate (from Re λ−) of
the other component of ρ+; note that the two rates become equal
at ε̄/ �p 
 1. The thin solid line gives the (normalized) Ramsey
frequency difference ωd as function of the spectroscopic frequency
difference 2ε̄; ωd is always smaller than 2ε̄ [cf. dotted line] [26].
Inset: 1/Tφ�p vs. ε̄/ �p for different values of EJ /EC , namely 100
for the solid line and 20 for the dashed line: for larger EJ /EC the
dephasing rate is smaller at a given splitting.

dephasing rate 1/Tφ and Ramsey fringes frequency difference
ωd = Im λ+ − Im λ− as functions of ε̄, as obtained from
Eq. (51). We note that the transition between the intermediate
and large splitting regimes is sharp, as the corresponding
transition in the case of a qubit interacting with a two-level
fluctuator, while the passage from intermediate to small
splitting is a smooth cross-over. Moreover, the frequency
difference in a Ramsey experiment is always smaller than the
spectroscopic frequency difference 2ε̄. The similarity between
dephasing due to parity switching and the effect of a fluctuator
indicates that the dephasing can be attributed to the change in
qubit frequency after a parity-switching event; therefore, the
latter, in contrast to quasiparticle relaxation, does not destroy
the superposition of qubit states [27].

We can summarize the above discussion as follows: in
the regime of splitting large compared to parity-switching
rate, the latter determines the pure dephasing rate and the
Ramsey signal is the sum of two terms oscillating with
different frequencies; in the opposite case of small splitting,
the dephasing rate is suppressed below the parity-switching
rate and the Ramsey signal oscillates at the usual single
frequency given by the detuning from the qubit frequency ω10.
To investigate which of these two situations is experimentally
realized, in Fig. 4 we plot, assuming thermal equilibrium, the
transitions temperatures between the three regimes as function
of EJ /EC . The thick solid line indicates that below ∼ 100
mK in aluminum qubits (right temperature scale) the splitting
should be larger than the switching rate. Therefore, at low
temperatures the pure dephasing rate should be determined by
the parity-switching rate and the latter, as shown in the inset,
is generally of the order of or larger than the quasiparticle-
induced 1/2T1 contribution to decoherence for small junctions
(EJ � �), while is generally much larger than 1/2T1 for
larger-area junctions with EJ > �. Thus, at low temperatures

FIG. 4. The thick solid line gives the points in the EJ /EC-T/�

plane where ε̄/ �p = 1; here thermal equilibrium and ng = 1/2
are assumed. The thinner (thinnest) solid line is where ε̄/ �p = 2
(ε̄/ �p = 4), and the dashed line where ε̄ = √

2�p�φ . Inset: solid
lines show �p normalized by half the decay rate �eo

10 as function
of temperatures for (bottom to top) EJ /EC = 20, 50, and 100 in
a small junction with EJ /� = 0.5. Dashed line: normalized �p at
EJ /EC = 20 for a large junction with EJ /� = 25. The absolute
temperature scale on the right (top in the inset) is calculated for
� = 2.2 K.

parity switching could be a dominant source of dephasing
in a single-junction transmon, especially for larger junction
(if nonquasiparticle processes are not the factor limiting the
coherence time; experimental evidence suggests that in current
experiments photon shot noise is a more important source of
dephasing; see Ref. [7]).

V. SUMMARY

In this paper we have studied parity switching caused
by quasiparticle tunneling in single-junction transmons. The
parity-switching rates can be obtained from measurement of
the parity autocorrelation function; see Ref. [16] and Sec. III.
As we argue in Sec. IV, the experimentally relevant regime
is that in which the splitting between the transmon states
with different parities is small compared to the characteristic
quasiparticle energy above the gap. In this regime, we find
that the quasiparticle-induced relaxation and parity-switching
rates are even and odd symmetric; i.e., they do not depend
on the initial state parity. Moreover, the ratio between parity-
switching rates of different qubit levels does not depend on
the quasiparticle distribution function but only on the ratio
between charging and Josephson energies; see Eq. (42). This
theoretical result is compared to experimental data in Fig. 2,
both in and out of equilibrium.

In Sec. IV C we have considered the role of parity switching
in the transmon dephasing. We identify three regimes for the
pure dephasing rate at different ratios of splitting ε̄ to parity-
switching rate �p; see Eqs. (55)–(57). In particular, for ε̄ larger
than �p, the pure dephasing rate is given by �p—as discussed
in the text describing Fig. 4, this regime is the relevant one
when the system is cooled below about 100 mK. Based on
the rates measured in Ref. [16], our results indicate that pure
dephasing by quasiparticles could become a significant source
of decoherence, if the coherence time of a transmon can be
extended by another order of magnitude by suppressing other
decoherence mechanisms.
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APPENDIX A: MATRIX ELEMENTS AND
EFFECTIVE HAMILTONIAN

In this Appendix we briefly motivate the form of the
qubit-quasiparticle interaction Hamiltonian δĤ in Eq. (9). Our
starting point is the quasiparticle tunneling Hamiltonian [6],
which can be written as

ĤT = t̃
∑
a,b,σ

[
cos

ϕ̂

2

(
uL

a uR
b − vL

a vR
b

)

+ i sin
ϕ̂

2

(
uL

a uR
b + vL

a vR
b

)]
α̂L†

aσ α̂R
bσ + H.c. (A1)

For quasiparticles with energy close to the gap, the combi-
nation (uL

a uR
b − vL

a vR
b ) in the first term in square bracket is

suppressed compared to (uL
a uR

b + vL
a vR

b ) in the second one
when δE, ω10 � 2�—that is why only the second term was
retained in Ref. [10]. Here, as in Ref. [22], we go beyond that
approximation and consider the matrix elements of both sin ϕ̂

2

and cos ϕ̂

2 .
For the qubit wavefunctions, we can use the tight-binding

form introduced in Appendix B of Ref. [10]. Then it is
straightforward to show that matrix elements between states
with the same parity vanish:

〈i,α| sin
ϕ̂

2
|j,α〉 = 〈i,α| cos

ϕ̂

2
|j,α〉 = 0. (A2)

As for the matrix elements between states with different parity,
for the operator sin ϕ̂

2 they where calculated in Appendices B
and E of Ref. [10]:

〈1,α| sin
ϕ̂

2
|0,ᾱ〉 


(
EC

8EJ

)1/4

, (A3)

|〈i,α| sin
ϕ̂

2
|i,ᾱ〉|
| sin(2πng)|

(
2

3

)2/3

�

(
1

3

)(
EC

8EJ

)1/6
εi

ωp

,

(A4)

with � denoting the gamma function. Using the same
approaches detailed in the above-mentioned appendices of
Ref. [10], we find (for i = 0,1)

〈i,α| cos
ϕ̂

2
|i,ᾱ〉 
 1 −

(
i + 1

2

)√
EC

8EJ

− 3

2

(
i + 1

4

)
EC

8EJ

,

(A5)

∣∣∣∣〈1,α| cos
ϕ̂

2
|0,ᾱ〉

∣∣∣∣ ∝ | cos(2πng)|
√|ε0ε1|

ωp

(
EC

EJ

)1/3

. (A6)

Comparing Eqs. (A6) and (A3), it is clear why the former
matrix element can always be neglected in comparison with
the latter: as mentioned above, the combinations of Bogoliubov
amplitudes in Eq. (A1) suppress the cos ϕ̂/2 contributions in

comparison to the sin ϕ̂/2 ones, and moreover for relaxation
and excitation processes the matrix element of cosine is
exponentially smaller than that of sine. The situation is
only slightly more complicated when considering the parity-
switching matrix elements in Eqs. (A4) and (A5), since
one has to allow for the possibility that the suppression in
the Bogoliubov amplitude combination of the cosine term
could compensate for the exponential suppression of the
sine term. We can see that this possibility can always be
neglected in practice by comparing the respective contributions
to the parity-switching rate. We consider for concreteness
the experimentally relevant case of splitting small compared
to effective temperature, |ε1| � Te (for simplicity, we set
μe = 0). Then for the cosine contribution, the parity-switching
rate in the excited state is given by Eq. (41):

�eo
11 ≈ 16EJ

π

Te

�
e−�/Te . (A7)

The sine contribution, denoted by �
(1)
e→0, is given in Eq. (C8)

of Ref. [10], and diverges for ng → 1/4—this divergence can
in principle compensate for the exponential smallness of the
sine matrix element. Parameterizing ng as

ng = 1

4
+ η

2π
, (A8)

for η → 0 we have

�
(1)
e→0 ≈ 16EJ

π
e−�/Te

(
EC

EJ

)1/3(
D

ε1

ωp

)2

ln
1

η
. (A9)

Even choosing the most favorable realistic values of the
parameters (Te/� ∼ 0.01, EJ /EC ∼ 20), the rate in Eq. (A9)
becomes comparable to that in Eq. (A7) only for extremely
small values of η, η ∼ 10−103

. Therefore, we can neglect
the sine contribution to the parity-switching rate so long as
η � 10−103

, a condition that for practical purposes does not
restrict the validity of our results.

Having discussed the various matrix elements in the
preceding paragraphs, we can now project Eq. (A1) onto the
four lowest level, and neglecting exponentially small terms
[Eqs. (A4) and (A6)] we arrive at Eq. (9).

APPENDIX B: DERIVATION OF THE MASTER EQUATION

The derivation of the master equation using the Hamiltonian
in Eq. (1) starts from the von Neumann equation and employs
the Born-Markov and rotating wave approximations [28]. We
follow here the same procedure as in Appendix A of Ref. [22];
for example, for component ρz of the density matrix we have

dρz

dt
= −i〈〈[σ̂ z; δĤ ]〉〉 = 2t̃ s

〈〈 ∑
a,b,σ

(σ̂+ − σ̂−)(τ̂+ + τ̂−)

× (
uL

a uR
b + vL

a vR
b

)(
αL†

aσ αR
bσ − α

R†
bσ αL

aσ

)〉〉
. (B1)

All the quantities appearing in this equation are defined in
Sec. II.

The quantum statistical averages involving products of
qubit and quasiparticle operators can be evaluated by solving
their equation of motion in the Born approximation. In this
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way we find, for instance,〈〈
σ̂+τ̂+α̂L†

aσ α̂R
bσ

〉〉
= it̃

∫ t

0
dτ ei[ω10−(ε̃1−ε̃0)/2+εL

a −εR
b +i0+](t−τ )

{
c1

(
uL

a uR
b − vL

a vR
b

)(
1 − f L

a

)
f R

b ρo
+(τ ) − c0

(
uL

a uR
b − vL

a vR
b

)
f L

a

(
1 − f R

b

)
ρe

+(τ )

− i

4
s
(
uL

a uR
b + vL

a vR
b

)[(
1 − f L

a

)
f R

b (1 − ρz(τ ) − 2ρz
0(τ )) − f L

a

(
1 − f R

b

)(
1 − ρz(τ ) + 2ρz

1(τ )
)]}

, (B2)

where we use the shorthand notation f
j
a = f j (ξ j

a ). Similar formulas can be obtained for all the density matrix components and
all the quantum statistical averages determining their time evolutions. The procedure is lengthy but straightforward and leads,
after introducing the Markov and rotating wave approximations as described in Ref. [22], to the equations presented in Sec. IV.

[1] Y. Nakamura, Yu. A. Pashkin, and J. S. Tsai, Nature 398, 786
(1999).

[2] D. P. DiVincenzo, Fortschr. Phys. 48, 771 (2000).
[3] M. H. Devoret and R. S. Schoelkopf, Science 339, 1169 (2013).
[4] J. Koch, T. M. Yu, J. Gambetta, A. A. Houck, D. I. Schuster,

J. Majer, Alexandre Blais, M. H. Devoret, S. M. Girvin, and
R. J. Schoelkopf, Phys. Rev. A 76, 042319 (2007).

[5] H. Paik, D. I. Schuster, L. S. Bishop, G. Kirchmair, G. Catelani,
A. P. Sears, B. R. Johnson, M. J. Reagor, L. Frunzio, L. I.
Glazman, S. M. Girvin, M. H. Devoret, and R. J. Schoelkopf,
Phys. Rev. Lett. 107, 240501 (2011).

[6] G. Catelani, J. Koch, L. Frunzio, R. J. Schoelkopf, M. H.
Devoret, and L. I. Glazman, Phys. Rev. Lett. 106, 077002 (2011).

[7] A. P. Sears, A. Petrenko, G. Catelani, L. Sun, H. Paik,
G. Kirchmair, L. Frunzio, L. I. Glazman, S. M. Girvin, and
R. J. Schoelkopf, Phys. Rev. B 86, 180504(R) (2012).

[8] R. Lutchyn, L. Glazman, and A. Larkin, Phys. Rev. B 72, 014517
(2005).

[9] J. M. Martinis, M. Ansmann, and J. Aumentado, Phys. Rev. Lett.
103, 097002 (2009).

[10] G. Catelani, R. J. Schoelkopf, M. H. Devoret, and L. I. Glazman,
Phys. Rev. B 84, 064517 (2011).
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