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In principle, any phenomena in condensed matter could lwetieally understood if one
were able to solve the many-body Schrodinger equation exftielns and nuclei (inter-
acting with just the appropriate Coulomb potentials) angl tiés solution as input to the
formalism of (quantum) statistical mechanics. Unlike edatary particle physics, where
the nature of some of the basic interactions are still deb&te starting point of the theory
of condensed matter is perfectly well defined. However, tiodlem posed is far beyond
reach even of the most powerful computers, also in the fegdde future, and hence a
large variety of approximations is needed, where (i) the Htaman is reduced to some
model Hamiltonian (often involving some unknown phenoniegical parameters), and
the type of model depends very much on the systems one wadestuoibe, and (i) im-
plicit approximations are necessary in the simulation méstused to study these models.
In fact, depending on the problems that are studied a widetyanf models and simu-
lation methods are encountered, and this fact will beconpasgmt from the articles that
will follow in this section. Of course, these articles conge only a small selection of
problems in the science of condensed matter that are studieg the resources of NIC;
in addition, we note that many articles that appear in thé@eson chemistry, materials
science, polymers and soft matter also deal with condensdt@mof course.

Now progress in the simulation studies of condensed mat&temsis is gained by im-
provements of algorithms on the one hand, and by better ctampardware (faster pro-
cessors, larger memory, etc.) on the other hand. In favteicses, these two aspects
combine and allow to deal with problems that were intraetalbl far.

An example for this statement is the article by Dolfen and Koo the attempt of
a realistic description of the quasi-one-dimensional nigaonductor TTF-TCNQ. This
system can be modelled as a strongly correlated organid,raathhence a description in
terms of a (slightly extended) Hubbard model results. The@mriate parameters of this
model are estimated by all-electron density functional TPmethods. The hamiltonian
then is diagonalized applying the Lanczos algorithm, tawbthe ground state energy
and excitations. However, only finite clusters can be dedtt @xactly, to deal with the
infinite chain hopping between clusters is treated by a teluserturbation theory”, which
allows to study fascinating physics like spin-charge sefam in the excitation spectrum.
It should be emphasized that due to excessive memory reqeirs this approach was
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only feasible using a massively parallel implementatiotnatBlue Gene/L system JUBL.

Dealing with a strongly correlated electron systems is #isofocus of the article by
Martin et al. on the numerical simulation of heavy fermiostgyns. A generic model for
such systems is the Kondo lattice model, which is tackled bgra dynamical cluster ap-
proximation (a finite sized cluster is embedded in a bath@fémaining electrons), using
a quantum Monte Carlo algorithm. Again use of a highly pal&aid implementation on
high-performance computers is crucial for a success obthidy, which allowed first steps
towards a study of the magnetic order-disorder transitfidhie model.

An interesting step on the (long) way towards the solutiontleé many-body
Schroddinger equation is also tAé Initio Molecular Dynamics (AIMD) method, applied in
the chapter by Grof3 to study adsorption of hydrogen moleauigalladium surfaces. Us-
ing density functional theory within the generalized geadiapproximation, the substrate
surface atl’ = 0K was prepared, and then at least 200 microcanonical Mole@yla
namics (MD) trajectories of the adsorption and desorptidh@hydrogen molecules were
generated, for each choice of the initial kinetic energyhaf inolecule. The simulations
again need an efficiently parallelized code and unraveltheia role of the substrate de-
grees of freedom (clean and hydrogen-precovered surfagssualied) on the dissociative
adsorption process.

When one studies large systems at high temperatures, howevabove types of tech-
niques are still unfeasible, and one must rely on phenormogiaall potentials that are used
in classical MD methods. However, if these potentials arefadly chosen, a reasonably
good description of real systems is possible. This fact malestrated in the article by
Kerrache et al. on the simulation of multicomponent liquidsvo systems are studied:
molten silica and AINi alloys, both in the crystalline stared in the melt. For silica, a new
and more accurate potential is defined, from a new fittingreehi® Car Parrinello Molec-
ular Dynamics (CPMD). Like AIMD, the starting point is alsd-ID, but the dynamics is
stochastic rather than microcanonical. For the metallmyah standard embedded-atom
potential from the literature is used, but the new methosjgeat in this part of the study is
the very accurate estimation of the melting temperatura fiecording the temperature de-
pendence of the crystal-melt interface velocity. Due torteeessary sample averaging the
use of a high performance computer such as JUMP also wapérdiable for the success
of this project.

While such a chemically realistic description of the dynesrof fluids on the atom-
istic scale requires MD methods, coarse-grained modelsigfsfican also be studied by
Brownian Dynamics (BD) or Lattice Boltzmann (LB) method$€llatter approach is im-
plemented in the article by Harting and Kunert, where flowhim tchannels with rough
surfaces is studied, to find out how the slip length dependdhemwall roughness. The
BD method is applied by Burzle et al. for the study of transphenomena of colloids
in microchannels: the colloidal particles move as a regaleay of several rows, but also
transitions fromn to n — 1 in the number of “lanes” for this motion are observed. Other
coarse-grained models concern the phase behaviour ofdalliparticles in the periodic
potential by laser fields (which is studied by Monte Carlo (Yl&d the structure of lipid
bilayers with incorporated proteins (a model for a bioladjimembrane) in solution. Due
to the large number of particles (“only” 4800 lipid molecsiteut 90 000 solvent particles)
the need for (geometric) parallelization on a high-perfance computer such as JUMP
again is clearly apparent.
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Advanced MC methods are also the technique of choice in tlodedny Bittner et al. on
free-energy barriers of spin glasses (Ising spins intevgbtrandom couplings, assuming
either infinite range (SK model) or nearest neighbour fo&@% model)). Due to the
extremely slow relaxation and the fact that the free eneggyidrs are not self-averaging,
this problem is by no means simple. Progress is obtained impoong the “multi-overlap
algorithm” with “parallel tempering”; thus again the need & parallel implementation on
a high-performance computer such as JUMP immediately bes@pparent. In this way,
information can be extracted on how the barrier heightseseith the number of spins in
the system.
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