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Kurzfassung
Der stete Wunsch nach Miniaturisierung stellt die konventionelle Elektronik vor eine
enorme Herausforderung. Elektronische Bauelemente nach der "bottom up" Strategie
zu entwerfen, ist eine viel versprechende Alternative zur weiteren Verkleinerung der
bereits etablierten, Silizium basierten Technologie. Als derzeit kleinste vorstellbare El-
emente elektronischer Bauteile sind auf Oberflächen adsorbierte Atome und Moleküle
im Fokus aktueller Forschung auf dem Gebiet der Molekularelektronik. Weitere Vorteile
gegenüber konventioneller Elektronik, wie z.B. ein geringerer Energieverbrauch, ver-
spricht das schnell wachsende Feld der Molekularspintronik, in dem der Ladungsstrom
durch einen Spinstrom ersetzt wird. Um neue Bauteile zu entwickeln, ist sowohl für
die Molekularelektronik als auch für die Molekularspintronik eine realistische theoretis-
che Modellierung unverzichtbar. Wenn es um die mikroskopische Beschreibung von
Grenzflächen zwischen Molekülen und Oberflächen geht, ist Dichtefunktionaltheorie die
Methode der Wahl. Für eine realistische Simulation der betrachteten Systeme muss
eine angemessene Näherung für das Austausch-Korrelations-Funktional gemacht werden.
Gerade bei schwach gebundenen, auf Oberflächen adsorbierten organischen Molekülen,
für welche die van der Waals Wechselwirkungen der dominierende Beitrag zur Bindung
sind, gelangen verbreitete Näherungen für das Austausch-Korrelations-Funktional an
ihre Grenzen. Eine Lösung für dieses Problem zu finden, ist Gegenstand aktueller
Forschung.
In dieser Arbeit untersuchen wir die Adsorption π konjugierter Moleküle auf Metall-

Oberflächen. Thiophen chemisorbiert schwach auf der Cu(111) Oberfläche, während
Cyclooctatetraen auf der Au(111) Oberfläche physisorbiert und auf den (100) Ober-
flächen von Au, Ag und Cu chemisorbiert. Für all diese Bereiche der Bindungsstärke
testen wir neuartige semi-empirische und ab initio Formulierungen der bis dato unzure-
ichenden Beschreibung von van der Waals Wechselwirkungen in Dichtefunktionalthe-
orie. Basierend auf den dabei gewonnenen Erkenntnissen über die Schnittstelle zwis-
chen organischen Molekülen und Metall-Oberflächen bei verschiedenen Bindungsstärken,
schlagen wir zwei viel versprechende magnetische Systeme für Anwendungen in der
Molekularspintronik vor. Die elektronische Struktur von Cyclooctatetraen adsorbiert auf
Übergangsmetall-Adatomen auf der Au(111) Oberfläche zeigt scharfe, Austausch aufges-
paltene, Molekülorbital ähnliche Merkmale, welche die Charakteristiken eines Spinfilters
erfüllen. Paracyclophan adsorbiert auf der ferromagnetischen Fe/W(110) und der an-
tiferromagnetischen Fe/W(100) Oberfläche ist neben seiner Eigenschaft als Spinfilter
ein Beispiel für die Modifikation magnetischer Eigenschaften von Oberflächen durch die
Adsorption organischer Moleküle. Insbesondere wird die magnetische Austauschwech-
selwirkung unter den direkt mit dem Molekül wechselwirkenden Fe Atomen verstärkt,
was zu einer Erhöhung des Koerzivitätsfeldes und der Curie-Temperatur führt.





Abstract
The demand for continuous miniaturization of electronic devices poses an enormous
challenge to conventional electronics. Instead of further miniaturizing the already es-
tablished silicon based technology beyond the nanoscale, designing electronic devices by
the bottom-up strategy is a promising alternative. As the currently smallest imaginable
parts for electronic devices, single atoms or molecules adsorbed on a substrate are the
subject of research in the field of molecular electronics. In addition molecular spintronics
is a quickly rising field, which promises advantages over electronics like a lower power
consumption. In spintronics the charge current is replaced by a spin current. Both
molecular electronics and molecular spintronics require a proper theoretical description
to design new materials and to propose candidates for future devices. Density functional
theory is the method of choice to efficiently describe the molecule surface interfaces un-
der consideration. For a realistic description of the system a suitable approximation
for the exchange correlation functional has to be made. In particular for weakly bound
organic molecules adsorbed on surfaces common approximations to the exchange correla-
tion functional fail to correctly account for van der Waals interactions, which are in this
case the dominant contribution to the binding. To find a correction for this deficiency
is still subject of current research.
In this thesis we investigate molecule surface systems of small π conjugated molecules

adsorbed on metal surfaces. For thiophene on Cu(111) we find weak chemisorption as
binding mechanism while cyclooctatetraene is physisorbed on Au(111) and chemisorbed
on the metal (100) surfaces of Au, Ag and Cu. In all these regimes of binding strength
we asses semi-empirical and ab initio approaches to correct for vdW interactions in DFT.
Based on the insights gained about the organic metal interfaces for different molecule
surface interaction strengths, we propose two promising magnetic systems for molecu-
lar spintronics applications. Cyclooctatetraene adsorbed on magnetic transition metal
adatoms on Au(111) shows sharp spin split molecular orbital like features, which are
characteristic for a spin filter. Paracyclophane adsorbed on the ferromagnetic Fe/W(110)
surface and the antiferromagnetic Fe/W(100) surface in addition to the spin filter char-
acteristics is an example for the modification of the magnetic properties of a surface
by the adsorption of organic molecules. In particular the exchange coupling strength
between the Fe atoms directly interacting with the molecule is increased, which leads to
higher coercivity fields and Curie temperatures of the sample.
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Molecular electronics and

spintronics: an introduction

Molecular electronics [1–6] and spintronics [7–11] offer both fundamental scientific and
technological perspectives. On the technological side, the need for further miniaturiza-
tion of existing electronic devices is the driving force behind the research dedicated to
single molecule electronics [2]. While silicon based electronics has become a nanotech-
nology in the sense that scales inside devices are now measured in nanometers, there are
clear physical limits for a continuing decrease of the size of this kind of conventional elec-
tronic devices along Moore’s law, due to the increasing importance of quantum effects
with decreasing device size [12]. In contrast, molecules are those stable and reproducible
ensembles of a small set of atoms that at the moment are considered the smallest possible
building blocks for electronic devices. In fact, when the size of conventional electronic de-
vices will be further reduced, the silicon structures forming the electronic devices, which
will at that point consist only of a few to several atoms, will just turn into molecular
electronic devices [12]. Another idea followed in conventional technologies is spintronics,
where the objective is to move away from electric currents using the charge degree of
freedom to spin currents using the spin degree of freedom, due to potential advantages
over conventional electronics [13] in speed and reduced power consumption. Molecular
spintronics combines both streams of thought and implements this new functionalities
in devices based on single molecules [11].
But there is only limited technological progress without a thorough comprehension

of the fundamental processes occurring in such nanoscale devices. In this theoretical
thesis we contribute to the deeper understanding by density functional theory (DFT)
simulations. We explore and extend the idea to change the magnetic properties of mag-
netic materials by the adsorption of molecules with unpaired spins [14] to the adsorption
of nonmagnetic π-conjugated organic molecules. In particular, as published in [15], we
show that paracyclophane (PCP) adsorbed on Fe/W(110) serves two purposes: (i) it
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1. Molecular electronics and spintronics: an introduction

has the characteristics of a spin filter and (ii) in addition it leads to an increase of
the magnetic exchange interaction between those Fe atoms interacting directly with the
molecule and thus a local magnetic hardening of the magnetic interactions. This leads
to an increase of the coercivity field and the Curie-temperature. For the adsorption of
organic molecules on metal substrates van der Waals (vdW) interactions have a large
contribution to the binding. Due to the well-known insufficient description of vdW in-
teractions within DFT, we dedicate a part of our study to the assessment of different
correction-schemes on suitable molecule surface systems [16, 17].
The thesis is organized in the following way: In the next sections a brief overview about

the wide field of molecular electronics will be given and the typical binding mechanisms
– physisorption and chemisorption – for ensembles of atoms adsorbed on surfaces will
be introduced. After that, molecular spintronics and important definitions of magnetic
properties necessary for this thesis will be in the focus of the introduction. In Chapter 2,
the theoretical concept of DFT will be introduced, which is the method of choice for
an efficient and realistic description of systems relevant for molecular electronics and
spintronics. Within this we will point out the known deficiency of DFT in correctly
describing vdW interactions. Therefore, we have dedicated Chapter 3 to vdW interac-
tions, describing semi-empirical and ab initio approaches how vdW interactions can be
included in DFT calculations. From the semi-empirical methods the scheme proposed
by S. Grimme [18] referred to as DFT-D and from the ab initio methods the vdW den-
sity functional following M. Dion et al. [19] referred to as vdW-DF will be used for the
calculations in this thesis. In Chapter 4, we assess the performance of these methods for
thiophene adsorbed on Cu(111), for which extensive experimental data are available for
comparison. We also investigate the influence of vdW interactions at different binding
strengths for cyclooctatetraene (COT) provided by adsorption on different noble metal
surfaces. In Chapter 5 we extend our study to magnetic systems, in particular COT ad-
sorbed on magnetic adatoms on Au(111) and PCP adsorbed on Fe/W(110), relevant for
molecular spintronics applications. The Summary concludes the thesis. In the appen-
dices a detailed derivation of the vdW-DF and an efficient scheme for implementation
will be given.

1.1. Molecular electronics

The prospect of molecular electronics is to implement electronic devices like wires, tran-
sistors and rectifiers by using single molecules. This should be clearly distinguished from
organic electronics where thick layers of organic materials replace conventional materi-
als in electronic devices like e.g. organic field effect transistors. However, the latter has
been the original use of the term "molecular electronics", which had been brought up to
describe a new "bottom up" approach in electronics opposed to the conventional "top
down" strategy applied at that time. Instead of implementing electronic functionalities
to materials e.g. by lithographically carving nanostructures into a silicon sample the in-

2



1.1. Molecular electronics

tention was to design new materials, which inherently have the desired properties from
the very beginning. If one strictly follows this idea the next consequence is to build
electronic devices based on single specifically designed molecules, which implement the
dedicated electronic functionality. The information provided in this section has been
collected from [1–6].
The first electronic device that uses a single molecule is the molecular rectifier proposed

in 1974 by A. Aviram and M. A. Ratner [20] based on semi quantitative independent
electron calculations, which later has been experimentally realized [21–25]. The molec-
ular rectifier shown in [20] consists of a donor and an acceptor type molecule connected
by a methylene spacer adsorbed between two Au electrodes. The task of the spacer is
to separate the molecular orbitals of the donor and the acceptor in order to increase
the tunneling barrier between the left electrode and the acceptor and thus suppress
superexchange type electron transfer [3]. Then electron or hole hopping becomes the
dominant conductance channel. The molecule is adsorbed between two Au electrodes
to which an AC bias voltage can be applied. Ideally conduction of electrons through
the molecule occurs only in the direction from the donor to the acceptor, which leads
to a rectifying ability of the junction. In the experiment done by M. Metzger et al.
[25] on a Langmuir-Blodgett film1 of dimethyanilinoaza[C60]fullerene between two Au
electrodes an asymmetric conduction behavior for positive and negative voltages has
been measured. Although the conductance for the negative voltages has not been zero
like it would be in the ideal case, a moderate rectification ratio has been observed. I.
I. Oleynik et al. [27] explained based on a model the rectification behavior of diblock
oligomers between metal contacts. While the tunneling current is symmetric for a neutral
molecule in the resonant tunneling regime, the authors argue that under the influence
of the applied bias voltage the wavefunction of the tunneling electron becomes strongly
asymmetric [27]. This asymmetry of the wavefunction of the tunneling electrons breaks
the symmetry in the tunneling current for electrons tunneling from the left to the right
electrode or the opposite way, when the tunneling probabilities to the two electrodes are
not equal [27].
For implementing higher order functionalities like logic operations or memory devices

in a molecular electronic circuit, the basic part is a molecular switch. A switch is defined
as a system with two metastable states, which can reversibly be switched from one to
the other and for which both states can be distinguished by for instance their conductive
properties. For systems based on nonmagnetic molecules there are mainly two different
concepts: the conformational switch and the redox switch. For conformational switching
the two required metastable states are two different geometries of a molecule, which can
be switched by exciting vibrational modes of the molecule by e.g. electric impulses or
light. Examples for conformational molecular switches are dithienylcyclopentene on Au
nanoparticles reported by T. Kudernac et al. [28] and between two Au electrodes by

1A Langmuir-Blodgett film is a monolayer or a few monolayers of organic molecules adsorbed on a
substrate after pulling out the solid from or diving it into a liquid [26].
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1. Molecular electronics and spintronics: an introduction

D. Dulić [29], azobenzene adsorbed on Au(111) proposed by B. Choi et al. [30], and
Zinc-phthalocyanine (ZnPC) adsorbed on Ag(111) shown by Y. Wang et al. [31]. The
dithienylcyclopentene molecule adsorbed on Au nanoparticles can be switched between
a conducting "on" state and a nonconducting "off" state by visible light and back by UV
light [28]. When this molecule is adsorbed in a junction between two Au electrodes the
reversed switching process does not work [29]. The conformation of azobenzene adsorbed
on a Au(111) surface can reversibly be switched between the cis and the trans isomer
by tunneling electrons [30]. In a ZnPC molecule the central Zn atom is due to its size
shifted away from the molecular plane defined by the rest of the PC molecule. When
adsorbed flat on a substrate the Zn atom is either between the molecule and the surface
or above the molecule, which can be used to reversibly switch the molecule between
these two conformations by applying a bias voltage with the tip of a scanning tunneling
microscope (STM) [31]. Arrays of such individually switchable molecules adsorbed on a
surface could be used as a memory device.
One of the most important electronic devices in conventional electronics is the tran-

sistor as a basic requirement for logic operations with electronics. Hence, there has been
a lot of effort to implement a single molecule transistor [32–34]. Besides the molecular
rectifier A. Aviram proposed also a field effect transistor (FET) used to implement sim-
ple logic functions and amplifiers based on single molecules [32]. The FET consists of
two long oligothiophene chains. One molecule is oxidized and thus conducting, while the
other is semiconducting. The two chains are linked at the centre by a nonconducting
bridge. An electric field applied along the connection of the two oligothiophene chains
can switch the conduction across them by allowing electron tunneling [32]. J. S. Tans
et al. [33] used semiconducting single wall carbon nanotubes contacted to Pt electrodes
and an oxidized silicon backgate as a molecular FET operated at room temperature
and demonstrated promising high switching speeds. The authors were able to connect
a few of these molecular FET devices and have implemented basic logical functions
[33]. Recently M. M. Shulaker et al. [35] managed to overcome intrinsic problems of
the fabrication of carbon nanotube based FETs by a new imperfection-immune design
methodology. With their new method the authors were able to build a computer based
solely on carbon nanotube FETs. The computer was capable of multitasking which has
been demonstrated by simultaneous counting and integer sorting operations. Besides
this a set of computing instructions has been implemented to prove the generality of
the computer. H. Song et al. [34] investigated an octanedithiol molecule and a three
terminal active electronic device based on a 1,4-benzenedithiol molecule between two
Au electrodes. The molecules together with the two Au electrodes have been adsorbed
on an Al2O3 contact, which served as the gate electrode. The energies of the molecular
orbitals and thus the conductive properties of the 1,4-benzenedithiol molecule within
the junction can be tuned by a gate voltage modulation.
To connect molecular electronic devices to each other and to build electric circuits on

a molecular level, molecular wires are required in addition. Conductance measurements
of alkanedithiols in a Au junction by B. Xu and N. Tao have revealed an exponential
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1.2. Physisorption and chemisorption

increase of the resistance from 10.5 MΩ to 630 MΩ when going from hexanedithiol to
decanedithiol [36]. S. Ho Choi et al. showed that for very large conjugated hydrocarbon
chains however this exponential dependence is weakened due to a change of the dominant
transport mechanism from direct tunneling to hopping [37]. Carbon nanotubes have
been proposed early as potential candidates to implement molecular wires. The electric
properties of carbon nanotubes have been predicted by N. Hamada et al. [38] to vary from
semiconducting with moderate gap over semiconducting with a small gap to metallic
depending on the diameter of the tubes and their wrapping angle. The concept of
using single walled carbon nanotubes as molecular wires has been validated by electron
transport measurements of nanotubes connected to Pt contacts on silicon oxide by S.
Tans et al. [39]. Due to the large degree of conjugation [40] porphyrin oligomers are
another promising class of molecules for molecular wires. The size of the porphyrin
oligomers is large enough to connect molecular electronic devices at realistic distances of
several nm [40]. K. Dongho and A. Osuka [41] found comparably small HOMO-LUMO
gaps2 and oxidation potentials for tape shaped triple fused multiporphyrin arrays, which
makes these directly coupled Zn-porphyrin arrays very attractive for potential usage as
an efficient molecular wire.

Understanding the interaction of the molecules with the electrodes at the interface is
critical for the progress in developing molecular electronics devices. Up to now the choice
of the electrodes for particular devices is done based on practical considerations like e.g.
the convenient adsorption behavior of thiolate groups on Au substrates [3]. The second
equally important point is the appropriate choice of the electronic properties of the in-
terface. Only those combinations of molecules and substrate materials which provide
both experimental feasibility and the desired electronic properties are real candidates
for future electronic devices. Hence, in addition to improved characterization and con-
struction techniques for molecular electronic devices a reliable theoretical prediction of
molecule surface interfaces by means of first-principles calculations to choose appropriate
combinations of molecules and electrodes is necessary for future developments.

1.2. Physisorption and chemisorption

When adsorbates like atoms, clusters of atoms or molecules, which are considered as
molecular electronic devices, adsorb on surfaces, their binding is classified by the terms
physisorption and chemisorption for weak and strong interaction of the adsorbate with
the substrate. The distinction is made upon whether there is or there is not a chemical
interaction between the adsorbate and the surface. If the adsorbate is bound to the
surface by chemical interaction that involves electron sharing, the bonding mechanism
is chemisorption. If there is no chemical interaction and no electrostatic interaction due
to charge transfer, which leads to ionic binding, the binding mechanism is referred to

2The HOMO-LUMO gap is the energy difference between the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital (LUMO).
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1. Molecular electronics and spintronics: an introduction

Figure 1.1.: Sketch of the change of the electronic structure of an adsorbate upon physisorp-
tion (a) and chemisorption (b) on a substrate. In the case of physisorption the discrete states
of the adsorbate align with the substrates Fermi level and the gap between HOMO and LUMO
decreases. In the case of chemisorption a new compound with broad hybrid states is formed.

as physisorption. In real systems the binding mechanism lies somewhere in between
physisorption and chemisorption.
Starting with physisorption the binding of the adsorbate to the substrate is not due

to chemical interaction. This means that the electronic structures of the surface and
the adsorbate can be considered in first approximation as almost not affected by the
adsorption process and no chemical bond is formed. Thus, in this case it is valid to still
speak of atomic or molecular orbitals of the adsorbate after the adsorption on the surface,
although in reality a small hybridization of the involved orbitals cannot be avoided. The
fingerprint of a physisorption type of bonding is the almost not broadened peak structure
in the density of states (DOS) resembling the DOS of the adsorbate in the gas-phase as
sketched in Figure 1.1. The energy levels of the adsorbate align with the vacuum level
when the molecule and the substrate are well separated [42] or with the Fermi level of
the substrate [43]. The gap between the highest occupied and the lowest unoccupied
molecular orbital decreases due to dynamical polarization effects [44, 45]. This weak
interaction of the adsorbate with the substrate leads to rather small adsorption energies
of a few 10 meV for noble gas atoms, ≈ 100 meV for small organic molecules and ≈ 1 eV
for large organic molecules. The adsorption energy however depends on the substrate
under investigation and on the size of the adsorbate. In the true physisorption regime
without covalent or ionic binding between the substrate and the adsorbate, the van der
Waals-forces, which will be subject to the next chapter, are responsible for the binding
[46]. In one sentence, the spontaneous fluctuations of the charge density distribution of
the adsorbate and the substrate can lead to an attractive interaction even when both of

6



1.3. Molecular spintronics

them are neutral and do not have a permanent multipole moment. Together with the
Pauli-repulsion occurring for short distances r the atom-atom interaction potential V (r)
for this case can be approximated by the Lennard-Jones-potential:

V (r) = ε

[(r0
r

)12
− 2

(r0
r

)6]
, (1.1)

where ε is the depth of the potential well and r0 the position of the minimum. The
exponent of the repulsive term can be chosen differently, but the most common form of
the Lennard-Jones-potential uses twelve.
The second limiting case of bonding mechanism is chemisorption, which governs the

regime of strong interaction between the adsorbate and the substrate. In this case the
adsorbate and the surface chemically interact with each other via strong chemical bonds,
which leads to the formation of a new compound. This includes not only the adsorption
of molecules or clusters strongly interacting with the surface but also dissociation of the
adsorbate together with a strong adsorption of the non desorbing parts [47, 48]. The
electronic structure of the newly generated material does not necessarily resemble one
of the constituents and the appearance of the density of states is usually dominated
by the formation of broad hybrid bands [49, 50]. In the process of forming a chemical
bond between the adsorbate and the substrate a charge rearrangement at the adsorbates
site takes place and some amount of charge is "transferred" from the surface and the
adsorbate between the two components at the interface. Both effects are due to the
hybridization of the adsorbate orbitals with those of the substrate. Charge transfer in
the usual ionic sense that an electron from the occupied states of the adsorbate or the
substrate is transferred to an unoccupied state can occur on top of that. In general,
chemisorbed systems have large adsorption energies of a few to several eV even for small
adsorbates.

1.3. Molecular spintronics

The development of molecular spintronics as a field of research is in many ways ana-
logue to that of molecular electronics with the main difference that spintronics itself in
contrast to conventional electronics is at the beginning and therefore a fast developing
field of research. While at the beginning the main focus was on replacing conventional
semiconductor materials by organic materials now the direction has changed towards
using the particular properties of single molecules for spintronics applications. There is
a number of review articles [7–11] which introduce the subject and on which this section
is based.

An example of a spintronic device is the spin valve that consists of two ferromag-
nets separated by a nonmagnetic spacer. The resistance of the spin valve depends on
the relative orientation of the magnetization of the two ferromagnetic materials. The
change of the devices resistance by applying a magnetic field is called magnetoresistance.
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1. Molecular electronics and spintronics: an introduction

When the two ferromagnets in a spintronic device are separated by a thick nonmagnetic
material, tunneling is the main conductance channel of the device. Since the tunnel-
ing current depends on the product of the DOS of both ferromagnetic contacts at the
Fermi level, which in turn depends on the relative magnetization of the contacts, the
resistance of these devices can be changed by external magnetic fields. This is called
tunneling magneto resistance (TMR) which has been discovered by M. Jullière [51].
While studying layered Fe-Cr-Fe systems G. Binasch et al. [52] and M. N. Baibich et al.
[53] independently discovered the giant magneto resistance (GMR) effect. Under the as-
sumption that spin flip processes are negligible, the two spin channels can be considered
as independent conducting channels [54]. In a device where the current flows perpen-
dicular to the plane of the contact the current injected into the nonmagnetic spacer is
polarized, which leads to a finite spin accumulation. The injected spin polarization is
largest at the injection point and decays exponentially as a function of the distance to
the injection point. If the second ferromagnet is placed at a distance larger than the
spin relaxation length, then there will be no spin polarization at the interface. If the
second ferromagnetic contact is however placed within the spin relaxation length, the
spin polarization at the interface will be finite. When the magnetization of the second
contact is parallel to the spin polarization at the interface the transmission of the device
is larger than in the anti parallel case [11]. To decide whether tunneling or spin injection
with diffusive transport is the dominating transport channel is not straight forward in
an organic spintronic device [7]. For tunneling transport the temperature dependence
of the conductance is weak, the device area is proportional to the conductance and in-
creasing the thickness of the tunneling barrier leads to an exponential decrease of the
conductance [55]. In the spin injection case the conductance is still proportional to the
device area, but the temperature and layer thickness dependence of the conductance
follows a power law [56].
A. N. Pasupathy et al. [57] found TMR ratios larger than predicted by the Jullière

formula [51] in a Ni junction containing a C60 fullerene molecule. This is explained by
the presence of a Kondo resonance in the system which changes its energetic position
depending on an applied magnetic field. In the case that the magnetizations of the Ni
electrodes are anti parallel the Kondo resonance is closer to the Fermi level, which leads
to an enhancement of the conductance and a large negative TMR ratio [57], due to
an additionally available tunneling channel. J. R. Petta et al. [58] reported transport
measurements on a self assembled monolayer of octanethiol adsorbed between two Ni
electrodes. They observed spin polarized tunneling and TMR where careful control
experiments ensured that TMR is present only in samples containing an octanethiol
monolayer [58].
Direct spin injection into and spin transport through a semiconducting organic sex-

ithiophene layer at room temperature has been reported first by V. Dediu et al. [59].
The measured long spin lifetimes together with small relaxation lengths due to a low
mobility are typical for organic spintronic devices [7]. The observed MR for thin layers
disappeared at a thickness of the organic layer larger than 200 nm [59]. In the experi-
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ment of Ref. [59] both contacts were made of the same material and thus not individually
switchable [59]. Thus, the reported magnetoresistance ratio3 of 30% is given between a
random relative orientation at zero field to a parallel orientation of the ferromagnetic
contacts [59]. Z. H. Xiong et al. [60] found a GMR effect of 40% at low temperatures for
an organic spin valve containing an 8-hydroxy quinoline aluminium (Alq3) layer, which
is comparable to GMR effects measured in metallic devices. At higher temperatures the
GMR disappears and instead an high field MR (HFMR) effect occurs, which is increasing
with the temperature [60]. In a later experiment the authors replaced the Alq3 layer by
different small molecule or polymer layers [61]. They studied the HFMR effect in more
detail and ascribe it to a field dependent carrier injection at the interface between the
ferromagnet and the organic layer, which is due to an unusual Fermi level shift in the
ferromagnet. In addition to TMR and GMR recently organic magneto resistance for a
purely organic semiconductor without ferromagnetic contacts has been observed by T.
L. Francis et al. [62]. Their device based on polyfluorene sandwiches reaches a magneto
resistance of 16% in a field of 10 mT at room temperature [62].
Besides of the great commercial success of GMR based devices for the production of

hard disks, research on molecular spintronic devices also goes into the direction of read-
ing, writing and manipulating the orientation of single spins. In a theoretical transport
study on a single molecular magnet (SMM) adsorbed on a metal surface and contacted
with a STM tip G. Kim and T. Kim [63] put forward the idea of detecting the spin state
of the SMM by conductance measurements. R. Vincent et al. [64] read the magnetiza-
tion direction of a single molecular magnet, consisting of a Pc double decker molecule
hosting a magnetic Tb atom, within a Au junction. The current flowing through the
ligand of the molecule depends on the magnetization direction of the centre Tb atom,
which can be altered by an applied magnetic field [64].

1.4. Magnetic exchange and anisotropy

In real magnetic materials at not too large temperatures the orientation of the mag-
netization is not arbitrary. The individual spins align in certain patterns of which the
simplest phase would be the ferromagnetic structure where all magnetic moments point
into the same direction. In an antiferromagnetic structure the neighboring magnetic
moments have opposite orientations such that the total magnetization of the system
is zero. A ferrimagnet is a structure of two ferromagnetic sublattices with different
magnetic moments. For these types of magnetic structures the magnetic exchange in-
teraction decides which one is stable. The just mentioned magnetic structures belong
to the non exotic class of structures. Higher order terms of magnetic interaction like
four spin and Dzaloshinskii-Moriya interactions can lead to the even more complicated

3To quantify magnetoresistance the ratio (R(H) − R(0))/R(0) of the resistance R(H) with applied
magnetic field H and R(0) without magnetic field is given.
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skyrmion structures [65]. In a crystal or at surfaces another quantity, namely the mag-
netic anisotropy, which determines along which crystal direction the magnetic moments
are oriented, adds to the variety of possible magnetic structures. In macroscopic samples
the total energy can be reduced by minimization of the internal magnetic field due to
the formation of magnetic domains. In the simplest case two neighboring domains have
opposite magnetization directions, which, on the expense of exchange interaction at the
domain boundaries, reduces the internal magnetic field and thus the total energy. In
general, the detailed balance of all the involved interactions and the symmetry of the
sample can lead to more diverse domain structures. Between these magnetic domains
domain walls occur in which the magnetization direction is continuously rotated from
one domains orientation to the neighboring domains orientation. The strength of the
magnetic exchange and the magnetic anisotropy determines the size of such domains
and domain walls, which in turn is important for the magnetization switching behavior.
In this section we will have a brief overview of the Heisenberg model, magnetic exchange
and magnetic anisotropy based on a lecture by S. Blügel [66] and the book by R. Skomski
[67].
The Hamiltonian of a system of N spins Si on a lattice in a magnetic field H is given

by the Heisenberg Hamiltonian with second order magnetocrystalline anisotropy and
Zeeman terms:

H = −1

2

∑
i,j

JijSiSj −
∑
i

SiKSi −
∑
i

HiSi, (1.2)

where the sum indices i, j run over all spins in the system, Jij are the magnetic exchange
coupling constants between spin i and j, K is the matrix of magnetic anisotropy con-
stants and Hi is an external magnetic field acting on the ith spin. The last term favors
orientations of the magnetization which are parallel to the external magnetic field. In the
following a short discussion of the involved magnetic exchange coupling and magnetic
anisotropy contributions will be given.
The contribution of the magnetic exchange term is determined by the relative ori-

entation of two spins i and j. The form of the magnetic exchange term comes from
the original Heisenberg-model [68] for a two electron system, where properties of the
electron wavefunction like Coulomb repulsion and the Pauli principle are mapped onto
a model of spin variables, which do not explicitly include the wavefunctions. The energy
difference between the ferromagnetically coupled and the antiferromagnetically coupled
system divided by two yields the exchange integral J . The definition of Jij has to be
done with care because in the literature there are different versions differing by a fac-
tor of two or one half depending on e.g. whether or not a factor stemming from double
counting in the sum has been absorbed into Jij. When Jij is positive a parallel alignment
of the spins i and j is favored while a negative coupling constant leads to an antiparallel
orientation. The exchange coupling constants Jij go to zero as a function of the distance
between the spins i and j and thus often only the nearest neighbor contribution is taken
into account. The increase of the total energy by the magnetic exchange term when
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1.4. Magnetic exchange and anisotropy

Figure 1.2.: Coordinate system for the definition of the polar and azimuthal angles ϑ and ϕ
with respect to the direction of the magnetic easy-axis. In the magnetic configuration with the
lowest energy the magnetization is oriented along the easy-axis.

two neighboring spins are not oriented parallel or antiparallel leads to the formation of
domain walls at the domain boundaries as mentioned above. Over the domain wall the
deviation from a parallel orientation is adjusted such that the loss of total energy due
to the rotation of spins from one domains orientation to the others is minimized. From
the quantum mechanical point of view the magnetic exchange term in Equation 1.2 is
only an approximation. The magnetic exchange coupling constant is in general a tensor
which also allows an extension of the model to anisotropic magnetic exchange. In this
thesis we will restrict the considerations to isotropic magnetic exchange interactions.
The magnetic anisotropy determines the orientation of the magnetization within a

sample with respect to the crystal directions. There are two different contributions: the
shape anisotropy and the magnetocrystalline anisotropy. The shape anisotropy is respon-
sible for the orientation of the magnetization with respect to the shape of the magnetic
sample. For nonspherical geometries of the sample the magnetic dipole interactions lead
to a preference of a certain magnetization direction. The magnetocrystalline anisotropy
is an intrinsic property of the material under consideration due to spin orbit coupling.
It determines how the magnetization is oriented with respect to the crystal directions of
the material. The magnetocrystalline anisotropy branches again into bulk and surface
anisotropy of which the second one is usually dominant in cubic crystals [67]. In this
thesis only thin layers consisting of one or two monolayers of magnetic material will be
considered. Thus, we will neglect the bulk anisotropy. It has been shown [69] that the
Gibbs free energy density for the magnetocrystalline anisotropy can be expanded in a
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power series of of the components of the magnetization direction M = (α1, α2, α3):

G(T,HM,M) = K0 +
∑
µ

Kµαµ +
∑
µ,ν

Kµναµαν +
∑
µ,ν,τ

Kµνταµανατ + . . . (1.3)

where T is the temperature and HM is the external magnetic field projected onto to
magnetization direction M. Depending on the symmetry of the crystal only specific
terms from this power series do not vanish. Of importance for this thesis are expressions
for the bcc (110) and fcc (111) surfaces and for the bcc (100) surface. With the direction
of the magnetization M = (sinϑ sinϕ, sinϑ cosϕ, cosϑ) the terms for the second order
magnetocrystalline anisotropy in Equation 1.2 as a function of the polar angle ϑ and the
azimuthal angle ϕ are K1 sin2 ϑ+K ′1 cos 2ϕ sin2 ϑ and K1 sin2 ϑ. Within the coordinate
system shown in Figure 1.2 these angles are defined with respect to the easy-axis which
is the magnetization direction with the lowest total energy.
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Density functional theory

In this chapter the necessary theoretical concepts used in this thesis will be introduced.
The starting point is the formulation of the full quantum-mechanical many-body problem
by the Schrödinger-equation (SGE). The dynamics of a quantum mechanical system of
NI ions and Ne electrons is described by the in general time-dependent SGE in atomic
units (~ = me = e = 1):

i
∂

∂t
ψ(r,R, t) = Ĥ ψ(r,R, t) (2.1)

where r = {ri} and R = {RI} are shorthand notations for the sets of coordinates of
the NI ions and Ne electrons on which the many-body wavefunction ψ(r,R, t) depends1.
The Hamiltonian Ĥ has the form

Ĥ = −
∑
I

1

2MI

∇2
I −

∑
i

1

2
∇2
i +

∑
I<J

ZIZJ
|RI −RJ |

+
∑
I,i

−ZI
|RI − ri|

+
∑
i<j

1

|ri − rj|
. (2.2)

= T̂I + Ĥe (2.3)

In this equation the derivatives ∇I and ∇i are with respect to the I-th ion coordinate
RI and the i-th electron coordinate ri respectively and ZI is the atomic number of
the corresponding ion. As the mass of the electrons and the ions differs by orders of
magnitude and thus the electrons follow the ions instantaneously it is tempting to solve
Equation 2.1 in two distinct steps. First one has to find the solutions φµ,R(r) of the time
independent SGE for Ne electrons in a stationary background potential caused by the
ions:

Ĥeφµ,R(r) = Uµ (R)φµ,R(r), (2.4)

1This is actually the only place in the Thesis where this convention is needed due to simplicity.
Later on, when the system is simplified to single particle equations r and R denote the usual three
dimensional spatial coordinates.
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2. Density functional theory

where Uµ (R) are the eigenvalues for a fixed set of positions R of the ions and µ is a
state index with zero denoting the ground state. The electronic wavefunction depends
parametric on the positions R of the ions. The set of solutions φµ,R(r) is complete
and thus allows for expanding the full wavefunction ψ(r,R) in terms of the electronic
wavefunctions φµ,R(r) which results in ψ(r,R) =

∑
ν χν(R)φν,R(r). The expansion

coefficients χν(R) which are the ionic wavefunctions can be obtained by inserting the
expansion in Equation 2.1:

i
∂

∂t

∑
ν

χν(R, t)φν,R(r) = Ĥ
∑
ν

χν(R, t)φν,R(r) (2.5)

=
(
T̂I + Ĥe

)∑
ν

χν(R, t)φν,R(r) (2.6)

= T̂I
∑
ν

χν(R, t)φν,R(r) +
∑
ν

χν(R, t)Uν (R)φν,R(r) (2.7)

If we now multiply from the left with φµ,R(r) and integrate over the electron coordinate
r we end up due to the orthogonality of the solutions of the electronic problem with a
time dependent SGE for the ionic wavefunctions χµ(R, t):

i
∂

∂t
χµ(R, t) =

∑
ν

∫
d3rφµ,R(r) T̂I φν,R(r)χν(R, t) + Uµ (R)χµ(R, t). (2.8)

The integral term on the right hand side contains vibronic coupling between different
states µ, ν. When solving this equation usually only the diagonal terms µ = ν are consid-
ered as the second step after the solution of the electronic problem. This simplification
is called the Born-Oppenheimer approximation [70]. By neglecting the vibronic coupling
the system once in the ground state µ = 0 will always stay in the ground state.
To proceed with the first step we first have to solve the electronic part of the problem.

Unfortunately an exact analytic solution of Equation 2.4 is known only for a small set
of simple special cases. For this reason a variety of computational methods to treat
the problem numerically has been developed. In quantum chemistry full configuration
interaction (CI) [71] is the state of the art technique to numerically solve the SGE. The
many-body wavefunction is expanded in a basis of Slater determinants. The eigenvalues
of the Hamiltonian can then be obtained by matrix diagonalization. Quantum Monte
Carlo (QMC) is a complete class of computational methods where the desired physical
quantity is expressed as a high dimensional integral of the many-body wavefunction
which then can be approximately solved by Monte Carlo integration [72, 73]. The
statistical error of these methods can be reduced just by increasing the simulation time
without the need to infer higher order approximations. From many body perturbation
theory the Green’s function method can be derived [74]. The Green’s function of a
system introduced formally as the solution to the differential equation given by the SGE
can be calculated in a perturbation series in order to predict physical quantities. All of
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the just mentioned methods have in common that they are very demanding in terms of
computation and are thus restricted to ”smaller” systems even on modern computers.
In this case ”smaller” means a few atoms in the case of CI and maybe 102 for Green’s
function methods. When the adsorption of organic molecules adsorbed on metal surfaces
is considered, for which system sizes reach easily a few 102 atoms, one has to look for a
less demanding method.
One way to treat Equation 2.1 numerically for in the sense of the last paragraph large

systems is the framework of density functional theory (DFT) based on the Nobel prize
awarded theorems of Hohenberg and Kohn [75]. DFT is in quantum mechanics used
in the formulation of Kohn and Sham [76] which maps the fully interacting many-body
system on a set of non interacting spin half particles. By this the numerical effort will
be reduced to the solution of a set of single particle equations. It will be shown how this
works and which prize one has to pay for the simplification i.e. by choosing an appropriate
approximated functional to describe exchange and correlation. The numerical solution
of the Kohn-Sham equations will be done by using the VASP-code [77–79] for which
basic concepts of its implementation will be provided.

2.1. Basics of DFT

There is a large number of numerical methods to calculate the electronic ground state
of a system following the Ritz principle

E0 = min
〈ψ|ψ〉=1

〈ψ| Ĥ |ψ〉 ≤ min
〈ψT|ψT〉=1

〈ψT| Ĥ |ψT〉 . (2.9)

This states that the ground state energy E0 of a system equals the minimal expectation
value of the Hamiltonian Ĥ when the minimization includes all possible wavefunctions
ψ. Unfortunately in reality one is restricted to give only an upper limit for E0 as only
a confined set of trial wavefunctions ψT is available for evaluation.

Another point is that for the minimization the full many body wavefunction has to
be used, which makes the process highly inefficient. Without even starting a calculation
just providing the memory to store the information for the wavefunction of hundreds
of electrons on a sufficiently dense grid in an appropriate simulation cell is already a
demanding task2. If one is only interested in the ground state energy E0 the many body
wavefunction contains way too much information. A way to make the minimization
problem Equation 2.9 more efficient is offered by density functional theory in the for-
mulation of Hohenberg and Kohn [75]. It is formulated by the two famous Hohenberg-

2The storage space required to store the data of the many body wavefunction, which goes with the
number of grid points to the power of the number of electrons, easily reaches astronomical dimensions
even when considering a, in the prospect of this thesis, relatively small system of 10 electrons on a
100 × 100 × 100 grid. With 16 Bytes required per entry of a double complex Fortran array and a
storage density of ≈ 1 TB/cm2 the required hard disk would not fit into the solar system.
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2. Density functional theory

Kohn-theorems which have been generalized under certain restrictions by Runge and
Gross [80] to the time dependent case (TDDFT).
The ground state energy of a system with Ne electrons is according to the first

Hohenberg-Kohn-theorem (HK I) a functional E0 [n] of the density n(r). In the ac-
companying proof [75] it is shown that there is a bijective mapping between ground
state densities n(r) and a, up to an additive constant, unique one body potential v(r).
This one body potential then defines a SGE from which, by solving it, the ground state
energy can be obtained. This allows to define the so called Hohenberg-Kohn-functional

FHK [n] := E0 [n]−
∫

d3r v([n] , r)n(r) (2.10)

where v([n] , r) is the one body external potential related to n(r) via HK I. Let |Φ〉 be the
ground state wavefunction, then FHK can be expressed as the ground state expectation
value

FHK = 〈Φ| T̂ + V̂ + Ŵ |Φ〉 − 〈Φ| V̂ |Φ〉 = 〈Φ| T̂ + Ŵ |Φ〉 (2.11)

of the kinetic energy operator T̂ , the potential energy operator V̂ and the coulomb
interaction operator Ŵ between the electrons. Thus, FHK is the sum of the expectation
values of the kinetic energy and the coulomb interaction. By this one can define an
additional functional:

Ev [n] := FHK [n] +

∫
d3r v(r)n(r) (2.12)

This functional does in contrast to FHK not only depend on the density n(r) but also on
a one body external potential v(r), which is not necessarily the by HK I to n(r) corre-
sponding potential. We arrive now at the second theorem of Hohenberg and Kohn (HK
II) which is basically a reformulation of Ritz principle in terms of density functionals:

Ev0 [n] ≥ Ev0 [n0] = E0 [n0] , (2.13)

where n(r) is an arbitrary one particle density, n0 is the ground state density and v0 is
the to n0 corresponding external potential. The ground state energy is the minimum of
a density dependent functional. The necessary minimization of the expectation value of
the Hamiltonian to find the systems ground state with respect to all possible many body
wavefunctions has been reformulated to a minimization of a functional with respect to
one body densities which is a huge gain in terms of efficiency.
The minimization of Ev [n] follows the idea proposed by Kohn and Sham [76] to map

the fully interacting system onto a non interacting system with the same density n(r).
For both systems the considerations made up to now hold true such that one can write
down the energy functional EKS

ṽ [n] for the non interacting system, the so called Kohn-
Sham-system (KS):

EKS
ṽ [n] = TS [n] +

∫
d3r ṽ(r)n(r) (2.14)
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In this case TS replaces FHK, as in the Kohn-Sham-system the interaction vanishes by
definition. The same can be done for the interacting system, where all contributions to
the interaction, which can be calculated by available analytic terms are written down
explicitly. The remaining part will be called or more precise be hidden in the exchange-
correlation-functional Exc [n], which is implicitly defined by the following equation for
the energy functional Ev [n] of the fully interacting system

Ev [n] = TS [n] +

∫
d3r v(r)n(r) +

∫
d3r d3r′

n(r)n(r′)

|r− r′|
+ Exc [n] (2.15)

The minimization of Ev [n] with respect to n(r) will be done under the constraint that
an integration of the density n(r) over the full space r conserves the total number of
particles N , which will be ensured by a Lagrange multiplier µ. With this the variational
problem has the form:

δ

δn(r)

{
Ev [n]− µ

∫
d3rn(r)

}∣∣∣∣
n0

= 0 (2.16)

Inserting the expression for Ev [n] leads to∫
d3r

(
δTS [n]

δn(r)

∣∣∣∣
n0

+ v(r) + vH(r) + vxc(r)− µ

)
δn(r) = 0, (2.17)

if one uses the following definitions of the Hartree potential vH(r) and the exchange
correlation potential vxc(r)

vH(r) =

∫
d3r′

n0(r
′)

|r− r′|
(2.18)

vxc(r) =
δExc [n]

δn(r)

∣∣∣∣
n0

(2.19)

The consideration that the variation of the density δn(r) is arbitrary except for the
conservation of the particle number, i.e.

∫
d3r δn(r) = 0 holds, leads to the equation:

δTS [n]

δn(r)

∣∣∣∣
n0

+ v(r) + vH(r) + vxc(r) = µ (2.20)

This calculus can be repeated for the non interacting KS system and one obtains:

δTS [n]

δn(r)

∣∣∣∣
n0

+ ṽ(r) = µ (2.21)

Equations 2.20 and 2.21 are identical, when ṽ(r) = v(r) + vH(r) + vxc(r) is chosen.
With this particular choice the potential ṽ(r) is usually referred to as the effective or
the Kohn-Sham potential.
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2. Density functional theory

The ground state density n0(r) of an interacting many particle system can thus be
determined by the self-consistent solution of the Kohn-Sham-equations

−1

2
∇2 φi(r) + ṽ(r)φi(r) = εiφi(r), (2.22)

where φi(r) with n(r) =
∑

i fi |φi(r)|2 are the eigen functions of a system of non inter-
acting fermions in the potential ṽ(r) = v(r) + vH(r) + vxc(r), εi are the corresponding
eigen values, and fi are their occupation numbers.

2.2. Extension to the spin-polarized case

Up to now the introduced theoretical framework does not consider spin. As the focus
of the thesis is also on magnetic systems, an extension to the spin polarized density
functional theory will be given.
In the extension to spin polarized systems by von Barth and Hedin [81] the scalar

density n(r) is replaced by a Hermitian 2 × 2 matrix n(r). The same happens to the
external potential v(r) which also becomes a 2× 2 matrix

n(r) =

(
n↑↑(r) n↑↓(r)
n↓↑(r) n↓↓(r)

)
(2.23)

v(r) =

(
v↑↑(r) v↑↓(r)
v↓↑(r) v↓↓(r)

)
(2.24)

nαβ(r) = 〈Ψ|ψ+
α (r)ψβ(r) |Ψ〉 (2.25)

where nαβ(r) are the components of the density matrix n(r) (α and β can take the values
↑ and ↓) and ψ

(+)
α (r) is the creation or annihilation operator of a spin α particle at r

respectively. The density matrix n(r) can be rewritten in terms of a charge density n(r)
and a 3-component vector spin density m(r) by

n(r) = n(r) ·1 + m(r) ·σ (2.26)

where 1 is the 2× 2 unity matrix and σ is the 3-component vector of Pauli matrices

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
(2.27)

The total energy of the system is now a functional of the density matrix n(r):

E [n] = TS [n] +
∑
αβ

∫
d3r vαβ(r)nαβ(r) +

∫
d3r d3r′

n(r)n(r′)

|r− r′|
+ Exc [n] (2.28)
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As before in the unpolarized case of Equation 2.22 the variational principle leads us to
the KS-equations which including spin have the form[(

−1

2
∇2 +

∑
α

∫
d3r′

nαα(r′)

|r− r′|

)
1 + v(r) +

δExc

δn(r)

](
φ↑i (r)

φ↓i (r)

)
= εi

(
φ↑i (r)

φ↓i (r)

)
. (2.29)

By construction the density of the real system equals the density of the KS-system.
Thus, we can calculate the density matrix from the KS-orbitals φαi (r) by summing over
all occupied states

nαβ(r) =
∑
i

εiα,εiβ≤EF

φα ∗i (r)φβi (r) α, β =↑, ↓ (2.30)

Like the density matrix in Equation 2.26 we can split the two potentials v(r) and vxc(r)
into a scalar part and a three component vector which in case of the external potential
is simply the applied external magnetic field B(r). For the xc-potential we obtain an
xc-magnetic field Bxc(r) in the following way:

vαβxc =
δExc

δnαβ(r)
=

δExc

δn(r)

δn(r)

δnαβ(r)
+

δExc

δm(r)
· δm(r)

δnαβ(r)
=

δExc

δn(r)
δαβ +

δExc

δm(r)
·σαβ, (2.31)

where we have used that the derivative of the charge density n(r) with respect to the
density matrix elements nαβ(r) is δαβ and the derivative of the magnetization density
m(r) is σαβ.

v(r) = v(r) 1 + µB σ ·B(r) vxc(r) = vxc(r) 1 + µB σ ·Bxc(r) (2.32)

Equation 2.29 is capable of describing the general case of a non collinear arrangement
of spins within DFT. In the case of collinear arranged magnetic moments the occurring
matrices become diagonal and Equation 2.29 decouples into two separate equations(

−1

2
∇2 + vH(r) + v↑(r) + v↑xc(r)φ↑i (r)

)
= ε↑iφ

↑
i (r)(

−1

2
∇2 + vH(r) + v↓(r) + v↓xc(r)φ↓i (r)

)
= ε↓iφ

↓
i (r)

(2.33)

for the spin-↑- and the spin-↓-component. The xc-potentials v↑xc, v↓xc are in this case
the derivatives of the xc-functional with respect to the spin-↑- and spin-↓-density. Both
equations can be solved independently, thus the computational cost of spin polarized
calculations compared to non polarized calculations grows only by a factor of two.
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2. Density functional theory

2.3. Spin-Orbit-Coupling

Up to this point the presented formalism will yield no energy difference depending on
the orientation of the spins in the case of all spins aligned collinear due to the choice
of the quantization axis being arbitrary. In order to calculate MAE we have to include
spin orbit coupling into the formalism of DFT to add an orientation of spins dependence
to the total energy. In order to do so it would be necessary to use fully relativistic DFT
[82] which generalizes the above derived theorems to functionals of four-currents jµ and
4 component vector potentials. It is however possible to derive single particle Dirac
equations which otherwise adopt the form of Equation 2.29 [83]. To achieve this a spin
orbit coupling Hamiltonian

HSOC =
1

r

∂V (r)

∂r
σ ·L (2.34)

has to be added, where L = r × v is the angular momentum of the electrons and V (r)
the radial potential of the ions in which the electrons are moving. This radial potential
of the ions acts like a magnetic field on the moving electrons which couples to their
magnetic moment and thus a certain orientation of the electrons magnetic moments gets
energetically favored. The inclusion of the spin orbit coupling term HSOC prevents the
before mentioned decoupling of spin up and spin down equations [84] which was possible
in the case of collinear DFT. Thus, the computational costs are increased significantly.

2.4. Exchange and correlation functionals

During the derivation of the DFT formalism we have assumed that the exchange cor-
relation potential defined by Equation 2.19 and the corresponding functional Exc are
known. Then we can compute the exact ground state energy of the KS system which by
construction corresponds to the ground state energy of the real system. Strictly speak-
ing we have just shifted the complications of evaluating the fully interacting system to
the evaluation of an existing but in general unknown exchange correlation functional
for the ground state density. As the exact form of the xc-energy functional is currently
unknown approximations have to be done in order to carry out numerical calculations.
In the last decades the ab initio community invested a lot of effort in developing and
testing approximated xc-functionals and this section shall give a short overview of what
has been done.
The first approximation to the xc-functional which already has been proposed in the

original paper by Kohn and Sham [76] was the local density approximation (LDA),
which despite of its simple form has been quite successful. For a given density one
obtains the xc energy as an integral of the xc-energy density of the homogeneous electron
gas times the density. The xc-energy density εhomxc (n(r)) has been calculated by Monte
Carlo simulations by Ceperley and Alder [85] and afterwards has been parameterized by
Perdew and Zunger [86]. We will refer to this functional as being local in the sense that
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2.4. Exchange and correlation functionals

the xc-energy density εhomxc (n(r)) at a given point r is determined by the charge density
evaluated at that specific point and not by the charge density in the whole space. The
xc-energy in LDA takes the form:

ELDA
xc [n] =

∫
d3rεhomxc (n(r))n(r). (2.35)

As for all functionals there is no general assessment of accuracy available for LDA for
all possible systems. It has to be applied to a large number of different systems and its
performance has to be checked carefully. LDA however is known to reproduce experi-
mental lattice constants within a few percents of error [87] where the lattice constant is
usually predicted to be smaller than the experimental value. For bulk moduli the error
can be between 10− 20%. But these deviations as pointed out in [87] also include errors
because of evaluating the bulk modulus at the theoretical lattice constant, which was
already wrong by a few percent. The error of the lattice constant increases the error
of the bulk moduli due to an insufficient description of core-valence interactions in the
equation of state from which the bulk moduli are extracted [87]. After correcting for
this deficiency by adding an appropriate correction term to the equation of state the
authors obtain a mean relative error of around 5% [87]. One famous deficiency of LDA
is its failure to predict a nonmagnetic instead of a ferromagnetic ground state for bcc
Fe [88].
The first way for improvements over the LDA is the generalized gradient approxima-

tion (GGA). In the GGA one additionally takes into account the gradient of the charge
density. The GGA is often termed a semi-local approximation as it relates a given point
in space with its infinitesimal surrounding via the gradient. In its functional form the
GGA is written as

EGGA
xc [n] =

∫
d3rεGGA

xc (n(r),∇n(r))n(r) (2.36)

As there is no unique way to define the gradient dependence of the functional there is
a number of different flavors of GGA available on the market. Some of them are semi-
empirical e.g. BLYP which means that the parameters of the functional are fitted to
best reproduce the properties of a special set of systems. The functional by Perdew and
Wang [89] (PW91) is a non empirical GGA. It usually gives very similar results to the
simpler version proposed by Perdew, Burke and Ernzerhof [90] (PBE) which will be used
within this thesis. PBE contains one parameter which is often used to claim that it is
also a semi-empirical functional. But as pointed out by Perdew et al. [91] the difference
is that in this case the parameter has been chosen such that the PBE functional fulfills
as many constraints as possible posed by theoretical knowledge about the exact xc-
functional. The advantage of the PBE functional is its higher generality, which should
lead to a better performance than semi-empirical functionals for systems for which the
latter have not been designed for. The exact value of the parameter left in the PBE
functional has been the topic of further readjustments e.g. by Y. Zhang and W. Yang [92]
who proposed the so called revised PBE (revPBE) which improves the results of PBE on
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2. Density functional theory

total energies of atoms and atomization energies of molecules. The variation of the PBE
results with respect to experimental values for lattice constants and bulk moduli is of the
same order as the variation of the results obtained with the LDA [87]. As a trend PBE
overestimates lattice constants by roughly the same amount as LDA underestimates
them. For atomization energies of small molecules [93], magnetic properties [88], and
cohesive energies of surfaces [87] PBE performs significantly better than LDA. There
has also been some effort in adjusting the PBE functional for special cases e.g. for solids
PBEsol [94]. In PBEsol the parameter left in the exchange expressions of PBE has
been readjusted together with a compensating change in the correlation part such that
the correct gradient expansion of the exchange energy over a large range of density
gradients is fulfilled, which otherwise had to be violated in order to calculate accurate
atomic exchange energies in the slowly varying density limit [94]. In consequence as
pointed out in [95] PBEsol improves upon lattice constants but worsens the results for
surface energies and atomization energies. Another way to refine the results of the
GGA proposed by Becke [96] is to mix in some part of exact exchange. This leads
to hybrid functionals like B3LYP [97] the workhorse in quantum chemistry, HSE [98]
and PBE0 [99]. Due to the admixture of the orbital dependent exact exchange the
computational cost for calculations employing hybrid functionals increases significantly.
A prominent failure of GGA type of functionals is the so called CO-puzzle [100]. For
a number of 4d and 5d transition metal (111) surfaces PBE is unable to predict the
correct, experimentally measured adsorption site of CO. E.g. on Cu(111) PBE favors
the fcc hollow site of the surface while in experiments the Molecule adsorbs on top of
a Cu atom. The authors attribute this to the incorrect description of long range vdW
interactions [100].
As a next step meta-GGAs are now ready for applications. These functionals in-

corporate additionally the kinetic energy density τ(r) and the Laplacian of the charge
density.

Emeta-GGA
xc [n] =

∫
d3rεmeta-GGA

xc

(
n(r),∇n(r),∇2n(r), τ(r)

)
n(r) (2.37)

τ(r) =
1

2

∑
occ

|∇ϕ(r)|2 (2.38)

This improves the reproducibility of gradient expansions in the slowly varying density
case. The functional by Tao, Perdew, Staroverov and Scuseria (TPSS) [101] in fact
does not depend on the laplacian of the density in order to fulfill known constraints of
the exact xc-functional [91]. TPSS performed quite well for atomization and cohesive
energies but stayed behind the expectations for lattice constants [95]. For that reason a
revised version termed revTPSS [95] was developed following the same idea as the solid
state specialized PBEsol functional. The increase of accuracy of the results obtained
with meta-GGA functionals goes in hand with a roughly 30% increase in computational
cost compared to usual GGAs [95]. Although meta-GGAs might perform well and give
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2.4. Exchange and correlation functionals

a significant improvement over GGA, for the adsorption of small molecules on noble
metal surfaces as it has been shown in [102] for the M06-L [103] functional, which has
been fitted to molecular data, meta-GGAs are intrinsically not able to correctly account
for vdW interactions as their correlation part is still semi-local. In this case two distant
charge density distributions interact with each other only in their overlap region, which
leads to a strongly underestimated effect on the first density due to the presence of the
second one.
The just mentioned functionals are the first three rungs on the five rung Jacobs ladder

to functional heaven [104] or chemical accuracy. Each rung takes one more ingredient
into account which makes the computation of the functional more expensive. On the
fourth rung exchange is treated exact and has to be combined with a proper correlation
functional which leads to the so called hyper-GGA [105]. The ingredient added in this
case is the orbital dependence by the exchange energy density. On the fifth rung both
the exchange and parts of the correlation are treated in an exact way, which results in
generalized random phase approximations [105]. The ladder is also not strictly discrete
as e.g. the mentioned hybrid functionals are somewhat ”in between” the rungs.

Insight in the structure of the exact xc-functional and constraints for the derived ap-
proximations to it can be obtained from the adiabatic connection fluctuation dissipation
theorem (ACFDT) [106–108]. Herein one varies the interaction strength between the
fully interacting system and the non interacting KS system along an adiabatic connec-
tion. Within this framework an analytic expression for the xc-energy in terms of the
response function χλ of the system can be given, which then allows to derive functionals
by approximating the response function χλ. When the exact exchange energy as a func-
tional of the KS orbitals is subtracted from the ACFD expression for the xc-functional
the correlation energy can be written as:

Ec = −1

2

∫ ∞
0

du

π

∫
d3rd3r′ v (r− r′)

[∫ 1

0

dλ χλ(r, r
′, iu)− χKS(r, r′, iu)

]
(2.39)

where λ is the coupling constant of the adiabatic connection. One corresponds to the
real system while zero denotes the KS system. χλ is the response of the λ-interacting
system and χKS the response of the KS system respectively3. The response function of
the λ-interacting system can be obtained from a Dyson-like equation:

χλ = χKS + χKS (λv + fxc,λ)χλ (2.40)

where fxc,λ is the λ dependent second functional derivative of the xc-functional with
respect to the charge density n(r). Usually the λ-interacting response function is calcu-
lated within the random phase approximation (RPA), which implies neglecting the fxc,λ.
H. Nguyen et al. have studied noble gas and alkali earth dimers by combining EXX with
RPA correlation [109]. They found a significant improvement of binding energy curves

3Definitions of the different response functions in particular to which potentials they correspond are
given in Appendix A
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when compared to semi-local DFT calculations. Nevertheless, the authors remark that
this functional leads to an unphysical maximum in the binding energy curve for large
separations of Be2, which they attribute to the present lack of self-consistency of the
EXX/RPA method applied in their study [109]. J. Harl et al. [110] reported for solids of
noble gases an improvement over PBE results for lattice constants and cohesive energies
when compared to the experiment. In a second study the authors addressed solids, small
molecules and adsorbates on surfaces [111]. For Graphite the correct 1/d4 dependence
of the interlayer interaction energy on the interlayer distance d is recovered. In addition
the graphite phase and the diamond phase of C are predicted to be degenerate in energy
which is an improvement over PBE and LDA. Both of them in contrast to the exper-
iment predict the graphite phase to be more stable [111]. As an example for surface
science applications J. Harl et al. chose to study the already mentioned CO puzzle of
the adsorption of CO on a Cu(111) surface. EXX/RPA is able to reproduce the correct
adsorption site order and to give a fairly accurate adsorption energy [111]. J. Paier et al.
[112] investigated atomization energies and reaction barrier heights for small molecules
and solids with EXX/RPA.

2.5. DFT in practice

To implement the introduced concepts a number of efficient codes have been written.
The results presented in this thesis have been obtained with the VASP code for the
density functional theory calculations and JuNoLo for the non local xc-functional in
case of vdW corrections. For VASP we want to shortly describe the scheme of a self
consistency cycle. An overview of all implemented algorithms can be found in [113].
The original version of JuNoLo has been described in [114]. We will focus in Section 3.3
on the changes introduced by the update with the efficient Soler scheme for vdW-DF
[115] and rVV10 [116]. A detailed description of the theoretical formalism is given in
Appendix A.
In general, VASP minimizes the total energy of a system as a functional of the one

particle density by iteratively solving the KS-equations. As input it needs atomic posi-
tions from which an initial density is set up for the first step based on atomic orbitals.
The wavefunctions are initialized with random numbers and thus in the first few steps
of a selfconsistency cycle the charge density is kept fixed until the wavefunctions are
reasonable. From this initial charge density a potential is constructed which allows to
obtain the eigenvalues and the refined wavefunctions by a residual minimization scheme
with direct-inversion-in-iterative-subspace (RMM-DIIS). From the wavefunctions partial
occupancies, the total energy and a new charge density will be calculated which serves
as input for the next iteration. This procedure is repeated until a given threshold for
the energy difference of two consecutive iterations is reached. In order to reach selfcon-
sistency the norm of the residual vector of the charge density has to be decreased until
it becomes minimal. To achieve this a certain amount of the residual vector is added to
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2.5. DFT in practice

the charge density between two consecutive steps by a Pulay mixing scheme.
After the electronic self consistency has been reached as described in the previous

paragraph the Hellmann-Feynman-forces on the atoms can be evaluated and used to
update the atomic positions. The limit below which forces are considered as being
relaxed is 0.003 eV/Å, if not stated differently in the corresponding chapters. In order
to obtain accurate forces a strict criterion for the electronic self consistency has to be
chosen. At this step also the semi-empirical vdW corrections are evaluated and added
to the DFT result.
The KS-wavefunctions φi,k(r) are expanded in a plane wave basis

φj,k(r) =
∑
G

cj(k + G)ei(k+G)r, (2.41)

where j is the band index, k is a vector from the first Brillouin zone (BZ) and G is
a reciprocal lattice vector. This allows to treat the system efficiently in a supercell
approach. The positions of the ions and the lattice vectors of the supercell which is
periodically repeated in all three spatial directions have to be provided as input. The
charge density can then be obtained by Fourier transforming the wavefunctions and
integrating over the first BZ in reciprocal space. The first BZ is sampled on a discrete
grid by a set of k points which is generated by the scheme of Monkhorst and Pack
[117]. The choice of this special k point grid i.e. the number of k-points left after
symmetrization in the irreducible BZ is a parameter which determines the accuracy
of the calculations. To correctly describe electrons close to the core, high values of
(k + G) are necessary. Hence, one has to include a large number of plane waves into the
basis set. Due to this reason pseudopotentials are used, which exclude the for chemical
properties usually unimportant core electrons from the calculations. By only considering
the valence electrons the total cost of the calculations due to the number of involved
electrons is decreased and the cut-off energy Ecut, which satisfies

|k + G| ≤ Ecut (2.42)

and determines the maximal amount of plane waves in the basis set, can be chosen
smaller. The number or plane waves included in the basis set is another parameter which
can be systematically increased in order to improve the accuracy of the calculations. The
plane wave cut-off energy Ecut does not only affect the electronic structure but also has
an impact on the accuracy of the Hellmann-Feynman forces.
To describe the interaction of the electrons with the ions of the system pseudopoten-

tials either ultrasoft or constructed in the PAW approach developed by Blöchl [118] are
available for a large part of the periodic table. In this work we will rely on the latter
ones. Within the PAW method the all-electron wavefunction is split with the help of
projectors into a smooth part for the valence electrons, which can be treated by the usual
pseudopotential methods, and a core part localized around the ions, which is expanded
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2. Density functional theory

into spherical harmonics and treated on a radial grid. From these two components the
all electron wavefunction can be reconstructed by the linear transformation

| ψn 〉 = | ψ̃n 〉+
∑
i

(
| φi 〉 − | φ̃i 〉

)
〈 p̃i | ψ̃n 〉 , (2.43)

where ψn is the all electron wavefunction, ψ̃n is the smooth pseudo wavefunction, i is
a multiindex over the atomic site, the angular momentum and the energy index, φi
are the all electron partial waves obtained for a reference atom, φ̃i the corresponding
pseudo partial waves and the projector functions p̃i are dual to the pseudo partial waves
i.e. 〈 p̃i | φ̃j 〉 = δij [118, 119]. The PAW pseudopotentials leads to smoother pseudo
wavefunctions when compared to norm conserving pseudopotentials which allows the use
of much smaller cut-off energies for PAW pseudopotentials than their norm conserving
representatives.
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Van der Waals interactions

Besides ionic and covalent binding, the interaction of particles at the nano to micrometer
scale can be ascribed to the so called van der Waals (vdW) interactions. Starting from
the binding of dimers of noble gas atoms, over the interactions in an ensemble of organic
molecules, reaching up to the self-organization of viruses and even the ability of Geckos
to climb on flat surfaces, the vdW interactions are present and of importance in a vast
range of systems. The focus of this thesis is on the interaction of organic molecules with
metal surfaces, which are as discussed in the first chapter candidates for the development
of new electronic or spintronic devices or new functional materials. Thus, this chapter
will give an introduction on van der Waals interactions.
First of all there is a distinction to be made between vdW- and dispersion interac-

tions [120]. Both terms are used sometimes erroneously synonymous and sometimes
for different meanings depending on the community using them. Thus, the way how
the terms vdW interactions and dispersion interactions are used throughout this the-
sis should be clarified. The actual vdW-interactions have been named after Johannes
Diderik van der Waals, who brought up the idea of a new type of binding besides ionic
binding and covalent binding while developing a new equation of state for gases and
liquids, which also governs the gas liquid phase transition. He modified the equation
of state of the ideal gas by introducing an attractive interaction between the molecules
in the gas proportional to the squared inverse volume of the gas. This leads to an at-
tractive force between the molecules considered, which at large distances R scales as
1/R6 [121, 122]. This force is referred to as the vdW force and whenever attempting to
develop a microscopic description of the interaction between neutral organic molecules
this is the limit which the theory has to fulfill. However, there are a number of effects
which lead to a deviation from the 1/R6 of law. Just to name one of them retardation
due to the finite speed of light will lead rather to a 1/R7 dependence as photons me-
diate the vdW-interactions [123]. A first definition of vdW interactions is interactions
which are not due to ionic or covalent binding. These interactions include mainly elec-
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trostatic interactions between permanent multipole moments, induction of a multipole
moment by a permanently polarized molecule to an otherwise unpolarized molecule and
the interaction of instantaneous multipole moments.
One microscopic model to explain the occurrence of an attractive force between neu-

tral particles are charge fluctuations. Random fluctuations of the charge density induce
instantaneous and varying dipole and higher order multipole moments in otherwise neu-
tral and unpolarized molecules. The interaction of these induced multipole moments
leads to an attractive force between the molecules. The lowest order would be the in-
teraction of two induced dipole moments which scales as 1/R6 [121, 122]. The next
higher order would be the interaction of an induced dipole with an induced quadrupole
which scales like 1/R8. This in principal infinite series of interaction terms is referred
to as dispersion interactions. In the case where the interacting particles do not have a
permanent multipole moment and thus electrostatic and induced dipole interactions are
excluded the dominant part of the vdW-interactions would be dispersion. In the sense of
the definition of vdW interactions given here also repulsive contributions like e.g. Pauli
repulsion are included in vdW interactions. Sometimes the term vdW interaction is used
exclusively for attractive interactions which can lead to a confusion of vdW interactions
and dispersion interactions.
After establishing the nomenclature and drawing a line between vdW- and dispersion

interactions this chapter will provide a few simple models related to dispersion interac-
tion. The appropriate theoretical footing to deal with charge fluctuations due to virtual
excitations would be quantum electrodynamics [124], which is beyond the scope of this
thesis. Thus, an illustrative model for London dispersion and one famous example of
two vdW interacting hydrogen atoms will be given in the following section. The cor-
rect treatment of vdW interactions within DFT is a topic of current research [125, 126].
Thus, we will provide an overview about methods developed to include vdW interactions
in DFT calculations.

3.1. London dispersion

The interaction energy of two instantaneously polarizable spherical particles at a distance
R from each other, large enough that no overlap of their charge distributions occurs,
follows the 1/R6 law derived by F. London [121, 122]. This part of the dispersion
interactions has thus been termed London dispersion. We will begin with a simple
example following the derivation in [127]. The system will be modeled by two identical
harmonic oscillators at a distance R, which are allowed to oscillate along the x axis
connecting both oscillators with amplitudes x1 and x2. The amplitudes describe the
separation distances of the two charges ±e in the spontaneously appearing dipoles due
to charge fluctuations on both oscillators. The force constant is C and the Hamiltonian
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in atomic units (~ = me = e = 1) describing both oscillators without interaction is

H0 =
1

2
p21 +

1

2
Cx21 +

1

2
p22 +

1

2
Cx22 (3.1)

It is assumed that the frequency ω0 of each oscillator, related to the force constant
by C = w2

0 is the frequency of the strongest optical adsorption line. For a certain
displacement x1, x2 of the charges the Coulomb interaction of the system is

H1 =
1

R
+

1

R + x1 − x2
− 1

R + x1
− 1

R− x2
(3.2)

The separation R is assumed to be much larger than both amplitudes R � |x1|, |x2|
which allows us to expand H1 to lowest order

H1 ≈
2x1x2
R3

(3.3)

The total Hamiltonian H0 + H1 represents now two coupled harmonic oscillators. The
coupled equation can be diagonalized by the normal mode transformations

x1 =
1√
2

(x+ + x−) , x2 =
1√
2

(x+ − x−) (3.4)

p1 =
1√
2

(p+ + p−) , p2 =
1√
2

(p+ − p−) (3.5)

With this transformation the total Hamiltonian H = H0 +H1 reads:

H =
1

2
p2+ +

1

2

(
C − 2

R3

)
x2+ +

1

2
p2− +

1

2

(
C +

2

R3

)
x2− (3.6)

By comparing the oscillation terms containing x2± in the last equation with the usual
form ω2x2 for a harmonic oscillator we can identify the frequencies ω± of the coupled
system:

ω± =

√
C ± 2

R3
≈ ω0

[
1± 1

2

(
2

CR3

)
− 1

8

(
2

CR3

)2

+ · · ·

]
(3.7)

where in the second step the square root has been expanded in a Taylor series. The
uncoupled system of two harmonic oscillators would have a zero point energy U = 2 · 1

2
ω0.

For the coupled oscillators the energy will be U = 1
2

(ω+ + ω−):

U = ω0

[
1− 1

8

(
2

CR3

)2
]

= ω0 −
C6

R6
(3.8)

The energy of the coupled harmonic oscillators is reduced with respect to the uncoupled
case by the famous C6/R

6 term. A simple approximation for the C6 coefficient of two
identical atoms would be C6 = ω0α

2 with the electronic polarizability α.
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For a three dimensional system modeling two spherical polarizable hydrogen atoms
F. London applied a perturbation theory approach to obtain a similar result [122]. We
will outline his derivation. The small perturbation required for the perturbation theory
in this case is the dipole dipole interaction V = (1/R3)(r1 · r2 − 3r1 · R̂ r2 · R̂) with the
distance R between the atoms, r1, r2 the position vectors of the two atoms and R̂ the
direction vector connecting both atoms. While the first order perturbation vanishes
due to < r1 >=< r2 >= 0, the second order contribution for an atom in the state i
interacting with an atom in the state j, when the coordinate system is chosen such that
R̂ points into z direction, is

E(2) = − 1

R6

∑
ij

∣∣∣〈ψ(1)
i ψ

(2)
j

∣∣∣x1x2 + y1y2 − 2z1z2

∣∣∣ψ(1)
0 ψ

(2)
0

〉∣∣∣2
ωi0 + ωj0

(3.9)

where ωi0 = Ei−E0 is the energy difference between the ith excited state and the ground
state. By averaging over all orientations of the dipoles F. London [122] separated the
square of the expectation value of the sum over all three spatial components of the dipole
moments and arrived at

E(2) = − 6

R6

∑
ij

|Z1
i0|

2 ∣∣Z2
j0

∣∣2
ωi0 + ωj0

(3.10)

where Z1
i0 =< ψi|z1|ψ0 >. With the integral identity

1

a+ b
=

∫ ∞
0

du

2π

4ab

(a2 + u2)(b2 + u2)
(3.11)

and a simple model for the dynamic polarizability α(ω) =
∑

i 2ωi0|Zi0|2/(ω2
i0 − ω2) of

the hydrogen atom inserted into Equation 3.9 we arrive at the final form

E(2) = − 6

R6

∫ ∞
0

du

2π
α1(iu)α2(iu) (3.12)

Hence, the dispersion interaction of the two hydrogen atoms in second order perturbation
theory is proportional to the product of their dynamic polarizabilities α(ω). This result is
similar to what has been derived including interactions of the electromagnetic fields with
the electrons by C. Mavroyannis and M. J. Stephen [128] for more general polarizable
objects in the limit of R much smaller than the wavelengths appearing in the atomic
adsorption spectrum. For larger distances the finite speed of light leads rather to a 1/R7

decay as shown by H. Casimir and D. Polder [123]. They found that retardation leads
to a correcting factor for the interaction energy equal to one for small distances and
monotonically decreasing with 1/R for large distances.
Another unconventional aspect of dispersion interactions is their nonadditivity. If we

repeat the above derivations with more than two multipoles, the perturbation theory will
lead to terms which cannot be obtained by simply adding the pair interactions of every
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pair of multipoles in the system. The dispersion interaction of a three body system has
been derived by B. M. Axilrod and E. Teller [129]. The geometric configuration which
the three atoms adopt determines whether the dispersion interactions in this case are
attractive e.g. in the case of all three dipoles in a row or repulsive when e.g. the three
dipoles are on an equilateral triangle [129].
For the vdW interaction of a electrical polarizable and a magnetically polarizable

atom C. Farina et al. [130] reported a deviation from the 1/R6 dependence. The authors
followed a way similar to the first simple model presented in this section and arrived at
a 1/R4 dependence of the interaction energy without retardation. This effect has been
proposed earlier in general approach by G. Feinberg and J. Sucher [131].

3.2. Van der Waals interactions in DFT

It is stated [132] that except for the fifth rung all rungs of the Jacobs ladder are not
correctly describing the vdW interactions which are of particular interest for this thesis.
One reason for this is the fact that up to the fourth rung all functionals treat correlation
in a local or semi-local way. Due to this the interaction of two distant charge densities
is accounted for only in their region of overlap. The fourth and the fifth rung as well
as functionals derived from the ACFDT are orbital dependent functionals due to the
inclusion of exact exchange, exact parts of correlation or the response function, which
are functionals of the orbitals. This leads to high computational costs even on up to
date computers. And as systems where vdW interactions are relevant are usually of con-
siderable size it would be preferable to have a functional or correction scheme which - of
course trading for accuracy - is at most density dependent. In this section an overview
of current approaches how to deal with vdW interactions within DFT calculations will
be given. Also a look at the performance of the discussed methods will be taken. To
assess the performance of dispersion corrections schemes is quite involved as to obtain
appropriate reference data e.g. from higher order quantum chemistry calculations or ex-
perimental studies is non trivial. While calculations are restricted to very small systems
experiments are often difficult to compare with the computational results [133].
To correct for the deficiencies in correctly describing vdW interactions of common local

and semi-local xc-functionals has been and still is an active field of research [125, 126].
The methods developed can be roughly distinguished in semi-empirical and ab initio
approaches. In historical order we will start with the semi-empirical methods. In this
case one assumes that the total energy of the system can strictly be divided into the
total energy EDFT obtained by the DFT calculation and the vdW energy EvdW.

Etot = EDFT + EvdW (3.13)

The latter can be calculated following the London dispersion formula. The vdW inter-
action energy of two atoms A and B is their interatomic C6 coefficient divided by the
distance to the sixth power, which is the leading order of an interacting spontaneous
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multipole expansion. Higher order terms like C8/r
8, C10/r

10, and so on as well as many
body interactions with more than two interacting bodies are neglected. Following the
notation of S. Grimme [18] the total vdW interaction energy is then given by

EvdW = −s6
∑
A<B

f(R0
A, R

0
B, RAB)

C6,AB

R6
AB

, (3.14)

the sum over all interacting atom pairs A,B times a damping function f(R0
A, R

0
B, RAB)

depending on the van der Waals radii R0
A of the interacting atoms, which ensures that

for small distances the corrections will be cut off and thus will not affect the results
of the DFT calculations in the short range regime. More importantly the damping
function prevents the divergence of the correction term for small distances. As the
damping function is not uniquely defined there is a number of different proposals for
it [18, 134–136], but it has been reported in the literature that the influence of the
exact form of the damping function in a DFT-D method is small compared to the total
dispersion correction [137]. The parameter s6 which determines the overall strength
of the correction has to be adjusted to the underlying xc-functional, which has been
used for the calculation of EDFT as it has been done in [18] by least square fitting to
interaction energies of a set of small molecules. In addition the atomic C6 coefficients
have to be chosen. They can be directly calculated by time dependent density functional
theory (TDDFT) or, as it has been done by F. Ortmann and F. Bechstedt [134], via the
London dispersion formula

C6,AB ≈
3

2
αAαB

IAIB
IA + IB

(3.15)

from experimentally obtained ionization energies IA and polarizabilities αA. A similar
approach has also been used by S. Grimme for the DFT-D2 method [18]. Instead of
experimental values for the ionization potentials and static polarizabilities the author
utilized values obtained from PBE0 calculations. Some of the C6 coefficients, i.e. those
for alkali and alkali earth elements as well as transition metals have been obtained as an
average value over the C6 coefficients of the preceding noble gas and the following group
III element due to the fact that for those elements the difference between the free atom
and a bound atom would be too large to justify the proposed approach of calculating
C6 coefficients from atomic properties [18]. A. Tkatchenko et al. calculated the C6 from
the ratio of effective volumes which were obtained from the density of a free atom and
an atom which is bound to other atoms [136]. P. L. Silvestrelli et al. did something
conceptually similar by expressing the C6 coefficients in terms of maximally localized
Wannier functions [138–140]. If the C6 are calculated by ab initio methods one has to
obtain the pair coefficient C6,AB from those. This can be done by a geometrical average
as it has been done in the method introduced by S. Grimme (DFT-D2) [18]. It has been
argued that choosing the C6 coefficients for the atoms once and for all is inaccurate as the
polarizability of an atom depends on its environment e.g. if the atom is part of a surface
and thus experiences screening effects or part of a molecule where those electrons involved
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3.2. Van der Waals interactions in DFT

in chemical bonds contribute less to the overall polarizability. This problem has been
addressed in more recent versions of the DFT-D approach [135], where the C6 coefficients
depend on fractional coordination numbers and by this on their chemical environment
and in addition on the distance between the interacting atomsA andB. The performance
of the so termed DFT-D3 method has been tested for hydrogen bonded systems [141]
and the authors suggested in order to obtain both accurate equilibrium separations and
binding energies one should do geometry optimization with the comparably cheap DFT-
D3 method and afterwards calculate the binding energy with a single shot calculation on
a higher level of theory. The approach of A. Tkatchenko and M. Scheffler [136] (TS-vdW)
has the same goal i.e. to adapt the C6 coefficients of the atoms to their environment. In
earlier versions of that method the C6 coefficients are calculated as a functional of the
density with respect to the density of a free atom. More recently also screening effects
and three body interactions are considered by employing the self consistent screening
equation of classical electrodynamics to calculate the polarizability tensor [142, 143]. K.
Tonigold and A. Groß [144] have deduced the C6 coefficients of metal atoms in clusters
by means of a hybrid quantum Monte Carlo method in order to obtain coefficients which
are appropriate to describe metal atoms in a surface. All of the just discussed schemes
have the major advantage that they are of relatively low computational cost compared
to the electronic structure calculations. Thus, within this thesis in particular DFT-D2
and to a larger extent DFT-D3 will be applied.
Semi-empirical approaches to account for vdW interactions have been applied in a

large number of studies [18, 126, 134–136, 143, 145, 146] assessing the accuracy of the just
introduced methods for molecules and complexes contained in the S22 [147] or S66 [148]
test sets. For these systems, which most of the methods are designed for or fitted to, they
are capable of decreasing the mean absolute percentage deviation (MAPD) in binding
energies and geometries with respect to high level calculations or experimental results
of 30% obtained with the PBE functional to about 5% [126], but no general prediction
on the accuracy of a given semi-empirical method can be made [149] as in particular
the performance of a semi-empirical method depends on the underlying GGA functional
[18, 135, 149]. Attempts to refit the GGA to better support the DFT-D approach led to
improvements for a certain subset of the studied systems while decreasing the accuracy
for others [149]. T. Björkman et al. [125] have studied equilibrium geometries and
binding energies for several weakly bound layered solids with different approaches to deal
with vdW interactions including DFT-D2. As benchmark they used RPA calculations
and where available experimental results for the interlayer distances. For the c-axis
length which combines the results for the covalent binding dominated intralayer thickness
and the vdW driven interlayer distance DFT-D2 yields on average good geometries but
has a wider spread of the values with sometimes unexplainable far off exceptions [125].
Regarding the binding energies DFT-D2 strongly overestimates the RPA numbers and
at the same time does not reproduce trends [125].
Despite of the just discussed tests of semi-empirical correction schemes for molecules

and solids in the context of this thesis it is important to see how these methods deal
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with the adsorption of organic molecules on surfaces. E. R. McNellis et al. [150] com-
pared different DFT-D approaches including DFT-D2 and TS-vdW to correct for vdW
interactions in the case of benzene and azobenzene adsorbed on the noble metal surfaces
Cu(111), Ag(111) and Au(111) and critically discuss the obtained adsorption energies
with respect to experimentally measured values. While the adsorption energy of Ben-
zene on all three metal surfaces calculated with the PBE functional has been between
about −0.06 eV for Cu(111) and −0.08 eV for Au(111) the tested semi-empirical vdW
corrections led to adsorption energies between −0.5 eV up to −1.05 eV. Compared to
an experimentally obtained adsorption energy of approximately −0.6 eV, which is one
order of magnitude larger than the PBE value, all the different vdW schemes improve
upon PBE but still do not yield very good numbers [150]. The increase in adsorption
energy goes in hand with a decrease of the molecule surface distance by 0.3 Å up to
1.0 Å with a rather large spread among the different semi-empirical methods [150]. This
led the authors to the careful conclusion that the account of dispersive interactions at
the metal surfaces provided by the various schemes could be in the right ballpark but
likely overbind [150]. In a related study of azobenzene on Ag(111) G. Mercurio et al.
[151] measured the adsorption energy and structural parameters and compared them to
their DFT calculations accounting for vdW interactions by using DFT-D2 and TS-vdW.
The adsorption energy determined by TPD was −1.00±0.1 eV and the distance between
the N atom of the molecule and a Ag atom was 3.07 Å [151]. While PBE calculations
resulted in a distance of 3.64 Å, both DFT-D schemes led to a value much closer to the
experiment of 2.75 Å for DFT-D2 and 2.98 Å for TS-vdW respectively [151]. Both DFT-
D schemes over corrected the by PBE underestimated adsorption energy to −2.16 eV
for DFT-D2 and −1.71 eV for TS-vdW respectively [151]. As a consequence the authors
suggested to take into account only the topmost layer of the metal surface when calcu-
lating the dispersion corrections in order to mimic the screening effect of the surface and
by this to reduce the overbinding of the semi-empirical vdW corrections [151].
K. Toyoda et al. [152] compared adsorption energies and equilibrium distances of

pentacene adsorbed on Cu(111), Ag(111) and Au(111) obtained with DFT-D2 to exper-
imentally obtained values. While for Cu the adsorption energy calculated with DFT-D2
of −1.61 eV agreed well with the experimental result of −1.6 eV in both cases, Ag and
Au, the calculated adsorption energies −2.28 eV and −2.58 eV strongly overestimated
the experimental values of −1.5 eV and −1.1 eV and even failed to reproduce the trend of
increasing binding strength from Au to Cu [152]. The equilibrium distance between pen-
tacene and the metal surface had been measured only for Cu(111) and for this case the
authors reported a calculated molecule-surface distance using DFT-D2 of 2.4 Å which
agrees well with the experimental value of 2.34 Å while PBE overestimated the distance
with 4.2 Å.
K. Lee et al. [153] have compared calculations of potential energy curves (PECs) using

different methods to account for vdW interactions including DFT-D3 and vdW-TS for
physisorbed H2 molecules on the low index surfaces of Cu with results extracted from
selective-adsorption bound-state measurements. For H2 adsorbed on the atop site of the
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Cu(111) an equilibrium distance of 3.5 Å and a potential well depth of −29 meV has
been extracted. Both semi-empirical schemes DFT-D3 with 2.8 Å and −98 meV as well
as TS-vdW with 3.2 Å and −66 meV led to over corrections with TS-vdW being closer
to the experimental values [153]. The authors attributed this discrepancy to the nature
of the semi-empirical methods, which despite of putting effort in correctly describing the
real electron distribution due to polarization around each single atom by including the
atomic C6 coefficient, lack the ability to mimic the global charge redistribution of the
entire adsorbate on the surface [153].

A member of the second class of approaches to correct for vdW interactions which are
the ab initio methods arises from the usage of non local correlation functionals as the one
developed by Langreth and Lundqvist [19, 154–156] over a long period of time. Starting
from the ACFDT the authors, in its final version for general geometries by Dion et al.
[19] (vdW-DF1), have derived a non local functional for correlation, which depends on
the density only. The purpose of this functional was to replace the correlation part of a
given GGA by a non local term and by this not only to address the open issue of vdW
interactions but also to allow for general improvements of the GGA functional. The non
local part of that replacement has the form

Enl
c =

1

2

∫∫
d3rd3r′ n(r)n(r′)φ (q, q′, |r − r′|) (3.16)

where φ (q, q′, |r − r′|) is an interaction kernel basically containing information about the
dielectric function of the system. It depends on the charge density and its gradient by
the variables q, q′ as well as on the distance between two points in space. A detailed
derivation of the vdW-DF functional is given in Appendix A. To this non local part
of the correlation functional a proper local part has to be chosen as the local part is
explicitly subtracted during the derivation. In their original work Dion et al. used LDA
correlation but later on also full GGA correlation has been assessed [157]. The second
ingredient which has to be chosen properly is the exchange part of the functional. In
the original proposal revPBE [92] has been used, which among the tested exchange
functionals best mimicked Hartree-Fock exchange and more importantly did exhibit less
spurious binding of vdW systems by exchange only. A later revision of the functional
by K. Lee et al. [158] employed rPW86 exchange which has been especially refitted.
They also reparameterized the non local part, which then led to the improved version
called vdW-DF2. Which exchange performs best is still under discussion [159–162].
Cooper et al. [160] pointed out that the present underbinding of vdW-DF is due to the
overestimation of exchange repulsion by the at that time used exchange functionals and
suggested the use of C09x exchange in combination with vdW-DF instead. Recently the
functional proposed by Vydrov and van Voorhis VV10 [163] which is based on the same
idea as vdW-DF but contains a different and simpler kernel function has attracted a lot
of attention due to its promising results [145, 164]. Earlier versions of that functional
[165] have been criticized due to the violation of some general constraints on the exact
xc-functional [166].
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When the vdW-DF functional appeared its evaluation has been quite expensive due
to the double spatial integral. Thus, first studies were restricted to rather small systems
like noble gas dimers and only post processing, which means evaluating the non local
correlation term after a normal DFT calculation, had been done [46, 167, 168]. As self-
consistent calculations were already close to being impossible one was not even thinking
of structural relaxations which would involve multiple self consistent evaluations of the
total energy. In time a number of new approaches to calculate the non local correlation
energy more efficiently have occurred. P. Lazic et al. [114] relied on a massively parallel
implementation in the JuNoLo code, Gulans et al. used a linear scaling self consistent
implementation [169] and in the group of C. Ambrosch-Draxl the six dimensional inte-
gral has been solved by means of Monte Carlo integration [170]. G. Roman-Perez and
J. M. Soler [115] have proposed a scheme which, via interpolation of the kernel, leads
to a single spatial integral in reciprocal space, which makes vdW-DF available at the
expense of a normal GGA calculation. The latter approach is nowadays available in a
number of DFT codes and has also been added to the functionalities of JuNoLo. A more
detailed description of the Soler-scheme is given in Appendix A. Thus, from this point
on the non local vdW-DF can also efficiently be used for structural relaxations. Due to
its particular functional form the Soler scheme is not directly applicable to the VV10
functional. Additional approximations had to be done by R. Sabatini et al. [116] in order
to implement an efficient version of that functional which is then termed rVV10. The
new functional rVV10 can easily be calculated with the already existing implementation
of the Soler scheme in JuNoLo.
The number of theoretical studies investigating the predictive capabilities of the dif-

ferent non local vdW functionals is increasing [126]. In particular surface science appli-
cations regarding the adsorption of small organic molecules on metal or semiconductor
surfaces [133, 152, 153, 162, 171–174] can be tested. In the already discussed study of
weakly bound layered solids by T. Björkman et al. [125] also non local xc-functionals
have been applied. The prediction of equilibrium geometries was the worst among the
studied functionals when applying vdW-DF1 and vdW-DF2 which both predict too large
interlayer distances [125]. Although vdW-DF paired with PBE exchange performed bet-
ter it could not compete with VV10, with which results even close to the benchmark
RPA results could be obtained [125]. For the binding energies vdW-DF1 and vdW-DF2
underestimated the RPA values with the newer vdW-DF2 been closer to the benchmark
[125]. VV10 overestimated the binding energy to a larger extent than vdW-DF1 under-
estimated it [125]. J. Klimeš et al. [161] found in their study on lattice constants, bulk
moduli and atomization energies for solids an overall worse performance of vdW-DF1
and vdW-DF2 for lattice constants and bulk moduli respectively, mostly due to the un-
derestimation of the lattice constants for alkali metals, while atomization energies are
slightly improved when compared to the PBE functional. The authors assigned this to
the too repulsive exchange part of the functionals as it also has been reported by Cooper
et al. [160].
Regarding the role of vdW interactions in the case of molecule surface interfaces P.
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Sony et al. [171] investigated the adsorption of thiophene on the Cu(110) surface employ-
ing vdW-DF to correct for vdW interactions. For the PBE functional a molecule-surface
distance of 2.4 Å and an adsorption energy of −0.26 eV is reported where comparison
to revPBE calculations which did not yield any binding at all showed that the present
binding in PBE is due to exchange [171]. The authors found that the vdW-DF func-
tional increases the distance between the molecule and the surface by 0.4 Å and almost
doubles the adsorption energy to −0.5 eV [171]. Unfortunately experimental benchmark
data is available only for the Cu(111) and Cu(100) surface thus P. Sony et al. concluded
based on those results that vdW-DF suggests a behavior which is in accordance with
the experiment [171].
The adsorption of three small molecules, namely melamine, NTCDA and PTCDA,

which bind to each other by hydrogen bonds, on Au(111) was studied by M. Mura et
al. [133]. While the PBE functional calculations resulted in adsorption energies between
−0.1 eV and −0.25 eV with no trend for increasing adsorption energy with increas-
ing molecule size the self consistent vdW-DF calculations yield −0.88 eV for melanine,
−1.31 eV for NTCDA and −1.88 eV for PTCDA [133]. These values not only reproduced
the expected trend in adsorption energy due to the additivity of the vdW interactions,
but in addition were close to the reported experimentally obtained values of −1.5 eV and
−2.0 eV for NTCDA and PTCDA respectively adsorbed on Au(111) [133]. The distance
between the molecules and the surface was in this case reduced with respect to the PBE
values, which were between 3.5 Å and 3.6 Å, to 3.1 Å for melanine 3.5 Å for NTCDA
and 3.3 Å for PTCDA of which the latter one got closer to the reported experimental
value of 3.27 Å [133]. The authors stressed the importance of self consistent calculation
with vdW-DF as the results may be off by 20% for some cases when non selfconsistent
calculations are performed [133].
F. Hanke et al. [162] examined the behavior of different xc-functionals including vdW

interactions and in particular combinations of different exchange functionals with vdW-
DF for the adsorption of ethene on the low index surfaces of Cu. On Cu(111) no
prediction of the preferred adsorption site by the experiment was available, but the
calculated molecule surface distance and the C-C bond length corresponding to ph-
ysisorption agreed well with the measured values for all tested functionals [162]. On
both surfaces Cu(100) and Cu(110) an adsorption on the on top site and equilibrium
distances as well as C-C bond lengths corresponding to a chemisorption are observed
[162]. While the adsorption site has been in agreement with the experiment for the (110)
surface, it varied from the observed cross-hollow site on the (100) surface. In addition
only vdW-DF combined with PBE or revPBE exchange were able to at least predict
heights and C-C bond lengths corresponding to chemisorption but both still overesti-
mated the experiment for this particular adsorption site [162]. Regarding these results
the authors could not recommend a particular density functional and pointed out that
while there is evidence for vdW density functionals performing quite well in the case
of physisorbed molecules the ability to reliably predict geometries in the case of mixed
metal-molecule bonding states remains an open issue for future work [162]. The ad-
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216 224 432 Nx, Ny, Nz

1400.0 0.0 0.0 Gcut

27.90065 0.00000 0.00000 a1
0.00000 28.99521 0.00000 a2
0.00000 0.00000 54.67389 a3

0.725405611557 n(x, y, z)
...

Figure 3.1.: Header of an example inputfile for JuNoLo. Nx, Ny, Nz are the number of grid
points for the three spatial directions, a1, a2, a3 are the lattice vectors on units of bohr and
n(x, y, z) is the charge density with the z coordinate as the fastest running index.

sorption energies were increased by the vdW functionals especially for the physisorbed
adsorption site with respect to those obtained by the PBE functional [162].
For the physisorption of H2 on the atop site of Cu(111) K. Lee et al. calculated

and compared to experimental results PECs using vdW-DF1 and vdW-DF2 [153]. The
equilibrium distances and potential well depths of 3.8 Å and −53 meV with vdW-DF1
and 3.6 Å and −39 meV with vdW-DF2 compared better with the experimental results
3.5 Å and −29 meV than the previously discussed semi-empirical approaches DFT-D3
and TS-vdW [153]. In contrast to the semi-empirical approaches both vdW-DF1 and
vdW-DF2, which gave an improvement upon its older version for both the equilibrium
distance and the well depth, were able to account for charge redistributions at the surface
[153].
It seams to be a common message of the just discussed literature that first of all at the

moment there is no final solution to correctly account for vdW interactions without sac-
rificing the speed of DFT in the GGA and second the performance of a given correction
scheme is like for all xc-functionals strongly system dependent. Semi-empirical meth-
ods in their most recent versions give promising geometries but tend to overbind and
ab initio methods of the vdW-DF type are able to give reasonable adsorption energies
but tend to yield too large molecule surface distances. Up to now there is only a small
number of studies on organic molecules adsorbed on metal surfaces utilizing the most
recent versions of vdW-schemes and thus it is not clear how these two statements trans-
fer to DFT-D3 or rVV10. The study presented in Chapter 4 and [16] will contribute
to a clarification of this issue. The accuracy of the different approaches to deal with
vdW interactions in DFT is improving with every generation. A general assessment of
the methods is not available and thus we have to do careful checks on the accuracy of
the correction schemes applied in this thesis as it will be done in Chapter 4. Another
open question is the behavior of vdW-interactions for magnetic systems. While higher
level methods include spin in a natural way the here discussed schemes do not include
spin explicitly. VdW interactions are considered to be due to spontaneous virtual dipole
excitations and as in a magnetic system the energy difference to the excited states de-
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pends on the spin, dipole excitations with the smaller energy gap to overcome occur
statistically more often. From a theoretical point of view the issue of spin in vdW is
addressed in Appendix A where a spin dependent formalism for vdW-DF is given. Only
very recently M. Obota et al. [175] have published a study applying a spin dependent
approximate version of vdW-DF.

3.3. vdW-DF in JuNoLo

The original JuNoLo code calculates the non local part of the correlation energy by
massively parallelized direct integration of Equation 3.16. This approach has the disad-
vantage that its computational cost makes self-consistent implementations of vdW-DF
not impossible as the potential can be calculated [176] but very expensive. The Soler
approach [115] allows for selfconsistent calculations on the cost only slightly larger than
a normal GGA calculation. Within the Soler approach Equation 3.16 is brought by
expanding the kernel φ(q, q′, |r− r′|) in q and q′ to the form

ENL
c [n] =

1

2

∑
α,β

∫
Θ∗α(k) Θβ(k)φαβ(k) d3k, (3.17)

where the sum runs over all interpolation points α, β, the integration runs over the first
BZ and Θα(k) is the Fourier transform of Θα(r) = n(r)pα(q(r)) with pα(q(r)) being the
expansion polynomials. The intention of upgrading JuNoLo with the Soler scheme was
to provide a set of subroutines which can be called from an arbitrary DFT code in order
to implement vdW-DF selfconsistently. The difference in the parallelization between
the original JuNoLo and the updated version then led to an independent program which
inherited the format of the original JuNoLo inputfile. An example for an inputfile is
shown in Figure 3.1. The first line of the inputfile holds the number of grid points
Nx, Ny, Nz in all three spatial dimensions. The second line is in the original JuNoLo
code used to shift the origin of the simulation cell. This option is not available in the
updated version and thus the first entry of the second line will be used to enter the cutoff
for the reciprocal space integration Gcut. If the code is used to calculate the non local
correlation energy based on a charge density obtained with the VASP code the value of
ENAUG from the OUTCAR file would be the appropriate number to have consistent
cut-off energies. In the next lines the lattice vectors in bohr and the charge density in
units of (1/bohr)3 have to be provided. These are also the required quantities which
have to be provided when the subroutines are called by another DFT code.
The Soler approach relies on Fourier transforms. In this specific implementation FTs

are needed in two different places: for the calculation of the gradient of the charge
density and to Fourier transform the θα occurring in Equation 3.17. At compilation
either FFTW [177] or the FFT of the intel MKL library both in serial or parallel can
be chosen. If other versions of FFT need to be used the subroutine taking the direction

39



3. Van der Waals interactions

of the transform and the array to be transformed as input has to be modified. The FT
is also the point which determines the efficiency of the parallelization and leads to the
different strategy as compared to the original JuNoLo. First of all each process taking
part in the FT needs at least one complete two dimensional slice of the three dimensional
array. This limits the total number of processes over which the FT is parallelized to the
number of grid points in the third spatial direction. Second the parallel FT is most
efficient in the case that the number of grid points in the third spatial dimension is an
integer multiple of the number of processes involved in the FT. Otherwise the workload
over the processes will be unbalanced.
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Semi-empirical dispersion versus

ab initio correlation effects

4.1. Thiophene on Cu(111)

One goal of molecular based nano electronics is to build electronic devices by adsorbing
organic molecules on a substrate which can be combined to integrated circuits. This
has been achieved by Smits et al. for SAMFETs1 made of oligothiophene on SiO2 [178].
Oligothiophene was chosen because of its well known conducting properties. As spacer
they used an aliphatic chain which helped forming the SAM. The molecules were then
connected to a lithographically established Au contact on a SiO2 wafer. From these
SAMFETs it was possible to build an integrated circuit. Molecular wires made of oligoth-
iophenes adsorbed on an insulating NaCl bilayer on Cu(111) have been studied by Repp
et al. [179] by STM and STS. The authors have shown that in these wires the small dis-
tance between electronic energy levels leads to a coherent coupling of the electronic and
nuclear motions. For this kind of coupling the Born-Oppenheimer-Approximation does
not hold anymore. This beyond Born-Oppenheimer regime might be useful for future
applications in molecular electronics e.g. for the mechanical control of electron transport
in molecular wires. Sändig et al. [180] have studied the adsorption of 6-thiophene and
its rotamers on Au(111) by the so called “glue model“ [181] which is a formulation of the
embedded atom method. In contrast to the free 6-thiophene molecule in the gas phase,
where the all trans configuration2 is the most stable one, the study by Sändig et al. [180]
shows that the molecules adsorb in the all cis banana shape3. The adsorption is driven

1self assembled monolayer field effect transistor
2In the all trans configuration the S atoms of two neighboring thiophene molecules within the 6-
thiophene molecule point in opposite directions.

3In the all cis shape the S atoms of two neighboring thiophene molecules within the 6 thiophene
molecule point in the same direction, which leads to a curved, banana like shape.
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by the interaction of the induced molecular dipole and the metal. The single thiophene
molecule adsorbed on Ni(110) [48], Ni(100), Cu(100) and Pd(100) [182], Cu(110) [171]
and Cu(111) [144] has been studied theoretically by means of DFT calculations. The
first article [48] focusses on the desulfurization reaction of thiophene which occurs on
the strongly interacting Ni(110) surface. The authors identify adsorption configurations
with dissociated thiophene molecules and propose reaction paths having a rather small
activation barrier. Orita and Itoh also find stable dissociated adsorption configurations
for single thiophene on Ni(100) but not for the less reactive Cu(100) and Pd(100) [182].
The article by P. Sony et al. [171] is usually cited in the context of corrections to DFT
with respect to dispersion interactions. They studied the adsorption of single thiophene
molecules adsorbed on Cu(110) with the help of the non local vdW-DF functional and
concluded that the binding of thiophene to the Cu(110) surface is only due to vdW
interactions. K. Tonigold and A. Gross came to a similar conclusion in their study on
the adsorption of small aromatic molecules on Cu(111) and Au(111) [144] with the semi
empirical DFT-D2 method to account for vdW-interactions.
An experimental study directly corresponding to the calculations reported in this work

has been performed by Kakudate et al. [183]. They have investigated by means of STM
measurements the adsorption of 8-thiophene on the Cu(111) surface at room tempera-
ture. The 8-thiophene molecules adsorb in chainlike structures on the surface. For low
coverages the chains are oriented in the

〈
112
〉
surface direction. When the coverage of

8-thiophene molecules was increased, which leads to a decrease of the number of possible
adsorption sites for molecules oriented along the

〈
112
〉
direction, also molecules oriented

in the 〈110〉 direction connecting two chains can be observed. The proportions of the 8-
thiophene molecule and the Cu(111) surface are such that in the case of the 8-thiophene
molecule oriented in the 〈110〉 direction every S atom would be located directly above a
Cu atom. For a 8-thiophene molecule oriented in the

〈
112
〉
direction this is not the case.

Thus, the authors emphasized that for the molecules oriented in the
〈
112
〉
direction the

distance between two single thiophene units was 4.4 Å which is roughly 10% larger than
the normal distance of 3.9 Å [183]. With these elongated molecules the match between
the geometric structures of the molecules and the surface will be reversed with respect
to the orientation of the 8-thiophene molecules.
Experimental results investigating the adsorption of single thiophene molecules on the

Cu(111) surface can be found in [184–187]. These are NIXSW and NEXAFS measure-
ments by which the authors were able to determine the adsorption site, the molecule
surface distance and the tilt angle of the single thiophene molecules for different cover-
ages. As it can be seen from Table 4.1, where the main results of the just mentioned
studies have been gathered, there are some differences between the results. Thus, there
is no definite picture how the single thiophene molecule adsorbs on Cu(111) from the
experimental side. The temperature programmed desorption (TPD) experiment done
by P. K. Milligan et al. provides an adsorption energy of −0.590 eV [185].
The motivation for the oligothiophene adsorbed on the Cu(111) surface is to use them

as molecular wires and by this to further reduce the dimensions of electronic devices to
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4.1. Thiophene on Cu(111)

Table 4.1.: Experimental results for the tilt angle of the molecule with respect to the surface,
the adsorption site, and the molecule surface distance dS-Cu for the adsorption of thiophene on
Cu(111) obtained from NIXSW and NEXAFS for different coverages.

Reference Method Coverage Orientation Adsorption Site dS-Cu/Å

[184] NIXSW 0.06 ± 0.01 ML (roughly) flat top 2.6 ± 0.05
NEXAFS ∗0.13 ML = 1ML

[185] NIXSW Defect site 0-7 uncertain < 2.62 ± 0.03
NEXAFS Terrace 26 top 2.62 ± 0.03

0.03 ML 12 ± 2
0.05 ML 20 ± 3 2.62 ± 0.03
0.1 ML 25 ± 4

0.12 ML 41 ± 6 top 2.83 ± 0.05
0.14 ML 45 ± 6 top 2.83 ± 0.05
0.18 ML (multilayer) 55 ± 8
0.23 ML (multilayer) 54 ± 8

[186] NIXSW (roughly) flat top 2.7 ± 0.05
NEXAFS

[187] NEXAFS 0.07 ML flat 2.5 ± 0.02
SEXAFS ∗0.11 ML = 1ML

the scale of several or even single molecules e.g. by contacting one oligothiophene on
both ends with the tips of a STM and using the molecule as a wire. In this section we
are going to study the adsorption behavior of single thiophene molecules, their dimers,
4-thiophene as a representative of oligothiophenes and dimers of 4-thiophene on the
Cu(111) surface. The section is organized as follows: First we will discuss the single
thiophene and its dimer as well as 4-thiophene and its dimer in the gas phase. Then
we will give the parameters of the calculations, discuss the geometric and the electronic
structures and also compare our results with recent experiments where available. Most
of the results presented in this section have been already published in [16].
We optimized the geometry of a single thiophene molecule in a 15 Å×15 Å×15 Å and

4T in a 25 Å× 15 Å× 15 Å large, empty box. We used the hard PAW pseudopotentials
for C, H and S from the VASP database. The cutoff energy was chosen to be 700 eV
in order to obtain bond lengths and bond angles which are within deviation from the
experiment and from recent DFT calculations [144]. The calculated dipole moment of the
single thiophene molecule is 0.41 D which is close to the value obtained in [144]. The
4T molecule has been calculated in the all trans configuration which is the proposed
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4. Semi-empirical dispersion versus ab initio correlation effects

Figure 4.1.: Energy difference with respect to the optimized geometry of the 4T molecule
upon rigid rotation along the 2,2’ C-bond. The barrier height for rotating one part of the
4-thiophene molecule is only 160 meV.

configuration of [183], thus the total dipole moment of the molecule vanishes. The
energy cost to rotate one thiophene unit of the 4T molecule from the trans to the cis
configuration has been calculated by successively rotating one thiophene unit around the
2,2’ C-C bond to the next thiophene unit. The resulting curve of the energy as a function
of the rotation angle is depicted in Figure 4.1. The barrier height for the rotation of one
thiophene unit from the trans to the cis configuration is 160 meV. Previously published
results regarding the change of bithiophene from the cis to the trans conformation show
similar values [188, 189]. Because of this low barrier we have to expect upright standing
molecules with rotated parts as it has been studied for terpyridine on Cu(111) by Shi et
al. [190] although in their study the authors have found that flat physisorption is favored
with respect to chemisorption.
To prepare for the later calculations of dimers of thiophene and 4T adsorbed on

the Cu(111) surface, we also studied the molecules in the gas phase. The 1T dimers
have been calculated in a large empty box in four different configurations, which are
shown adsorbed on the Cu(111) surface in Figure 4.4. Except for configuration (d) all
configurations are within computational accuracy equal in energy and are only weakly
bound. The distance between the geometric centers of the two molecules is 6.81 Å,
6.61 Å, 6.57 Å and 4.61 Å for configuration a, b, c and d. This picture is not changed
by adding vdW corrections, neither by DFT-D2 nor DFT-D3. The absolute values of
the binding energies are increased by the inclusion of vdW corrections but they are
still within error bars equal and the distance between the two molecules is changed by
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4.1. Thiophene on Cu(111)

Figure 4.2.: Schematic of the fcc cell to visualize the crystallographic directions needed
throughout the discussion in this chapter. The blue area represents the hexagonal (111) surface
plane of the fcc lattice and the red area the (100) surface plane. The [110] direction along the
nearest neighbor atoms and the

[
112

]
along the diagonal of the diamond spanning the hexagon

of the (111) surface are depicted.

less than 0.01 Å. The same holds true for 4T dimers, where we checked whether the
molecules like to stack either by completely overlapping or by overlapping at only one
thiophene part. The latter case is slightly preferred but the energy differences are with
at most 12 meV small.
As an initial step we studied the adsorption geometry of single thiophene molecules on

the Cu(111) surface. By this we can get a first guess how the oligothiophene chains would
adsorb on the surface e.g. where the S atoms of the molecule like to adsorb and in which
direction the rest of the molecule is oriented. For the single thiophene molecule we used
a 5× 3

√
3 supercell with respect to the unit cell of the (111)-surface. This choice leads

to a 12.86 Å distance between periodically repeated images of the thiophene molecule
in x direction and 13.37 Å in y direction. The in our method intrinsic interaction
between periodic images should by this be reduced to a minimum which means we are
really dealing with a single thiophene molecule adsorbed on Cu(111). For the study of
single thiophene dimers adsorbed on the Cu(111) surface we took the relaxed geometries
of the dimers from the gas phase and adsorbed them on the surface such that one of
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4. Semi-empirical dispersion versus ab initio correlation effects

Figure 4.3.: (a) single thiophene molecule in the relaxed configuration. The molecule adsorbs
on the top position with the molecular c2-axis oriented along the

〈
112

〉
surface direction.

(b) side view of the single thiophene molecule. The tilt angle δ = 18◦ goes to zero when
vdW corrections are included (c). (d) - (h) other adsorption configurations with the S atom
occupying the high symmetry adsorption positions top, bridge, fcc- and hcp-hollow of the (111)
surface with the molecule oriented in

〈
112

〉
or 〈110〉. The directions on the (111) surface are

indicated in (e). Energy differences are given with respect to the lowest energy configuration
depicted in (a) which defines the zero.

the two molecules lies in the most stable geometry of a single thiophene molecule on
the surface. In order to minimize the interaction with periodically repeated images
of the molecules we used a 6 × 4

√
3 supercell. For the 4-thiophene (4T) molecule we

extended the supercell used for a single thiophene molecule to a rectangular 9 × 3
√
3

supercell. The distance between the 4T molecules in neighboring unit cells is at least
6.84 Å. For dimers of 4-thiophene we chose a 14 × 4

√
3 supercell. Except for the

calculations regarding the dimers of 4-thiophene the Cu(111) surface was represented by
a slab consisting of six layers with the computationally obtained lattice constant of Cu
a0 = 3.63 Å. Due to computational costs the number of Cu layers had to be reduced
to three for the calculations of the 4-thiophene dimers. While the adsorption geometry
is not very sensitive to the number of metal layers greater than three, the electronic
structure might be influenced as the correct description of the Cu(111) surface requires
a greater number of layers. The Cu(111) slab was separated from its mirror image in
z direction by 13 Å of vacuum. As cutoff energy for the calculations 500 eV has been
chosen. For the Brillouin-Zone integration we used the Γ-point during relaxations. The
molecules and the uppermost three layers of the surface were allowed to relax until the
forces acting on each atom became smaller than 0.003 eV/Å. In the case of 4T dimers
only the uppermost Cu layer was free to relax.
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4.1. Thiophene on Cu(111)

As possible adsorption sites we calculated configurations with the S atom occupying
the top position, the bridge site and the fcc or hcp hollow sites of the Cu(111) surface,
which are the positions of high symmetry for the (111) surface. The top site is directly
on top of a Cu atom of the first surface layer. The hcp and fcc hollow sites are on top
of Cu atoms in the second and third layer respectively. The bridge site is on the center
between two surface atoms. The top and the two hollow sites fcc and hcp have a threefold
symmetry while the bridge position is only twofold symmetric. As starting orientation
the molecule was oriented in 〈110〉 or in

〈
112
〉
direction of the surface or perpendicular to

the surface. We also calculated one orientation rotated by 15 ◦ with respect to the
〈
112
〉

direction in order to get a better understanding of the structure of the potential energy
surface but this configuration was not stable and the molecule rotated back to the

〈
112
〉

direction. Within DFT the most stable adsorption position turned out to be with the S
atom adsorbed almost on top of a Cu atom with the molecule oriented in

〈
112
〉
direction.

The S is 0.18 Å in
〈
112
〉
direction away from the exact on top position. The distance

between the S atom and the Cu atom underneath is 2.67 Å. A change of the orientation
to the 〈110〉 direction leads to an energy difference of 6 meV which is rather small and
roughly represents the accuracy limit of our calculations. The energy difference when
moving the S atom from the top to the bridge position while keeping the orientation of
the molecule fixed is with 39 meV more significant. Thus, for the adsorption of single
thiophene molecules on the Cu(111) surface it is more important where the S atom
is located than how the molecule is oriented. Experiments for thiophene on Au(111)
show that the molecule adsorbs in an upright standing configuration for densely packed
structures [191, 192]. Although Tonigold et al. in their calculations did not find stable
configurations with upright standing thiophene molecules on Au(111) we also checked
this case for Cu(111) because when we study later dimers of thiophene adsorbed on the
surface a π−π stacked chain of thiophene molecules could be a stable solution. Except for
the configuration with S over the bridge position, which is 116 meV and thus significantly
higher in energy than the most stable configuration, the perpendicular configurations
were not stable and relaxed to the already known flat geometries. The relaxation of the
surface will be shortly discussed now as the adsorption of S containing species on the
Cu(111) surface has been shown to induce significant distortions of surfaces. For the
adsorption of single S atoms on the Cu(111) surface a coverage dependent displacement
of nearest neighbor atoms up to 0.1 Å for the lowest coverage has been reported [193]
due to the strong interaction of the S atom with the Cu surface atoms. In the case of a
single thiophene molecule adsorbed on the Cu(111) surface the maximum displacement
of nearest neighbor atoms of the uppermost surface layer is 0.03 Å and thus much less
pronounced than for the single S atom. The largest distortion in our case is that the Cu
atom underneath the S atom is pulled out of the surface plane by 0.1 Å.
In Figure 4.3 (b) the side view of the thiophene molecule adsorbed on the Cu(111)

surface shows that the molecule is not adsorbed flat but tilted with respect to the plane
of the surface by an angle δ = 18 ◦. As the tilt angle as well as the molecule surface
distance depend crucially on the correct description of dispersion interaction, we also did
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Figure 4.4.: Relaxed adsorption configurations of dimers of single thiophene molecules ad-
sorbed on the Cu(111) surface. The energies given are with respect to the state of lowest
energy (a).

Table 4.2.: Adsorption energies in eV, molecule surface distances in Å and tilt angles in ◦

for the single thiophene molecule adsorbed on the Cu(111) surface self consistently calculated
with the PBE functional, the DFT-D2 and the DFT-D3 method for comparison with the
experiment [185]. The vdW-DF1 adsorption energy evaluated at each particular geometry is
given in brackets.

Method Exp. [185] PBE DFT-D2 DFT-D3

Eads (eV) −0.590 -0.137 (-0.722) -1.018 (-0.373) -0.605 (-0.575)
dCu-S (Å) 2.62± 0.03 2.67 2.41 2.66
δ (◦) 26± 5 18 0 9

relaxations for the described configurations using the semi-empirical DFT-D2 and DFT-
D3 methods as well as the non-local vdW-DF functional as an attempt to correct for
long range dispersion interaction within DFT. When using the DFT-D2 method for the
flat lying molecule all starting configurations relaxed towards the already discussed most
stable configuration with S on top of Cu and the molecule oriented in

〈
112

〉
direction.

The tilt angle δ is decreased to zero and the distance between S and the Cu atom directly
underneath is reduced to 2.41 Å. The tilt angle obtained with DFT-D3 is δ = 9 ◦ and
the distance between the molecule and the surface is 2.66 Å which is very close to the
PBE result. With the non local vdW-DF2 functional the tilt angle vanishes and the
molecule surface distance increases to 3.38 Å.
This can be compared to the results for the adsorption site, the tilt angle and the

molecule surface distance of the already mentioned NIXSW and NEXAFS measurements.
These experiments have been done by P. K. Milligan et al. [184, 185], Imanishi et al. [187]
and Rousseau et al. [186]. Some data from their studies has been gathered in Table 4.1
and the relevant data for the comparison of our calculations is given in Table 4.2. In
their extensive study [185] on single thiophene adsorbed on Cu(111) for a set of different
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coverages P. K. Milligan et al. concluded that thiophene adsorbs in the top position with
a tilt angle of 26± 5 ◦ and a distance between the S atom and the Cu atom underneath
of 2.62±0.03 Å for a coverage of 0.03 ML. 1 ML corresponds to one thiophene molecule
per surface atom in their definition. Applying this definition to our system leads to
a coverage of 0.033 ML. Thus, our coverage is comparable to the experiment. When
comparing the adsorption geometry all applied methods PBE, DFT-D2, DFT-D3 and
vdW-DF yield the correct adsorption site. While the distance between the S atom and
the Cu atom predicted by PBE and DFT-D3 is in agreement with the experiment the
DFT-D2 methods underestimates the molecule surface distance and vdW-DF yields a
way too large distance. In addition, at variance with the experiment, both DFT-D2
and vdW-DF predict a flat lying thiophene molecule. Thus, from this comparison we
can conclude that the PBE functional describes the adsorption geometry of thiophene
adsorbed on Cu(111) well and among the tested methods to account for long range
dispersion interactions DFT-D3 is closest to the experiment.
In the following we will address how dimers of single thiophene adsorb on the Cu(111)

surface. In all relaxed configurations depicted in Figure 4.4 both S atoms occupy a top
position of the Cu(111) surface and in most of them both molecules are oriented in the〈
112
〉
direction. The tilt angle is the same for both molecules as for a single thiophene

molecule. In the most stable configuration both S atoms are facing each other being
adsorbed on nearest neighbor Cu atoms in

〈
112
〉
direction. The molecules are separated

by a distance of 8.8 Å between their geometric centers. The distance between the S
atoms and the Cu atoms underneath is 2.58 Å calculated with the PBE functional and
2.40 Å with DFT-D2, which is slightly shorter than for a single thiophene molecule.
The energy differences between the relaxed adsorption configurations calculated with
the PBE functional are with at most 11 meV similarly small as in the single thiophene
case. This suggests that a larger number of different geometrical configurations can be
observed experimentally. However, when accounting for dispersion interactions via the
DFT-D2 scheme the energy difference between the most stable configuration and the
least stable configuration increases to 103 meV.
Kakudate et al. [183] observed in their STM study of 8-thiophene adsorbed on Cu(111)

done at room temperature chain like structures oriented in
〈
112
〉
for low coverages.

When increasing the coverage and thus the available space for molecules oriented in〈
112
〉
gets filled, 8-thiophene molecules also adsorb oriented in the 〈110〉 direction. We

investigated the already computational demanding adsorption of 4-thiophene on the
Cu(111) surface as a model for the larger system studied in the experiment. Besides
the configurations having the two different orientations in

〈
112
〉
and in 〈110〉 direction

we also examined a configuration with the short axis of the molecule perpendicular to
the surface, but this configuration has not been stable i.e. it relaxed back to the flat
adsorption geometries. For the single thiophene molecule the S atom adsorbed directly
on top of a Cu atom in the most stable geometry. This fact favors the 4-thiophene
molecule oriented in the 〈110〉 direction because in this case the match between the size
of the molecule and the distance between the Cu atoms of the surface is perfect and every
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4. Semi-empirical dispersion versus ab initio correlation effects

Figure 4.5.: (a-g) relaxed geometries of 4-thiophene dimers adsorbed on Cu(111) with different
orientations. Energy differences are given with respect to the lowest energy configuration de-
picted in (a) which defines the zero. (g)-(i) relaxed configuration of single 4-thiophene molecules
adsorbed on Cu(111) oriented in 〈110〉 and

〈
112

〉
direction.

S atom of 4-thiophene is able to occupy a top position. This reasoning is reflected by the
results of our calculations. With the PBE functional the configuration with 4-thiophene
oriented in the 〈110〉 direction is more stable and the energy difference is 58 meV. The
calculations with the DFT-D2 method yields an energy difference of 251 meV in favor
for the molecule oriented in 〈110〉. Also computing an energy difference of 107 meV with
the post-processing method of vdW-DF1 based on the PBE geometry and charge density
does not change this energetic order. Thus, our calculations predict for the adsorption
of 4-thiophene on the Cu(111) an orientation of the molecule which is opposite to the
orientation observed in the experiment. The 4-thiophene molecule adsorbed on the
Cu(111) surface is slightly bent. The distance between the S atoms of the outer two
thiophene units and the Cu atoms directly underneath them obtained with the PBE
functional is with a value of 3.02 Å shorter than the molecule surface distance of the
central two thiophene units, which is 3.10 Å. But both distances are significantly larger
than the molecule surface distance of the single thiophene molecule. DFT-D2 results in
a less bent geometry with again much shorter distances between S and Cu of 2.41 Å and
2.49 Å for both the outer and the central two thiophene units.
The adsorption of a second 4-thiophene molecule on Cu(111) to form a dimer is our

model for the molecular chains observed in the experiment. However, the preferences for
the 〈110〉 direction which has been shown in the last paragraph is conserved. The most
stable configuration of a 4-thiophene dimer oriented in the

〈
112

〉
is still 0.5 eV with DFT-

D2 higher in energy than the least stable configuration oriented in the 〈110〉 direction.
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Table 4.3.: Adsorption energies per molecule of single thiophene, a dimer of single thiophene,
4-thiophene and a dimer of 4-thiophene adsorbed on Cu(111) calculated with the PBE func-
tional and the DFT-D2 method in eV.

Molecule Configuration PBE DFT-D2

Thiophene Fig. 4.3 (a) -0.137 -1.018
Thiophene dimer Fig. 4.4 (d) -0.148 -1.112
4-thiophene Fig. 4.5 (h) -0.344 -3.554
4-thiophene dimer Fig. 4.5 (a) -0.392 -3.636

Kakudate et al. [183] observed in their experiment a distance of 4.4 Å between two bright
lobes which have been assigned to single thiophene units of the 8-thiophene molecule.
This distance is larger than the 3.9 Å which an 8-thiophene molecule would have in the
gas phase. These elongated 8-thiophene molecules would reverse the energetic order of
the two different orientations due to the perfect match between the geometric structures
of the molecule and the surface as the distance between two single thiophene units in
the elongated 8-thiophene molecule would be very similar to the distance between two
Cu atoms in the

〈
112
〉
direction. Thus, we repeated the calculations of 4-thiophene

dimers on the Cu(111) surface with elongated molecules in order to check the validity
of the just described scenario. When the elongated 4-thiophene molecules are allowed
to freely relax on the Cu(111) they immediately return to their not stretched state due
to the large amount of energy required to elongate the intramolecular bonds. If we
fix the position of the S atoms above the Cu atoms and by this force the molecules
to stay in their elongated shape the final configuration is 5.56 eV higher in energy
than the corresponding configuration with not stretched molecules. In consequence our
calculations have shown that the scenario of elongated 4-thiophene molecules oriented
in
〈
112
〉
direction is energetically not stable.

The adsorption energy of single thiophene molecules on the Cu(111) surface has been
measured experimentally by P. K. Milligan et al. [185]. Its value −0.59 eV suggests
that thiophene is weakly chemisorbed on the Cu(111) surface. Calculated with the PBE
functional the adsorption energy is −0.137 eV where negative values mean that the
molecule is bound to the surface and the adsorption energy has been obtained as the
difference of total energies of the combined system and the sum of the clean surface and
the molecule in the gas phase:

Eads = E1T/Cu(111) − ECu(111) − E1T (4.1)

Previous calculations [144] resulted in a less strong adsorption energy of −0.070 eV.
One reason for this difference is the smaller supercell in their case, which corresponds
to a higher coverage. They also used different parameters for their calculations: a lower
cutoff energy of 400 eV, five layers of Cu to model the surface slab and consistently with
their smaller supercell a 4 × 4 × 1 k-point mesh. Unlike the molecule surface distance,
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which was already reasonably predicted by the PBE functional, the adsorption energy
is underestimated by our PBE calculations when compared to the experimental value of
−0.590 eV [185]. When we compute the adsorption energy at the PBE geometry with
the vdW-DF1 functional we obtain −0.722 eV as given in Table 4.2 which indicates a
much stronger binding of the molecule to the surface and is closer to the experimental
value.
We have also calculated the adsorption energy self consistently with the DFT-D2 and

the DFT-D3 approach to correct for long range dispersion interactions within DFT.
Applying the DFT-D2 approach leads to an adsorption energy of −1.018 eV. One can
observe that DFT-D2 results in a strong binding of the molecule to the surface and
overestimates the adsorption energy with respect to the experimental value at a similar
order of magnitude as the PBE functional underestimated it. This is mainly due to the
fact that DFT-D2 is not sensitive to the chemical environment of the atoms. It treats
every atom of a species with the same C6 coefficient. But in reality the polarizability and
thus the C6 coefficient of the metal atoms further away from the surface should decrease
as a function of the distance to their interacting partners due to screening effects of the
metal. Mercurio et al. proposed in their study [151] a way to achieve an effect similar
to the screening of the metal. When calculating the vdW corrections via DFT-D2 they
took into account a smaller number of metal layers than have been present in their
original calculations. By this they obtain a much better agreement of the adsorption
energy with their experimentally obtained value. We followed this proposal for our case
of thiophene adsorbed on Cu(111) by subsequently neglecting all Cu layers except for
the uppermost one when calculating the dispersion corrections. The adsorption energy
using DFT-D2 with only one surface layer taken into account is −806 meV which is closer
to the experiment than the original DFT adsorption energy but still not perfect. The
main contribution to the difference of 212 eV between the DFT-D2 adsorption energy
calculated with all six layers and with only one layer is provided by the first two layers.
DFT-D3 which includes the bonding situation of the atoms by distance and coordination
number dependent C6-coefficients leads to a significantly smaller correction of the ad-
sorption energy to −0.605 eV which again is close to and in remarkably good agreement
with the experimental value. In fact for all three quantities tilt angle, molecule surface
distance and adsorption energy, which are listed for comparison of our calculations with
the experiment in Table 4.2, DFT-D2 gives too strong corrections while the DFT-D3
results are more moderate and comparable to the experiment. While the self consistent
calculation using the vdW-DF2 functional lead to a way too large molecule surface dis-
tance and a vanishing tilt angle the adsorption energy of −0.478 eV is not so far from
the experimental adsorption energy.
The adsorption energies per molecule for the single thiophene dimer, the 4 thiophene

molecule and the dimer of 4 thiophene molecules which have been calculated with the
PBE functional and the DFT-D2 method are listed in Table 4.3. In the last two para-
graphs we have shown that PBE and DFT-D2 yield the two extreme cases for the
adsorption energy of weak binding in the case of PBE and strong binding in the case
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Figure 4.6.: Adsorption energy of a single thiophene molecule adsorbed on Cu(111) as a func-
tion of the molecule surface distance calculated with PBE, DFT-D2, DFT-D3, vdW-DF and
rVV10. Starting from the PBE geometry the molecule has been rigidly shifted closer or further
away from the surface (a) or the Cu-S distance has been fixed while the rest of the molecule
was allowed to relax (b).

of DFT-D2. The adsorption energy per molecule of a single thiophene dimer calculated
with the PBE functional is −0.148 eV and with the DFT-D2 method −1.112 eV. Both
methods yield a slightly stronger binding per molecule for a dimer than for a single
thiophene molecule. Thus, the formation of dimers is favored over the adsorption of
single molecules on the Cu(111) surface. For the 4-thiophene molecule we obtain an ad-
sorption energy of −0.344 eV with the PBE functional and −3.554 eV with the DFT-D2
method. Overall the 4-thiophene molecule is bound more strongly to the surface than
a single thiophene molecule but the adsorption energy of a 4-thiophene molecule is less
than four times the adsorption energy of a single thiophene molecule. This is due to the
fact that first of all we have six C-H groups less than four single thiophene molecules
would have and second the molecule surface distance of the central two thiophene units
is larger than it would be for a single thiophene molecule which is an indicator for a less
strong binding. Also for 4-thiophene molecules the formation of dimers is favored over
the adsorption of single molecules.
Up to now we discussed regarding the correction for dispersion interactions the results

from our self consistent calculations which means we computed the forces on the atoms
from the dispersion energy and added these forces to the DFT forces. By this procedure
we obtained self consistent relaxed coordinates. One can also calculate the adsorption
energy as a function of the molecule surface distance by rigidly shifting the molecule
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4. Semi-empirical dispersion versus ab initio correlation effects

closer to or further away from the surface without further relaxations. The position
of the minimum of the curve gives the equilibrium distance between the molecule and
the surface and its depth the adsorption energy. An important issue when calculating
molecule surface distances and adsorption energies with this procedure is the choice of
the geometry and the relevance of structural relaxations for the evaluation of the total
energies with the different methods to account for dispersion interactions. The numbers
calculated in this way will differ from the self consistently obtained values due to the
fact that the geometry assumed for the calculation might not and in most cases will not
be the equilibrium geometry belonging to the method under consideration. In Figure 4.6
the adsorption energy of a single thiophene molecule adsorbed on the Cu(111) surface
as a function of the molecule surface distance has been plotted for different methods
to account for dispersion interactions and different approaches how to treat structural
relaxations. First we took the relaxed PBE coordinates, shifted the molecule without
further relaxations and calculated the total energy with the different functionals and
semi-empirical methods which are depicted in Figure 4.6. The according curves in Fig-
ure 4.6 (b) include additional relaxations of the molecule only. To obtain this we fixed
the distance between the S atom and the Cu atom and allowed the rest of the molecule
to relax. By this procedure we obtain an equilibrium configuration for each particular
molecule surface distance. While the equilibrium distance of the self-consistent DFT-
D2 calculations is reproduced quite well when additional relaxations of the thiophene
molecule are allowed, the unrelaxed curve predicts an even 0.2 Å shorter molecule sur-
face distance. The DFT-D2 adsorption energies extracted from Figure 4.6 (a) and (b)
−0.896 eV and −0.801 both underestimate the self-consistent DFT-D2 adsorption en-
ergy due to the fact that both geometries used to calculate the adsorption energy are not
the equilibrium geometry of the DFT-D2 method. The same conclusions can be drawn
for the DFT-D3 results which emphasizes the importance of structural relaxations for
an appropriate description of the adsorption energy and the molecule surface distance.
For the rVV10 functional up to now unfortunately no self consistent implementation is
available in the VASP code. Thus using the post processing approach is the only way
to evaluate its performance. The predicted molecule surface distance agrees with the
PBE and the DFT-D3 value and thus also with the experiment when relaxations of the
molecule are taken into account. Without the additional relaxations the curvature of the
binding energy curve obtained with the rVV10 functional shows a tendency towards a
slightly shorter molecule surface distance but both the relaxed and the unrelaxed curve
have their minimum at 2.67 Å. The adsorption energy without and with relaxations
is identical −0.738 meV because both the relaxed and the unrelaxed curve have their
minimum at the PBE equilibrium distance. In this case both geometries coincide.
An adsorption energy of −0.137 eV for the single thiophene molecule adsorbed on the

Cu(111) surface would suggest that the molecule is physisorbed. The second quantity to
look at in order to make this statement definite is the charge transfer. In Figure 4.7 the
charge density difference integrated over the plane perpendicular to the [111] direction
for both the PBE and the DFT-D2 calculation is plotted which allows us to discuss the
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Figure 4.7.: Charge density difference upon adsorption of a single thiophene molecule on the
Cu(111) surface integrated over the plane perpendicular to the [111] direction. The position of
the uppermost surface layer is at z = 0. Overall charge is been transferred from the molecule
to the surface. Also a small dipole forms between the molecule and the surface.

charge transfer occurring at the interface. To obtain this image we subtracted the charge
density of a single thiophene molecule in the gas phase and the charge density of the
clean surface from the total charge density of the molecule adsorbed on the surface and
integrated over the surface plane. In order to give a number for the amount of charge
transferred from the molecule to the surface one has to define a surface separating the
thiophene molecule and the Cu(111) surface. This will lead to a rather rough estimate
of the charge transfer, which gives a hint of the order of magnitude of the effect. These
kind of estimation for the transferred charge has also been done by Rusu et al. [194] for
PTCDA4 adsorbed on different metal surfaces. The amount of charge transferred can
be estimated by

q = −
∫
z0

∆n(z)dz, (4.2)

where z0 is the point where the charge density difference integrated over the surface
direction ∆n(z) depicted in Figure 4.7 equals zero in the region between the molecule and
the surface. This point z0 defines the aforementioned surface separating the thiophene
molecule and the Cu(111) surface. By following this procedure we obtain ≈ 0.1 electrons
transferred from the molecule to the interface for the PBE calculation and ≈ 0.2 for the
DFT-D2 calculation. With the non local vdW-DF2 functional the charge transferred
from the molecule to the interface amounts to ≈ 0.06 electrons. These numbers show

43,4,9,10-perylene-tetra-carboxylic-di-anihydride
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us that the charge transfer for thiophene adsorbed on Cu(111) is small compared to
the charge transfer obtained for PTCDA [194]. Kiguchi et al. observed in their XPS5
experiments [195] for 6-thiophene films on Cu(111) that the position of the principal
peak in the spectrum did not change as a function of the substrate temperature and
the film thickness. From this they conclude that the interaction of 6-thiophene with the
surface is weak and the charge transfer must be very small. Keeping in mind that we
have investigated single thiophene molecules instead of 6-thiophene and used a much
lower coverage this can only be seen as a small hint not to expect very large charge
transfer and thus support our very small numbers. In Figure 4.8 (a) a section of the
three dimensional charge density difference with a plane cutting through the center of
the thiophene molecule is shown, from which we can see that charge rearranges at the
molecular side. In addition charge accumulates at the interface between the S and the Cu
atom which is due to the formation of weak chemical bond. The charge rearrangement
at the molecular side shows that not only the S lone pair contributes to the chemical
bond but also the π electron system. Thus, regarding the small adsorption energy we
are dealing in this case with weak chemisorption.
Because of the large difference between the PBE adsorption energy −0.137 eV and

the adsorption energy calculated with the vdW-DF functional −0.722 eV at the PBE
geometry and with the PBE charge density, it is worth to have a closer look at the
correlation energy term of the total energy. When in both calculations the same exchange
functional is used the difference in the adsorption energies ∆Eads = EPBE

ads − EvdW-DF
ads

equals the difference of the correlation binding energies of both functionals. In particular
both functionals include the LDA correlation thus the difference arises only from the
semi-local correction to LDA in the case of the PBE functional and from the non-local
correction to LDA in case of the vdW-DF functional: ∆Eads = ∆ESL

c −∆ENL
c . The real

space correlation binding energy densities, which are according to the charge density
difference defined as the difference of the correlation energy density of the total system
and the sum of the correlation energy densities of the clean Cu(111) surface and the
single thiophene molecule in the gas phase, are shown in Figure 4.8 for the PBE, the
DFT-D2 and the vdW-DF2 relaxed geometry. The LDA correlation binding energy
density depicted in Figure 4.8 (b) follows closely the charge density difference due to
the functional form of the LDA. The largest negative contribution comes from the area
at the interface between the Cu atom and the S atom where the weak chemical bond is
formed. The semi-local correlation binding energy density is the semi-local correction
to the LDA correlation used in the PBE functional. It is spatially confined to a similar
region as the LDA correlation binding energy density. The main difference is the slightly
larger spatial extension due to the additional information about the surrounding of each
charge density point from the charge density gradient entering the correlation energy
density. In contrast to the semi local correction to the correlation binding energy density
the non local correlation relates not only points from the direct neighborhood to each

5x-ray photoelectron spectroscopy
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4.1. Thiophene on Cu(111)

Figure 4.8.: The columns show from left to right the charge density difference (a), the LDA
correlation binding energy density (b), the semi local correction (c) and the non local correction
(d) to the correlation binding energy density on a plane cutting through the center of the
thiophene molecule adsorbed on Cu(111) in the from top to bottom relaxed PBE, DFT-D2 and
vdW-DF2 geometry. The same color scale has been used for each particular set of densities.
The black line in the color bar indicates the position of the zero.

other but basically the whole unit cell in real space. Thus, also regions can contribute
to the correlation binding energy density which did not have an impact in the LDA or
the semi local case. In the right hand column of Figure 4.8 (d) the non local correlation
is mainly localized around the S atom and the Cu atoms of the first surface layer while
LDA and the semi local correction have been localized in the area between those atoms
where the weak chemical bond is formed. The overall behavior does not change when we
perform the same analysis for the other two geometries shown in Figure 4.8. The change
of the strength of the depicted quantity corresponds to the change of the interaction
strength when going from weakest to strongest vdW-DF2 over PBE to DFT-D2.
In Figure 4.9 the PDOS for the single thiophene molecule adsorbed on Cu(111) is

shown for the equilibrium geometries obtained with and without vdW corrections. The
upper panel shows projections onto s and p states of the thiophene molecule obtained
from the PBE, the DFT-D2 and the self-consistent vdW-DF2 calculation which would
correspond to σ and π type orbitals in the case of the thiophene molecule in the gas phase.
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Figure 4.9.: Projected density of states on specific atomic orbitals for a single thiophene
molecule adsorbed on Cu(111), the Cu atom directly underneath the S atom and a Cu atom of
the clean Cu(111) surface calculated with the PBE functional (left), with the DFT-D2 method
(middle) and with the non local vdW-DF2 (right). The PDOS has been broadened by a 0.1 eV
Gaussian.

The PDOS calculated with the PBE functional shows that the interaction between the
pz states of the molecule with the d states of the Cu(111) surface leads to the formation
of hybrid molecule surface interface states in the energy interval between −3.2 eV and
−1.25 eV. The energetic position of these interface states changes when the DFT-D2
method is applied. The distance between the thiophene molecule and the Cu(111)
surface is decreased which results in a stronger interaction and therefore a shift of the
interface states to lower energies. In addition the sharp peak present at 2.1 eV above
the Fermi level is broadened and shifted to lower energies. The opposite is the case
when the vdW-DF2 functional is used for the calculations. The hybrid molecule surface
interface states are more sharp at the molecular site compared to the calculation with
the PBE functional. The interaction between the molecule and the surface is reduced
because of the much larger molecule surface distance. The middle and the lower row in
Figure 4.9 show the PDOS on the d states of the Cu atom directly underneath the S
atom and of a Cu atom on the clean Cu(111) surface. The shape of the PDOS for the
in-plane orbitals dxy and dx2−y2 is practically unaffected by the adsorption of the single
thiophene molecule on the Cu(111) surface. The shape of the PDOS for the out of plane
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4.1. Thiophene on Cu(111)

Figure 4.10.: Simulated STM images of the single thiophene molecule adsorbed on Cu(111)
calculated with the PBE, the DFT-D2 and the vdW-DF2 geometry in order to show all extreme
cases for a number of bias voltages between −1.5 V and +1.5 V. Negative bias voltages
correspond to tunneling from occupied sample states to empty tip states.

d orbitals dxz, dyz and dz2 is changed due to the strong molecule metal hybridization in
the case of the PBE functional and the DFT-D2 method. For the latter the out-of-plane
d−states are pushed to lower energies compared to the PBE calculation. With vdW-DF2
only the dz2 PDOS changes due to the adsorption of the thiophene molecule. The same
observations can be made for the densities of states of the dimers of single thiophene,
the 4T molecule and dimers of 4T adsorbed on the Cu(111) surface.
The differences in the electronic structure for the three different geometries obtained

with the PBE functional, the semi-empirical DFT-D2 approach and the vdW-DF2 func-
tional are also visible in the simulated STM images depicted in Figure 4.10. These STM
images have been simulated within the framework of the Tersoff-Hamann-model [196]
by calculating an isosurface of the charge density as a function of energy integrated
from the Fermi level to the applied bias voltage. These surfaces of equal charge density
correspond to surfaces of equal current within the Tersoff-Hamann model of the STM
and thus offer a way to simulate STM images in the constant current mode. The simu-
lated STM images obtained with the PBE functional shown in Figure 4.10 do not vary
a lot as a function of the bias voltage. For negative voltages they show a round shape
which becomes slightly more rectangular for positive bias voltages. The non zero tilt
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angle of thiophene adsorbed on the Cu(111) surface calculated with the PBE functional
shows up as a variation of contrast from bright to dark when going from the top to the
bottom of the image. This contrast vanishes together with the tilt angle when using
the DFT-D2 method instead of the PBE functional. In addition the thiophene molecule
has a pentagonal shape for negative bias voltages which is enhanced to a crosslike shape
for positive bias voltages. The different shape of the thiophene molecule between the
images obtained with the PBE functional and the DFT-D2 method are due to stronger
hybridization between the molecule and the surface in the second case. In the simulated
STM images obtained with the vdW-DF2 functional we can see the third case in terms
of molecule surface interaction. The thiophene molecule does not show the brightness
asymmetry because also with vdW-DF2 the tilt angle vanishes. The thiophene molecule
is round shaped due to the large molecule surface distance and the corresponding weaker
hybridization between the molecule and the surface. These differences in the simulated
STM images for the three different geometries should be identifiable also in a real STM
experiment.

4.2. From weak to strong coupling - COT on
Au(111), Au(100), Ag(100) and Cu(100)

The cyclooctatetraene (COT, C8H8) molecule in its neutral charge state is a non aromatic
molecule. It does not fulfill Hückel’s rule of aromaticity because it has only eight π
electrons which cannot be expressed by 4n + 2 where n is an integer. If COT in the
charge neutral state would adopt a flat shape there would be a HOMO consisting of
two degenerate half occupied π states which is a textbook example of the first order
Jahn-Teller effect. If a molecule has a half filled double degenerate HOMO it can lower
its energy by completely filling one of the two degenerate states. The now empty state
will rise in energy. The asymmetric change in the charge density of the now completely
filled orbital leads to a symmetry breaking of the molecule. Thus, the most stable
conformation of COT in its charge neutral state breaks the D8h symmetry which a
planar structure of the molecule would suggest. It is not flat but has a tub like shape
which has D2v symmetry [197]. When the molecule gets charged or ionized twice it can
become aromatic as in this case Hückel’s rule is fulfilled and the molecule in addition
undergoes a conformational change and becomes flat [198, 199]. With the first electron
added or withdrawn from the molecule COT adopts a flat shape with D4h symmetry
[199] while the second charging leads to a flat shape with D8h symmetry [198]. If this
mechanism could be exploited to change the conformation of COT when it is adsorbed
on a surface the system could be considered as a conformational switch.
C. Nacci et al. [200, 201] used cyclooctadiene (COD, C8H16), which is closely related

to COT, adsorbed on Si(100) as a conformational switch. The difference between both
molecules is the number of hydrogen atoms attached to each C. While it is one H atom
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for COT there are two in the case of COD. For the COD molecule adsorbed on the
Si(100) surface there are two equivalent conformers: left- and right-handed dimer bound.
By applying a bias voltage vibrational modes of the molecule can be excited in order to
overcome the potential barrier between the two states. This switching has been observed
in the experiment where the conductance as a function of time showed switching between
two distinct states of conduction. These two states of different conductance have been
ascribed to the two possible conformational geometries.
In the preceding section we have investigated a weakly chemisorbed molecule on the

Cu(111) surface. In this section we will gain further knowledge about the two generic
cases of binding, physisorption and chemisorption, and in addition explore theoretically
if COT can be considered as a conformational switch when it is adsorbed on a particular
surface. For this we will study COT adsorbed on the (100) surfaces of Cu, Ag and Au
as well as on the Au(111) surface. The content of this chapter has been published in
[17]. In particular the geometry and the binding of COT to the Au(111), Ag(100) and
Cu(100) surfaces have been discussed in addition to the questions of aromaticity and
the change of conformation together with the corresponding STM experiments in [17].

The supercells have been set up with the computational lattice constants of 4.176 Å
for Au, 4.165 Å for Ag and 3.63 Å for Cu obtained with the PBE functional. In order to
calculate a single COT molecule adsorbed on the surface for the (100) surfaces a (4× 4)
supercell has been used which leads to a distance of 16.7 Å in the case of Au and Ag
and 14.5 Å in the case of Cu between two periodically repeated images. For the Au(111)
surface a (5× 3

√
3) supercell has been chosen which leads to distance of 14.8 Å in [110]

direction and 15.3 Å in [112] direction. All surfaces in this study have been modeled
by a slab consisting of six metal layers and the distance between periodic images in z
direction has been chosen to be 16.8 Å for Au(111), 14.6 Å for Au(100) and Ag(100),
and 12.8 Å for Cu(100). The cutoff energy was set to 500 eV. The forces have been
minimized until they were smaller than 0.003 eV / Å and the Γ-point has been used for
k-space sampling during the relaxations. For calculations of molecules on the Au(111)
surface one should always be aware of the prominent herringbone reconstruction [202]
of this surface. This is a reconstruction containing one additional Au atom in a row
of 22 Au atoms which leads to a 22 ×

√
3 supercell. The surface is separated in so

called fcc and hcp regions with continuous transitions between them. In this regions the
structure of the surface layer is very close to normal fcc or hcp stacking. In the transition
region the atoms of the uppermost layer sit almost on bridge positions. These atoms are
pushed a bit further away from the surface and can be seen as bright stripes in STM
experiments which look like herringbones. While a computational study regarding the
reconstruction of the Au(111) surface using the VASP code has been done in a 22×

√
3

including three layers of Au and seven layers of vacuum [203], the investigation of the
adsorption of COT on the Au(111) surface requires a 22× 3

√
3 supercell. Thus, due to

the size of the supercell of this reconstruction calculations have to be done on an ideal
Au(111) surface. In the case of COT this is not a too crude approximation due to the
relatively small size of the molecule.
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Figure 4.11.: STM images and DFT results for the adsorption of COT on Au(111) (top row),
Ag(100) (middle row) and Cu(100) (bottom row). From left to right there are overview and
close up STM images, side- and topviews of the most stable adsorption geometry calculated
with the PBE functional, and simulated STM images. The change of structural symmetry of
the COT molecule goes in hand with an increasing interaction strength shown by the adsorption
energies.

The (100) surface of a fcc crystal depicted as red area in Figure 4.2 has three high
symmetry positions which have to be considered as possible adsorption sites. The on top
position, the bridge position at the center on the connection between nearest neighbor
surface atoms and the hollow site in the center between four surface atoms. On all
(100) surfaces Au, Ag and Cu we placed the COT molecule in its tub shape as well
as in its flat shape on those high symmetry positions as starting configurations for the
relaxations. On the Au(111) surface the COT molecule was placed on the top, bridge,
fcc- and hcp-hollow site for both the tub and the flat shape. The relaxed configurations
on the Au(111), Ag(100) and Cu(100) surface are depicted in the fourth column of
Figure 4.11. On the (100) surfaces using the PBE functional the most stable relaxed
configuration is COT adsorbed flat occupying the hollow site. In the case of Cu and Ag
also the flat molecule placed on the top and bridge site lead to local minima but as it
can be seen from the energies given in Table 4.4 the bridge site is already 294 meV in
the case of Cu and 273 meV in the case of Ag higher in energy and the top site 784 meV
and 802 meV respectively. On Au(100) the relaxation of COT adsorbed on both top
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Table 4.4.: Adsorption energies in eV of flat COT adsorbed on the bridge, top and hollow
positions of the Cu(100), Ag(100) and Au(100) as well as tub shaped COT on the bridge, top,
fcc- and hcp-hollow site of the Au(111) surface obtained with different methods to account for
vdW interactions. The PBE, DFT-D2 and DFT-D3 adsorption energies have been calculated
self consistently for all adsorption sites. The vdW-DF1, vdW-DF2 and rVV10 values have been
obtained via single shot post processing calculations at the PBE geometry. Empty fields in the
table represent configurations which did not relax to a local minimum.

Cu(100) Eads (eV) Ag(100) Eads (eV) Au(100) Eads (eV)
bri hol top bri hol top bri hol top

PBE -2.342 -2.636 -1.852 -1.331 -1.604 -0.802 - -1.356 -
DFT-D2 -3.535 -3.837 -3.120 - - - - -3.561 -
DFT-D3 -3.114 -3.389 -2.638 -1.913 -2.174 -1.400 - -2.015 -
vdW-DF1 -1.547 -1.931 -1.124 -0.793 -0.964 -0.434 - -0.616 -
vdW-DF2 -0.971 -1.425 -0.551 -0.465 -0.549 -0.207 - 0.256 -
rVV10 -2.617 -2.942 -2.150 -1.700 -1.879 -1.265 - -1.781 -

Au(111) Eads (eV)
bri top fcc hcp

PBE -0.162 -0.136 -0.154 -0.152
DFT-D2 -2.310 -2.427 -2.424 -2.426
DFT-D3 -0.679 -0.645 -0.664 -
vdW-DF1 -0.731 -0.696 -0.716 -0.714
vdW-DF2 -0.727 -0.683 -0.704 -0.701
rVV10 -0.980 -0.882 -0.940 -0.934

and bridge site did end up with the molecule in the hollow position. The inclusion of
vdW-interactions with the DFT-D2, DFT-D3, vdW-DF, vdW-DF2 and rVV10 did not
change the energetic order of the adsorption configurations for COT adsorbed on the
(100) surfaces.

Of particular interest are the configurations with COT adapting its tub shape on the
(100) surfaces. If those are stable and separated from the corresponding flat configura-
tions by a sufficiently large energy barrier then the COT molecule on these surfaces is
stable in both of its conformations known from the gas phase and could be considered
as a conformational switch. On all three (100) surfaces the tub shaped configurations,
rotated such that the lower two C double bonds are not on top of Cu surface atoms, on
the top position and on the bridge position were stable. The top position is 2.051 eV
on Cu(100), 1.033 eV on Ag(100) and 1.069 eV on Au(100) higher in energy than the
most stable flat adsorption configuration. For the bridge position the energy differences
are 2.069 eV, 1.012 eV and 0.968 eV for Cu, Ag, and Au respectively. On Au(100) and
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Figure 4.12.: The most stable adsorption configuration of flat COT on Au(100) is shown. The
Au(100) surface was not available in the STM experiment due to reconstruction of the Au(100)
surface.

Ag(100) in addition the configuration of tub shaped COT adsorbed on the hollow side
was stable but 0.707 eV and 1.044 eV respectively higher in energy. Thus, we could find
both conformations of COT stable on all three (100) surfaces but on Cu(100) to switch
them from one conformation to the other one it would first be necessary to force the
COT molecule away from its equilibrium position at the hollow site, which did not have
a stable tub shaped partner, and then change its shape to the tub configuration. On
Ag(100) as well as on Au(100) there is also a local minimum at the hollow site. On the
Ag(100) surface the energy needed to change the molecule adsorbed on the hollow site
to the tub shaped conformation is of the order of magnitude but slightly smaller then
the energy required to shift the molecule to the less stable bridge position. On Au(100)
the energy needed for the change is slightly smaller compared to Ag(100) but the other
adsorption sites did not lead to stable local minima thus there is no energy to compare
with. Au(100) would be the most promising surface for conformational switching as the
number of additional states to which the COT could be driven when trying to switch the
molecule is lower than on Cu(100) and Ag(100). The tub shaped configurations on the
(100) surfaces have however not been observed in the STM experiment and especially
the Au(100) surface was not accessible due to strong reconstructions of the surface.
On Au(111) non of the flat configurations lead to a stable solution. They all relaxed

towards the corresponding tub shaped configurations. The most stable adsorption site
was the bridge position with the tub shaped COT molecule oriented such that the lower
C double bonds were on top of Au atoms. But in this case the energetic order is not as
clearly distinguished as on the (100) surfaces. The fcc and the hcp hollow sites are only
8 meV and 10 meV less stable than the bridge site and the least stable configuration on
top is only 26 meV higher in energy. These energy differences are about the convergence
error of our calculations not even speaking about errors introduced by the use of an
inappropriate xc-functional. And thus the inclusion of vdW-interactions also changed
the energetic order in this case. DFT-D2 yields the top and both hollow sites almost
degenerate and 110 meV lower in energy than the bridge site. DFT-D3, vdW-DF and
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rVV10 all result in the bridge position being the lowest in energy but in the case of
vdW-DF the energetic order of the other three positions is interchanged. All applied
vdW schemes lead to larger energy differences between the most stable and the least
stable configuration.
While stable configurations both with tub and flat shaped COT are predicted for the

adsorption of COT on the (100) surfaces which have not been observed in the experi-
ment, the opposite is the case on Au(111). Starting from a flat adsorption configuration
the COT molecule relaxed to a tub shape on all examined adsorption sites. Thus, on
Au(111) our calculations did not lead to stable flat adsorption configurations. In the ex-
periment both configurations could be observed on the Au(111) surface. COT changed
its shape from tub to flat after moving the molecule from the fcc region of the her-
ringbone reconstruction to an elbow dislocation site via STM manipulation. The elbow
dislocation occurs when two facets of the sixfold symmetric herringbone reconstructed
Au(111) intersect, which are rotated by 30◦ with respect to each other. Hence, the
dislocation site is due to the system size unavailable for DFT calculations at present.
The shape of COT in its most stable adsorption geometry directly translates into the

shape depicted in the simulated STM images in the fifth column of Figure 4.11. The
simulated STM images have been generated within the Tersoff-Hamann model [196] as
described in the previous Section 4.1. In order to obtain those images especially with
the for simulated STM images small bias voltage of 0.1 V we had to increase the density
of the k-point grid to a 6 × 6 × 1 Monkhorst-Pack-grid in order to have a reasonable
number of states inside the energy interval. On Au(111) an ellipsoidal shape with two
small protrusions on its top and bottom side can be observed. The high ellipsoidal
shape corresponds to the four C-H groups pointing away from the surface while the faint
protrusions correspond to those pointing towards the surface. On Ag(100) as well as on
Au(100) the simulated STM image shows a flat four fold symmetric structure while on
Cu(100) the symmetry appears to be higher and the image shows more a ring like shape.
This difference in the symmetry of the COT molecule when adsorbed on Cu(100) and
on Ag(100) is also visible in the experimentally obtained images depicted in the second
column of Figure 4.11. To investigate if this change of the symmetry is connected to
the geometric structure or purely an effect of the electronic orbitals depicted by the
STM the C single and double bond distances of COT adsorbed on the surfaces are given
in Table 4.5. If on Cu(100) the structural symmetry was higher in explicit D8h than
D4h which would be the symmetry associated with the simulated STM images of COT
adsorbed on Ag(100) and on Au(100) the length of all the carbon bonds should be equal.
As it can be seen from Table 4.5 the lengths of the C single and double bonds for COT
adsorbed on Cu(100) do differ and they are comparable to those of COT adsorbed on
Ag(100) and Au(100). The structural symmetry of the configuration of COT adsorbed
on Cu(100), Ag(100) and Au(100) is the same. Thus, we are dealing here with a purely
electronic effect.
The relaxed molecule surface distances obtained with the PBE functional are listed in

Table 4.5. The molecule is closest to the surface with a distance of 2.10 Å on Cu(100).
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Table 4.5.: C− C bond lengths in Å to identify the symmetry and equilibrium distances deq
in Å obtained with different methods to account for vdW interactions of tub shaped COT
adsorbed on Au(111) as well as flat COT adsorbed on Au(100), Ag(100) and Cu(100). The
empty field in the table corresponds to a configuration where no stable local minimum has been
found.

Surface C− C (Å) C = C (Å) deq (Å)
PBE DFT-D2 DFT-D3 vdW-DF2

Au(111) 1.474 1.349 2.86 2.23 2.71 3.26
Au(100) 1.443 1.418 2.25 2.19 2.25 2.98
Ag(100) 1.436 1.416 2.39 - 2.39 2.58
Cu(100) 1.443 1.418 2.10 2.08 2.10 2.26

On the other two (100) surfaces the equilibrium distances between the molecule and
the surface are 2.39 Å in the case of Ag and 2.25 Å on Au. On Au(111) the molecule
surface distance is 2.86 Å. As a trend the molecule surface distance is connected to the
energetic distance between the center of the d band of the surface and the position of
the LUMO of the molecule [152, 204]. By this relationship the ascending order in terms
of molecule surface distance from the Cu(100) to Au(111) from the most reactive to
the least reactive surface can be explained together with the exception of COT having
a slightly smaller molecule surface distance on Au(100) than on Ag(100). This point
will be addressed in the corresponding paragraph about the electronic structure. In the
case of the (100) surfaces the COT molecule adsorbs close to the surface and the energy
differences to the less stable adsorption sites are high. These are hints for a strong
interaction of the molecule with the surface already when using the PBE functional.
Thus, in these cases vdW interactions should be of minor importance. The opposite
is the case for COT adsorbed on the weakly interacting Au(111) surface. Here vdW
interactions are expected to play a crucial role. We have applied the different schemes
to account for vdW interactions for COT adsorbed on all the studied surfaces which
will give us information on how to judge the results of those schemes in cases where
vdW interactions are of minor importance. On the (100) surfaces the semi empirical
DFT-D3 approach did not change the adsorption geometry at all. As it can be seen
from Table 4.5 the molecule surface distances are equal to those obtained with the PBE
functional. With the non local vdW-DF2 the molecule surface distances on the (100)
surfaces are increased to 2.26 Å, 2.58 Å and 2.98 Å for Cu, Ag and Au respectively. As
already discussed in Section 3.2 the functionals of the vdW-DF type tend to overestimate
the binding distances. Thus, the increase of the molecule surface distance in the case
of COT adsorbed on the strongly interacting (100) is not unexpected. On Au(111) the
semi-empirical schemes decrease the molecule surface distance to 2.23 Å with DFT-D2
and 2.71 Å with DFT-D3. In the case of DFT-D3 the molecule besides of a slightly
changed dihedral angle still remains in its tub shape while DFT-D2 leads to an almost

66



4.2. From weak to strong coupling - COT on Au(111), Au(100), Ag(100) and Cu(100)

flat configuration. DFT-D2 probably overcorrects the vdW interactions also in this case
as the obtained geometry is in contradiction with the experimentally observed tub shaped
geometry. Unfortunately there is no direct measurement of the molecule surface distance
of COT adsorbed on the Au(111) surface available. Similar as for the (100) surfaces the
non local vdW-DF increases the equilibrium distance to 3.26 Å for COT adsorbed on
Au(111). The vdW-DF does not only change the molecule surface distance. Also the
interlayer distance of the metal surface is increased for those three layers which are
allowed to relax. This can be correlated to the tendency of vdW-DF to overestimate the
lattice constants of Cu, Ag, and Au. In [161] J. Klimeš et al. reported lattice constants
of Cu and Ag calculated with vdW-DF which are by 2% and 2.4% larger than the PBE
lattice constants. The PBE lattice constants already overestimate the experimental
lattice constants thus the vdW-DFs predict even worse lattice constants. The increase
of the interlayer distance due to an increased lattice constant adds to the overestimation
of the molecule surface distance. In addition to the overestimated molecule surface
distance relaxations using vdW-DF2 also result in a flat shaped COT molecule which
is in disagreement with the experimentally observed STM images of COT adsorbed on
Au(111).
The adsorption energies of COT adsorbed on the different noble metal surfaces are

summarized in Table 4.4. On the (100) surfaces starting with the results obtained with
the PBE functional the COT molecule is strongly bound to the surface. The adsorption
energies are −2.636 eV for Cu(100), −1.604 eV for Ag(100) and −1.356 eV for Au(100).
These adsorption energies suggest that we deal in this case already with the regime
of chemisorption. The order of the three noble metal (100) surfaces induced by the
adsorption energy is from weakest interaction on Au to strongest interaction on Cu. This
order differs from what we have obtained in terms of the molecule surface distance by an
interchange of Ag and Au. Thus, the molecule surface distance is not strictly connected
to the interaction strength. As already mentioned for the equilibrium distances we also
investigated the adsorption energy with the help of different schemes to account for vdW
interactions in order to investigate their performance in the case where vdW interactions
are of minor importance. For both semi-empirical schemes DFT-D2 and DFT-D3 we
obtain a large correction with respect to the PBE adsorption energy. This is due to the
nature of those semi-empirical methods. Their contribution to the adsorption energy
is always different from zero and always has the same sign. Hence, there will always
be a correction to the PBE values of the adsorption energy even in cases where the
PBE adsorption energy would be already accurate. For a system where it is at the
beginning of the calculations not clear if vdW interactions are of importance or not and
thus the PBE results are unreliable or not, one should be careful to trust in adsorption
energies obtained with a semi-empirical approach. For COT adsorbed on Cu(100) the ab
initio vdW-DF2 yields selfconsistently applied −1.875 eV in contrast to the −1.425 eV
as reported in Table 4.4 for the single shot calculation at the PBE geometry. The
same occurs on the Ag(100) and the Au(100) surface with self consistent vdW-DF2
adsorption energies of −1.140 eV and −1.401 eV which have to be compared to the single
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shot quantities −0.549 eV and 0.256 eV. In all three cases the single shot calculation
underestimates the selfconsistent adsorption energy. The most severe underestimation
occurs for Au(100) where the molecule is not even bound to the surface according to
the single shot calculation. Here we encounter another problem with the single shot
post processing calculations. The absolute value of the true selfconsistently obtained
adsorption energy is always greater or equals the absolute value from a single shot
calculation as the assumed geometry is either the equilibrium geometry corresponding
to the particular xc-functional considered or not. Now depending on how steep the
potential energy curve in the direction of the minimum is, the adsorption energy at the
non equilibrium geometry will more or less dramatically underestimate the selfconsistent
adsorption energy. While for weakly bound systems the error reported in [133] was up
to 20% in our case of the adsorption of COT on the (100) noble metal surfaces it reaches
66%. In order to test if this underestimation of the adsorption energy is only due to the
wrong geometry we in addition did a single shot calculation at the relaxed vdW-DF2
geometry with the charge density obtained with the PBE functional. Also for this setup
the estimated adsorption energy is only −1.419 eV. This means that the change of the
charge density due to the potential arising from the non local correlation functional has a
strong impact on the calculated adsorption energy. Also the contribution of the potential
arising from the non local correlation energy is not considered in a post processing
calculation. From what we have just seen this effect is more important in a case where
the molecule interacts strongly with the surface as it is the case on the (100) noble metal
surfaces. If one uses the PBE densities as input for the post processing the minimum
energy configuration can be reached at a geometry which does not in general coincide
with the geometry self consistently calculated with the vdW-DF functional. In addition
the adsorption energy tends to be underestimated due to the inconsistent charge density
used as input and the neglect of the potential in the single shot calculations. Despite of
the just mentioned issues it is worth to have a look at the adsorption energies of COT
on the (100) noble metal surfaces with vdW-DF1, vdW-DF2 and rVV10 obtained by
single shot calculations listed in Table 4.4 as for the latter functional at the moment no
selfconsistent implementation is available in VASP. With vdW-DF2 the COT molecule
is bound less strongly by between 300 meV and 500 meV than with vdW-DF1. The
rVV10 functional binds stronger than both vdW-DFs and even the PBE functional.
On Au(111) the adsorption energy obtained with the PBE functional is −0.162 eV

which is an order of magnitude smaller than for the just discussed (100) surfaces. It in
addition indicates a physisorption type of bonding. As the molecule is so weakly bound
to the surface in this case vdW interactions will be of importance. The DFT-D2 scheme
increases the binding strength and leads to an adsorption energy of −2.427 eV for the
most stable configuration with DFT-D2 where COT is adsorbed on a top site. For
COT adsorbed on Au(111) we additionally applied the screening method introduced
by G. Mercurio et al. to see if this can reduce the large correction of the adsorption
energy introduced by the DFT-D2 method. When we consecutively reduce the number
of Au layers which are taken into account to compute the dispersion energy we obtain
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Figure 4.13.: Potential energy curves for COT adsorbed on the bridge site of Au(111) calcu-
lated with the PBE, vdW-DF1, vdW-DF2 and rVV10 (a). While the estimated equilibrium
distance between the molecule and the surface is increased by both vdW density functionals,
rVV10 predicts a smaller molecule surface distance with respect to PBE. The exchange only
interaction energy (b) plotted with PBE, revPBE and rPW86 exchange does not show spurious
binding. The energies have been calculated based on the PBE charge density.

an adsorption energy of −2.138 eV when only one layer is considered. The adsorption
energy as a function of layers allowed to interact with the COT molecule converges
relatively fast. Already when two layers only are used to compute the dispersion energy
the adsorption energy differs only by 58 meV from the value with six layers. DFT-D3
more moderately corrects the adsorption energy to −0.679 eV for the in this case most
stable bridge site. With the non local vdW-DF1 we obtained an adsorption energy
of −0.731 eV. While on the (100) surface the VdW-DF2 result was about half of the
vdW-DF1 result in this case vdW-DF2 yields almost the same value as vdW-DF1 does.
Also for the adsorption of COT on Au(111) the single shot calculations of the vdW-DF2
adsorption energy reported in Table 4.4 underestimates the selfconsistently obtained
value of −1.195 eV. With the rVV10 functional the adsorption energy is −0.980 which
follows the trend observed on the (100) surfaces where the rVV10 was always binding
more strongly than both vdW-DF functionals. Unfortunately unlike for the thiophene
system no experimental value for the adsorption energy is available.
In Figure 4.13 (a) potential energy curves for tub shaped COT adsorbed on the bridge

site of Au(111) are shown for LDA, PBE, vdW-DF1, vdW-DF2 and rVV10. The PECs
have been obtained by rigidly shifting the COT molecule along an axis perpendicular
to the surface. The PBE curve is as expected for a weakly bound system rather flat
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Figure 4.14.: Exchange (a) and correlation (b) contribution to the interaction energy in eV
of COT adsorbed on Au(111) as a function of the molecule surface distance in Å for different
approximations to the xc-functional. All the energies have been calculated based on the PBE
density.

with a molecule surface distance and adsorption energy equal to the already discussed
selfconsistently obtained values. Both vdW-DF curves are despite of the different applied
exchange functionals very close to each other. In particular their predicted adsorption
energies differ only by 49 meV and the predicted equilibrium distances agree within 0.1 Å.
The absolute values deviate from the discussed selfconsistently calculated values. The
predicted molecule surface distance is shorter than that obtained selfconsistently and
the molecule is less strongly bound to the surface. In total this effect is less pronounced
than on the already discussed (100) surfaces. The rVV10 PEC shows a much stronger
binding of COT to the Au(111) surface by both the adsorption energy of −1.091 eV as
well as the molecule surface distance of 2.56 Å. The exchange only contribution defined
as

Ex,only = EDFT − Ec (4.3)

to the interaction energy, which is the interaction energy without correlation, is plotted
in Figure 4.13 (b) for the three different exchange functionals PBE, revPBE, and rPW86
used for the calculation of the vdW density functionals. None of the three exchange only
functionals shows spurious binding of the COT molecule to the Au(111) surface. For
a benzene dimer however the PBE functional showed a binding by the exchange only
functional [19]. The exchange only functional which shows the strongest repulsion in
our case is the revPBE.
In Figure 4.14 the contribution to the interaction energy of COT adsorbed on Au(111)
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is resolved for the exchange and correlation functionals used to obtain the PECs discussed
in the last paragraph. The total change of the adsorption energy as a function of the
molecule surface distance cannot be reproduced by adding both contributions as the
contribution of relaxations of both the molecule in the gas phase and the clean surface
has been excluded. The exchange contributions of the three GGA type functionals
under consideration do not show binding due to exchange for molecule surface distances
greater than 2.5 Å. In the region of molecule surface distances around the respective
equilibrium distances the exchange part of the GGA contribution to the interaction
energy is repulsive. This repulsion is the strongest for revPBE which is the exchange
used in vdW-DF1 which might contribute to the more drastic increase of the molecule
surface distance by this particular functional when comparing to the other ab initio
vdW functionals. The exchange contributions to the interaction energy of PBE and the
refitted PW86 functional are quite similar with rPW86 being slightly more repulsive.
In contrast for LDA in the region of molecule surface distances around the estimated
equilibrium distance there is binding due to the exchange contribution. Except for the
case of LDA in combination with the discussion from the last paragraph about the
exchange only binding the general statement about erroneous exchange binding should
be reformulated with care. The erroneous binding is not due to exchange which can
be repulsive as it has been just shown. The formulation for vdW systems should be
binding erroneously not due to correlation. The relation between the different correlation
contributions to the interaction energy can be seen from Figure 4.14. For both vdW-DF
functionals a non local correction is added to the LDA correlation energy. This has an
effect on the curvature of the corresponding curves. In the case of rVV10 a non local
correction is added to the PBE correlation energy. Both curves show a similar behavior
with the rVV10 curve having a slightly higher curvature. The difference between those
two curves does not arise from the β-integral in the defining Equation A.94 of the non
local correction of rVV10, as this contribution cancels when calculating the interaction
energy. Thus, the change of curvature is only due to the non local kernel.
As discussed in the introduction to this chapter COT changes its conformation in the

gas phase due to its charge state. The neutral COT molecule is tub shaped [197] while
the charged anions and cations become flat [198, 199]. An idea why the difference of
shape occurs when COT adsorbs on the (100) surfaces of Cu, Ag and Au compared to
the adsorption on Au(111) was that the molecule gets charged on the (100) surfaces
while it remains in its neutral charge state on the Au(111) surface. Thus, we have
investigated the charge transfer to see if this simple explanation is valid. As in the
previous section an estimate for the charge transferred from or to the molecule is the
integration of the charge density difference between the adsorbed system and its two
constituents, the clean surface and the molecule in the gas phase, as a function of z from
the point between the interface and the molecule where the curve crosses zero to infinity.
The charge density difference integrated over the xy plane as a function of z is depicted
in Figure 4.15 for all the discussed systems. For the (100) surfaces the picture is similar
to what we have obtained for thiophene in the last section. There is charge depletion at
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Figure 4.15.: Charge density difference in el/Å3 integrated over the surface plane for COT
adsorbed on Au(111), Au(100), Ag(100) and Cu(100) at the PBE geometry. Zero denotes the
position of the respective uppermost surface layer. The charge transferred from the molecule
to the interface is in all cases significantly smaller than one electron. Thus, when COT adsorbs
on those surfaces it is not in a charged state.

the uppermost surface layer, charge accumulation between the molecule and the surface,
which corresponds to the chemical bond formed between the molecule and the substrate,
and charge rearrangement at the molecular site. Also for Au(111) the charge density
difference curve shows a peak at the interface, but its height is much lower than for the
(100) surfaces. This means that also for COT adsorbed on Au(111) a weak chemical
bond is formed. Due to the significantly different size of the molecules these curves
should not be directly compared to the thiophene charge density difference. In contrast
to the (100) surfaces in the case of Au(111) there is almost no charge depletion at the
surface and at the molecular site we do not observe charge rearrangement anymore but
only charge depletion. When integrating the curves as described above on all surfaces
in total a small amount of charge is transferred from the molecule to the interface. The
values are between 0.1 electrons for Au(111) and 0.2 electrons for Cu(100). Despite of
all the ambiguity with the definition of the starting point for the integration it is safe
to say that no complete electron is transferred from or to the molecule and thus the
change of the shape cannot be due to the charge state of the molecule. On the (100)
surfaces it even appears difficult to still speak of the molecule as a single entity which
could be charged as in these cases the molecule is strongly interacting with the surface
and forms a new hybrid material. In [17] we arrived at the conclusion that the change of
the strength of the molecule surface interaction by varying the substrate material should
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Figure 4.16.: Projected density of states of COT in the gas phase (top panel) for the tub
shaped ground state geometry and for an enforced flat geometry and adsorbed (bottom panel)
on Au(111), Au(100), Ag(100) and Cu(100). The PDOS has been broadened by a 0.1 eV
Gaussian.

be considered as a different hybridization driven mechanism which can have the same
effect as charging the molecule in the gas phase.

This statement can be further clarified by investigating the electronic structure of
the system. The PDOS for COT adsorbed on the (100) noble metal surfaces and the
Au(111) surface is depicted in Figure 4.16. To calculate the PDOS we have increased
the density of the k-point grid to a 6× 6× 1 Monkhorst-pack-grid. The top panel shows
the PDOS of the tub shaped and flat shaped COT in the gas phase. In order to obtain
the PDOS of the flat molecule we enforced a flat geometry without adding additional
charges. As we did not observe significant charge transfer and also argued that the
charged state is not very well defined when COT is adsorbed on a strongly interacting
surface, the neutral molecule forced into a flat geometry has the appropriate electronic
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structure to compare with. The difference in structural symmetry between the flat and
the tub shaped molecule leads to different positions of the peaks, which can be seen e.g.
at the significantly smaller HOMO-LUMO gap of the flat molecule. When COT adsorbs
in its tub shape on Au(111) the molecule is only weakly interacting with the surface and
thus little to no hybridization of the surface states with the p states of the molecule takes
place. The peaks corresponding to the p states of COT align with the Fermi energy of
the surface and are only slightly broadened. This is a clear signature of physisorption
which fits with the small adsorption energy of COT on Au(111). On the (100) surfaces
the situation is different. In these cases the states of the molecule strongly hybridize
with the states of the surface and the peak structure of the gas phase molecule cannot
be recognized anymore. This confirms that COT chemisorbs on the (100) noble metal
surfaces which again corresponds to the adsorption energies calculated in these cases.
As mentioned earlier the position of the center of the metal d-band is one determining
factor for the equilibrium molecule surface distance. More precisely the molecule surface
distance shows a trend to be inverse proportional to the energetic distance of the center
of the metal d band and the LUMO of the molecule for PTCDA [204] and pentacene
[152] adsorbed on noble metals. This also explains the order of the molecule surface
distances from shortest on Cu(100) to largest on Au(111). The centers of the metal
d band extracted from this calculations for Au(111), Au(100), Ag(100) and Cu(100)
are at −3.130 eV, −3.166 eV, −4.074 eV and −2.426 eV. Although the center of the
metal d band of Ag(100) lies lower in energy than that of Au(111) the molecule surface
distance is larger due to the fact that on Au(111) COT adopts its tub shape. The tub
shaped COT molecule has a larger HOMO-LUMO gap of 2.825 eV than the 1.033 eV
of the flat shaped COT as can be seen from Figure 4.16 and thus the distance between
the LUMO energy and the metal d band center is larger. For the order in molecule
surface distances of the (100) surfaces only the position of the metal d band center is
of importance because the COT molecule adopts its flat shape on all three substrates.
Thus, the energy of the LUMO is the same on all three investigated (100) noble metal
surfaces. The trend observed in [152, 204] predicts a shorter molecule surface distance
on Au(100) than on Ag(100) because the center of the metal d band lies lower in energy
for Ag than for Au. The adsorption of COT on Au(111), Au(100), Ag(100) and Cu(100)
follows the rule that a lower lying metal d band center leads to a larger molecule surface
distance.
In Figure 4.17 correlation binding energy densities as defined in the previous section

are shown for COT adsorbed on Au(111) and the (100) surfaces of Au, Ag and Cu
calculated with the PBE geometries. The normal vector of the cutting plane is the [010]
direction and it cuts through the center of a C-C double bond. For each particular
binding energy density the same color scale has been chosen in order to slightly simplify
the comparison among the different metal substrates. The overall picture is similar to
what has been already shown for thiophene adsorbed on Cu(111). In the charge density
difference the small amount of charge density transferred to the interface to form a
chemical bond shows up as charge accumulation for all studied surfaces. It is the least
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Figure 4.17.: The columns show from left to right the charge density difference, the LDA
correlation binding energy density, the semi local correction to the correlation binding energy
density and the non local correction to the correlation binding energy density on a plane cutting
through a C double bond of the COT molecule adsorbed on Au(111), Au(100), Ag(100) and
Cu(100) with the PBE geometries. The same color scale has been used for each particular set
of densities. The black line in the color bar indicates the position of the zero.

75



4. Semi-empirical dispersion versus ab initio correlation effects

Figure 4.18.: Correlation binding energy densities for the correction to LDA of the vdW-DF,
the rVV10 and the PBE functional. (d) Correlation binding energy density of the non local
part of the rVV10 functional which is added to (c) in order to obtain (b).

pronounced on Au(111) and increases when going to the (100) surfaces from Au over
Ag to Cu. Also the charge rearrangement at the molecular site can be seen. Charge
is depleted from the molecular site and to a larger extent from the metal surface. The
LDA correlation energy density shows the same overall structure as the charge density
difference just with an opposite sign due to the functional form of the LDA. The semi-
local correction has contributions at the same region as LDA with slight extension to its
surrounding due to the additional information from the charge density gradient entering
the correlation energy density of the PBE GGA. When comparing the plots for the
different (100) surfaces one sees that the semi local correlation binding energy density
shows the opposite trend than the LDA by becoming less pronounced when going from
Au to Cu. In the case of the non local correction the contributions arise from regions
closer to the molecule and to the surface than for both LDA and semi local correlation
binding energy density. While we concluded in the case of thiophene that the difference
in the spatial distribution of the semi local and the non local correction is responsible
for the significant difference in the adsorption energy we have to refine this statement
here. For Au(111) this observation still holds true as the adsorption energy of COT on
this surface is also increased a lot by vdW-DF when compared to the PBE value. On
the (100) surfaces however the self consistent adsorption energy obtained with vdW-DF
has not been changed dramatically.

The correlation binding energy densities for the correction to LDA correlation of the
vdW-DF2, rVV10, and PBE functionals as well as the non local contribution to the
correlation binding energy density of the rVV10 functional are depicted in Figure 4.18.
The non local contributions to vdW-DF2 and rVV10 are shown in (a) and (d). Close
to the molecule and to the surface the non local part of vdW-DF2 is stronger than
rVV10 but the latter one has in addition also contributions from the area between the
molecule and the surface. In fact the semi local correction to the correlation binding
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energy density is positive close to the molecule and to the surface exactly in those areas
where the non local correction to the correlation binding energy density of rVV10 is
negative. Combined with the semi local correction this leads to the rVV10 correlation
binding energy density depicted in (b) which in addition to the semi local correction is
more negative in the interface region and shows polarization around the molecule and
the surface, which leads to the stronger binding of the rVV10 functional when compared
with the PBE functional.
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Molecular spintronics

In molecular electronics single molecules are already integrated in technologically rele-
vant electronic devices like single molecule diodes [27, 207, 208] or organic field-effect
transistors [33, 34, 209, 210]. The main intention for the use of molecules in conven-
tional electronic devices is the miniaturization of already existing technology. Such
electronic devices rely on the manipulation of the molecules electronic structure due to
the molecule-surface interaction i.e. it involves the tuning of the hybrid molecule-surface
electronic properties related to the conductance of an electron charge current. The usage
of the electron charge current suffers like in larger scaled electronic devices from the pro-
duction of heat and the corresponding necessity of cooling the device. The dramatically
increasing power consumption together with the technological challenge of cooling and
continuously shrinking the size of electronic devices initiates the search for an alternative
to conventional electronics.
A popular approach is to replace the charge current by a spin current which requires

hybrid electronic structures specifically tailored to exploit magnetic properties. One
of the highlights introduced recently in the emerging field of molecular spintronics is
the integration of a single molecule magnet in a supramolecular spin valve device [211,
212]. Also the transport through a single molecule magnet in a molecular junction
has been investigated [212, 213]. Besides of directly implementing spintronic devices in
molecular adsorption structures, organic molecules can be used to adjust the electronic
and magnetic properties of the materials used within spintronic devices to fit specific
requirements. E.g. it has been suggested that in the case of the adsorption of a double-
decker molecule (YbPc2) on a ferromagnetic substrate the magnetic exchange coupling
constant describing the magnetic interaction between the molecule and the surface can
vary depending on the amount of charge transferred at the molecule surface interface
[214]. If the molecule possesses the correct electronic structure the system can in addition
be used as a spin filter device, as it has been shown in the experiment and by calculations
[212].
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In this chapter we will investigate two promising approaches to realize the spin fil-
ter functionality by adsorbing COT on magnetic transition metal adatoms on Au(111)
and PCP on the ferromagnetic Fe/W(110) surface as well as on the antiferromagnetic
Fe/W(100) surface. The adsorption of PCP on the Fe coated W surfaces in addition
allows to study the change of magnetic properties i.e. the magnetic exchange coupling
between the Fe atoms of the substrate by the interaction with nonmagnetic molecules.

5.1. Cyclooctatetraene on magnetic and
nonmagnetic adatoms on Au(111)

In addition to the properties analyzed in the last chapter COT can be used to synthe-
size molecular magnets by inserting magnetic adatoms between two COT molecules. In
particular the 4f metals like Eu have been used for this purpose [215–217]. These sand-
wich structures could be adsorbed on a non magnetic surface for functionalization in the
direction of spintronics applications. In a spintronic device there are two ferromagnets,
a spin injector and a spin detector, separated by a nonmagnetic spacer [7]. In order to
obtain a spin polarized current the injector has to act as a spin filter. The resistance
of the device depends on the relative magnetization orientation of the injector and the
detector which can be varied e.g. by an applied magnetic field. To further miniaturize
such devices magnetic molecules adsorbed on non magnetic surfaces could be promising
candidates. If there are well separated, sharp molecular states which are significantly
spin split, different spin polarizations could be accessed in a STM experiment. The junc-
tion made of an organic molecule adsorbed on a magnetic adatom on a metal surface
could be used as a spin filter like it has been proposed by Tao et al. [218]. In the last
chapter we have seen that sharp molecular features occur in the case of physisorption of
COT on Au(111) while strong molecule surface interaction between the COT molecule
and the (100) noble metal surfaces led to the formation of broad hybrid bands. The
latter observation makes the search for a molecular spin filter difficult because in order
to induce a considerable spin splitting to the molecular orbitals a strong interaction with
a magnetic surface would be required. Thus, in this chapter we will study the adsorption
of COT on Au and 3d magnetic adatoms on the Au(111) surface which has also been
generated in an experimental setup [219]. The spin splitting of the molecular orbitals
of the nonmagnetic COT molecule will be induced by the magnetic adatoms adsorbed
between the Au(111) surface and COT.
The unit cell and the parameters of the calculations are unchanged with respect to

those given in the last chapter for the adsorption of COT on the bare Au(111) surface.
In addition to the COT molecule an extra Au, Co, Fe or Mn adatom is adsorbed on the
fcc site of the surface. The COT molecule is supposed to adsorb on top of this adatom.
We started our investigation with a nonmagnetic Au adatom which has been exchanged
in a systematic way with 3d magnetic atoms i.e. Co, Fe and Mn. The results regarding
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Table 5.1.: Adsorption energy in eV, distance of the adatom to the Au(111) surface dAd in Å,
the distance between the adatom and the COT molecule dCOT in Å, and the magnetic moment
in µB for a Au, Co, Fe, and Mn adatom on Au(111) and for a COT molecule adsorbed on top
of the adatom.

without COT with COT
Adatom Eads (eV) dAd (Å) m (µB) Eads (eV) dAd (Å) dCOT (Å) m (µB)

Au -2.440 1.91 0.00 -0.901 2.10 1.88 0.00
Co -3.649 1.59 2.09 -1.850 2.02 1.36 1.51
Fe -3.528 1.60 3.26 -1.697 2.11 1.24 2.49
Mn -2.996 1.72 4.27 -1.465 1.94 1.63 3.53

the adsorption energy, the distance to the surface and the magnetic moment from the
calculations of the adatoms adsorbed on the Au(111) surface without the COT molecule
are given in Table 5.1. The distance between the Au adatom and the Au(111) surface is
1.94 Å. This is significantly smaller than the interlayer distance of 2.44 Å of the Au(111)
surface with the theoretical lattice constant. The distances for the 3d adatoms are even
shorter. The Au adatom does not show any magnetic moment. For the 3d adatoms on
Au(111) we obtain magnetic moments of 2.09 µB for Co, 3.26 µB for Fe and 4.27 µB for
Mn. Our calculated magnetic moments of the Co and Fe adatom differ from the values
reported by S. Bornemann et al. [206] by ≈ 10%. This is due to the different approach
used in that calculations. S. Bornemann et al. used a cluster geometry with the magnetic
adatoms placed at the ideal Au fcc site without further relaxations [206]. As we have
just observed the distance between the adatoms and the Au(111) surface differs from the
equilibrium interlayer distance of Au(111), which leads to different magnetic moments.
For the Mn adatom the adsorption site is in agreement with previous calculations done by
F. Muñoz et al. [205]. However, their calculated equilibrium distance 2.58 Å differs from
our distance 1.72 Å, which leads to a higher magnetic moment of 4.82 µB. The origin of
the different adsorption geometry of the adatom are the higher coverage considered and
different computational parameters. The authors calculated a (3 × 3) supercell with a
cutoff energy of 260 eV and a convergence criterion for the forces of 0.03 eV/Å [205]. The
main contribution to the difference of our calculations stems from the different coverage.
We did a test calculation in a (3 ×

√
3) supercell with our computational parameters

and a consistently increased 12 × 12 × 1 k-point grid and obtained a geometry which
is closer to that published in [205]. In our calculations the difference in the magnetic
moments of the adsorbed adatoms with respect to those of the free atoms is between
0.7 µB and 0.9 µB. Due to the hybridization of the states of the adatom with those of the
Au(111) surface the electrons in the spin up and the spin down channel rearrange and
in consequence the magnetic moments are reduced. Under this consideration also the
Au adatom, which does not show a magnetization when it is adsorbed on the Au(111)
surface, follows the trend of reducing its free atom magnetic moment by roughly one.
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5. Molecular spintronics

Figure 5.1.: Relaxed configurations of COT adsorbed on a Au, Co, Fe and Mn adatom on
Au(111). Adsorbed on Au and Co the COT molecule adopts its tub shape while on Fe and Mn
the molecule shows a new shape which in case of Mn is already rather close to a flat shape.

The COT molecule was placed in its tub shape with its center on top of the adatom.
The relaxed configurations are shown in Figure 5.1. Apart from the flat and the tub
shape conformations discussed in the previous chapter we additionally observe in this
case an L like shape for COT adsorbed on Fe and Mn. Although in the latter case the
molecule is very close to the flat shape. For the Co and the Fe adatom the center of the
COT molecule in the relaxed configuration stays on top of the adatom. on the Au and the
Mn adatom the COT molecule adsorbs with a C=C double bond on top of the adatom.
Table 5.1 lists the results regarding the adsorption energies, the distances between the
Au(111) surface and the adatom and between the adatom and the COT molecule, as
well as the magnetic moments of the adatoms. The binding strength expressed by the
adsorption energies calculated with the PBE functional for the adatoms on Au(111) as
well as for the COT molecule adsorbed on top of an adatom decreases from Co, Fe, Mn
to Au. Compared to the clean Au(111) surface, where the adsorption energy of COT
calculated with the PBE functional is −0.162 eV, COT is bound strongly to the Au
adatom with an adsorption energy of −0.901 eV. The distances between the adatoms
and the Au(111) surface are increased upon the adsorption of the COT molecule. The
bond lengths between the adatom and the COT molecule are 1.88 Å for Au, 1.36 Å for
Co, 1.24 Å for Fe, and 1.63 Å for Mn. These distances to the adatoms are significantly
shorter than the molecule surface distance of COT directly adsorbed on the Au(111)
surface. The magnetic moments of the adatoms are decreased with respect to those of
the adatoms adsorbed on Au(111) without the COT molecule on top to 1.51 μB for Co,
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5.1. Cyclooctatetraene on magnetic and nonmagnetic adatoms on Au(111)

2.49 µB for Fe and 3.53 µB for Mn. Again the magnetic moment of the studied 3d metal
adatoms decreases by roughly 0.7 µB upon the adsorption of a COT molecule on top of
it with respect to the magnetic moment of the adatom without molecule adsorbed on
Au(111).
The adsorption on the adatoms significantly changes the electronic structure of COT

compared to what has been shown in the last section for COT adsorbed on a clean
Au(111) surface. The projection onto the pz orbitals of COT adsorbed on Au(111) is
reprinted in Figure 5.2 for a convenient comparison with the PDOS calculated for COT
adsorbed on Au, Co, Fe and Mn adatoms on Au(111). The sharp molecular peaks
located at −0.7 eV and 1.75 eV for COT adsorbed on Au(111) are shifted by ≈ 0.5 eV
towards lower energies when the COT molecule is adsorbed on a Au adatom. Although
the interaction between the Au adatom and the molecule is much stronger than that
between the COT molecule and the Au(111) surface the peaks in the p PDOS remain
sharp and are not too broadened due to hybridization. This is due to the fact that COT
is interacting only with a single adatom which does not lead to the formation of broad
hybrid metallic bands as on the strongly interacting (100) metal surfaces discussed in
the last chapter. When we replace the Au adatom by a Co adatom the highest occupied
orbital type peak becomes spin split by 148 meV and the lowest unoccupied type peak
by 91 meV upon the hybridization of the pz states of the C atoms of the COT molecule
with the spin split d states of the Co atom. With the Fe adatom this spin splitting of
the sharp molecular orbitals at −1.75 eV and 1.5 eV increases to 178 meV and 497 meV.
On the contrary for the Mn adatom the peak in the PDOS for the unoccupied states is
broadened due to the hybrid state formed near the Fermi energy. The difference between
the Mn adatom on the one hand and the Fe and Co adatoms on the other hand is the
position of the COT molecule relative to the adatom. The Fe and the Co adatom are
beneath the center of the COT molecule. The Mn adatom in contrast is underneath
a C=C double bond, which leads to stronger hybridization. With the COT molecule
adsorbed on top of all three magnetic adatoms the dz2 part of the PDOS shows sharp
peaks, while those of the adatom without COT are slightly broadened. This becomes
more evident when we compare the PDOS for the occupied states of the adatoms with a
COT molecule on top to that of the adatoms adsorbed on Au(111) shown in Figure 5.3.
Due to the fact that the adatoms are further away from the Au(111) surface when
the COT molecule is adsorbed on top of them, the interaction with the substrate is
decreased.
The magnetic anisotropy energies for COT adsorbed on Mn, Fe and Co adatoms on

the Au(111) surface as well as for the adatoms without molecule on Au(111) are given in
Table 5.2. The magnetic anisotropy energies for the adatoms on the Au(111) surface have
been calculated for consistency reasons in the same large supercell which was also used for
the adsorption of the COT molecule. It has been reported by S. Bornemann et al. [206]
that magnetic 3d adatoms on Au(111) have a rather large magnetic anisotropy energy
between the magnetization aligned parallel to an in-plane direction with respect to the
magnetization aligned in the out-of-plane direction i.e. 11.45 meV for Fe and 9.02 meV
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Figure 5.2.: (a) Projected density of states on the p orbitals of COT adsorbed on the clean
Au(111) surface and on a Au, Co, Fe, as well as a Mn adatom. (b) PDOS on the in-plane
dxy +dx2−y2 and the out-of-plane dxz +dyz,dz2 d orbitals of the corresponding adatom adsorbed
on the Au(111) surface. The PDOS has been broadened by a 0.1 eV Gaussian.
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Figure 5.3.: Comparison between the (a) Projected density of states on the in-plane dxy +
dx2−y2 and the out-of-plane dxz+dyz,dz2 d orbitals of the Au, Co, Fe, and Mn adatom adsorbed
on the Au(111) surface with COT adsorbed on top of the adatom and (b) without the COT
molecule. The PDOS has been broadened by a 0.1 eV Gaussian.
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Table 5.2.: Magnetic anisotropy energies in meV for COT adsorbed on Fe, Co and Mn adatoms
as well as for the adatoms without the molecule on the Au(111) surface. The easy axis has a
magnetic anisotropy energy of zero.

Direction [110] [112] [111]
k-points Γ 2× 2 Γ 2× 2 Γ 2× 2

COT 1Co/Au(111) 0.00 0.00 0.60 0.21 0.14 0.12
COT 1Fe/Au(111) 0.00 0.00 0.45 0.35 0.08 0.08
COT 1Mn/Au(111) 0.10 0.16 0.00 0.00 0.49 0.51

1Co/Au(111) 0.00 0.00 0.05 1.45 1.06 2.88
1Fe/Au(111) 0.00 0.00 - - 0.01 0.42
1Mn/Au(111) 0.00 0.00 0.01 4.21 0.38 4.50

for Co. These results have been obtained with a non periodic supercell approach and the
authors emphasized that a direct comparison to periodic supercell calculations has been
shown to be problematic [206]. In the work of S. Bornemann et al. [206] the position of
the magnetic adatom was fixed to the position which an additional Au bulk atom would
have and the experimental lattice constant 4.08 Å of Au has been used. We already
mentioned in the paragraph concerning the adsorption of the adatoms on the Au(111)
surface that the relaxed distance between the adatom and the Au(111) surface differs
significantly from the interlayer distance of the Au(111) surface. In addition a different
xc-functional i.e. LSDA has been applied in [206]. Turning to our calculations for both Fe
and Co adatoms on Au(111) the magnetic anisotropy energies obtained with the 2×2×1
Monkhorst-Pack k-point grid are with 2.88 meV for Co and 0.42 meV for Fe much smaller
than those presented in [206]. In addition our calculations predict an in-plane easy axis
aligned along the [110] direction. Also with the Γ-point only calculations we obtain an
in-plane easy axis. For a complete ML of Co on Au(111) an in-plane magnetization
with a MAE of ≈ 0.65 meV has been reported by B. Újfalussy et al. [220]. Also for the
Mn adatom we obtain an in-plane easy axis with a MAE of 4.50 meV. When COT is
adsorbed on top of the adatoms the magnetic anisotropy energies calculated with the
2×2×1 k-point set are decreased to 0.21 meV for Co, 0.35 meV for Fe and 0.51 meV for
Mn. The changes of the MAE when increasing the number of k-points from the Γ-point
only calculations are less drastic than for the adatoms without COT molecule adsorbed
on Au(111). However, a large number of k-points for the BZ integration is required
for the convergence of MAEs and thus results using only the Γ-point are certainly not
converged. The direction of the easy axis stays the same for Co and Fe but due to
the small energy differences between the configurations with the magnetization aligned
along the [110] direction and along the [111] direction in the case of Fe it is necessary to
speak of an easy plane rather than an easy axis anisotropy.
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5.2. Paracyclophane on Fe/W(110)

The goal of this and the following section is to propose a concept for embedding magnetic
units into a ferromagnetic substrate by the adsorption of an organic molecule which in
addition shows spin-filter characteristics with sharp molecular features in the electronic
structure. The conceptual challenge to achieve this is that the molecule should ideally
be chemisorbed on the substrate such that the molecule-surface interaction can locally
modify the magnetic properties of the substrate atoms leading to an organic based mag-
netic unit [14]. The requirement of chemisorption however leads to the formation of
broad spin unbalanced hybrid molecule-metal bands [221] around the Fermi level. This
conflicts with the requirement of having sharp molecular peaks in the electronic struc-
ture for the spin filter functionality, which occurs in the case of physisorption [14]. To
solve this dilemma we propose the usage of biplanar π-conjugated nonmagnetic organic
molecules chemisorbed on a ferromagnetic surface. In particular we have investigated
the adsorption of [2,2]paracyclophane (PCP) on the ferromagnetic Fe/W(110) surface.
PCP consists of two parallel benzene rings connected by sp3 hybridized C atoms. In
contrast to the last section were the formation of sharp spin split molecular features has
been achieved by exploiting the discrete electronic structure of magnetic adatoms, in
this case the biplanar structure of the PCP molecule will protect the molecular peaks
at one of the two planes. Our investigations on PCP will serve as a blueprint for a more
general study as PCP is a prototype of a whole class of biplanar structured molecules.
Most of the results presented in this section have been published in [15].
Monolayers of Fe on W(110) have been studied intensively both by STM experiments

and DFT calculations as they show a rich variety of different magnetic properties de-
pending on the Fe coverage. In combination with this a pseudomorphic growth behavior
[222] of Fe on W and a large spin orbit coupling of the W surface make the system at-
tractive. Up to 60% coverage of the first monolayer [223] Fe forms non magnetic islands.
Beyond that the Fe islands show a ferromagnetic order till the completion of the first
full monolayer. The orientation of the magnetic easy axis is along the [110] in-plane
direction as reported by both experiments [224–228] and theoretical calculations [229–
233]. When the coverage reaches around 1.5 ML the islands of the second monolayer
show a long range antiferromagnetic order [227, 234, 235]. While an out-of-plane mag-
netization direction is found in [227, 235–238], after annealing the sample the system
shows an in-plane easy axis in [239]. For a complete second monolayer of Fe on W(110)
both an in-plane easy axis [230] and an out-of-plane easy axis [238] have been reported
calculated by means of the FLAPW method. Calculations using the VASP code support
the out-of-plane magnetization for two ML of Fe on W(110) [221]. Energy differences
between the ferromagnetic ground state and an antiferromagnetic configuration, from
which the nearest neighbor magnetic exchange coupling constant can be extracted, have
been done with the FLAPW method by A. T. Costa et al. [233] and with the VASP
code by D. Spišák and J. Hafner [231].
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Figure 5.4.: Schematic of the bcc cell to visualize the crystallographic directions needed
throughout the discussion in this chapter. The blue area represents the (110) surface plane
of the bcc lattice and the red area the (100) surface plane. For the (110) surface the out-of-
plane [110] direction and the long in-plane

[
110

]
direction are depicted.

For the adsorption configuration the Fe/W(110) surface has been modeled by a slab
consisting of six layers of W with the calculated lattice constant of 3.174 Å and one or
two monolayers of Fe adsorbed on one side of the slab. A (4×5) supercell has been used
which leads to a distance between periodically repeated images of the PCP molecule of
17.95 Å in [110] direction and 15.87 in [001] direction. 18 Å of vacuum separate two
periodic images of the slab in [110] direction. As starting configuration the magnetic
moments of all Fe atoms were aligned ferromagnetically with the clean surface magnetic
moment of 2.48 μB for the single monolayer and 2.25 μB as well as 2.88 μB for the
first and the second Fe layer respectively in the case of two Fe monolayers. The cutoff
energy was set to 500 eV and for the relaxations only the Γ-point has been used for BZ
sampling.
On the (110) surface of the bcc lattice depicted as blue area in Figure 5.4 there are

three high symmetry sites namely the top site, the hollow site in the center between
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two surface atoms along the [100] direction and the bridge site in the center of the
shortest distance between two surface atoms. On each site several different orientations
of the PCP molecule have been chosen as starting configurations, which differ by the
number of C atoms interacting with Fe surface atoms. The most stable adsorption
configuration is the one with the center of the PCP molecule occupying the hollow
site with the long axis of the molecule oriented parallel to the [100] direction. This
configuration has two C atoms adsorbed directly on top of two Fe atoms (Fe1) and two
C=C double bonds on top of two other Fe atoms (Fe2). The PCP molecule is slightly
twisted clockwise around the C2 axis in the center of the molecule pointing into the
[110] direction, which brakes the mirror symmetry of the system with respect to the
(110) plane. Except for the configuration adsorbing PCP with its center on a bridge
site oriented in the [110] direction all other starting configurations relaxed towards the
most stable one. The distance between the molecule and the surface is 1.95 Å and the
corresponding adsorption energy is −2.457 eV. The inclusion of corrections regarding
dispersion interactions via the DFT-D3 method did not lead to further relaxations.
Only the adsorption energy changes to −3.482 eV. Due to the adsorption of PCP on the
Fe/W(110) surface the magnetic moments of the four Fe atoms directly interacting with
the molecule are reduced with respect to the magnetic moment 2.48 µB of the Fe atoms
of the clean surface. The magnetic moments of the two Fe atoms underneath a C atom
are decreased to 2.09 µB and the magnetic moments of the two Fe atoms underneath
a C=C double bond to 2.32 µB. The rest of the Fe atoms has the magnetic moment
of the clean surface. The difference between the magnetic moments of Fe1 and Fe2 is
related to the slightly different Fe-C distance of 2.06 Å and 2.24 Å, indicating a different
strength of hybridization. In the same way also the magnetic moments of the four Fe
atoms underneath the PCP molecule on the two ML Fe/W(110) surface is decreased
from the clean surface value 2.88 µB to 2.52 µB and 2.70 µB for the Fe atoms underneath
the C atoms and the Fe atoms underneath the C=C double bonds respectively.
According to the small molecule surface distance and the large absolute value of the

adsorption energy a strong interaction of PCP with the Fe/W(110) surface is expected.
The PDOS on σ and π states of the lower part of the PCP molecule, which directly
binds to the substrate, depicted in Figure 5.5 confirms this expectation by showing no
distinct molecular features but only a broad band of hybrid states. While the PDOS
of the free PCP in the gas phase is spin symmetric, this symmetry is broken when the
molecule adsorbs on the surface due to the hybridization with states of the magnetic Fe
atoms. However, the PCP molecule itself does not show a magnetization. In contrast to
the broad bands observed on the lower ring the PDOS on the σ and π states of the upper
part of the PCP molecule shows sharp peaks at energies of −2.3 eV (P1) and −1.8 eV
for the occupied states as well as 2.5 eV for the unoccupied states. All three peaks in
the PDOS of the upper part of the PCP molecule are exchange split with splittings of
65 meV, 57 meV and 88 meV for P1, P2 and P3 respectively. This shows the peculiarity
of the choice of PCP to functionalize the Fe/W(110) surface. The lower part of the
molecule interacts strongly with the surface and mediates an exchange splitting via spin
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σ
π

Figure 5.5.: The PDOS on the σ and π states of the lower ring and the upper ring of the
PCP molecule adsorbed on 1 ML of Fe on W(110). The lower ring binds to the substrate which
leads to the formation of broad spin polarized hybrid molecule surface bands. The PDOS of
the upper ring shows in contrast sharp and spin split molecular orbital like peaks. The PDOS
has been broadened by a 0.1 eV Gaussian.

unbalanced π-pi interaction. The molecule itself stays non magnetic. PCP adsorbed on
Fe/W(110) thus shows the characteristics of a molecular spin filter. This effect could
be used in STM experiments to access different spin polarizations of the upper ring
depending on how many spin majority and spin minority states are within the energy
interval under consideration. The effect is still present when PCP is adsorbed on a two Fe
layers coated W(110) surface, which can be seen from the corresponding PDOS depicted
in Figure 5.6. Again the lower ring strongly hybridizes with the metal states while the
upper ring shows sharp spin split peaks. Here the splittings are 93meV, 41meV and meV
respectively. The main difference between the single Fe monolayer and the Fe double
layer is the magnetic moment of 2.88 μB of the second layer at the vacuum interface
which is higher than the magnetic moment of 2.48 μB of the monolayer adsorbed on
W(110). But, as it becomes clear from the above results, the larger magnetic moment
does not translate into a larger spin splitting. The magnetic moments of the Fe ML at
the W side of the interface are unaffected by the adsorption of the PCP molecule.
In the previous paragraph we have seen that due to the adsorption and the caused
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Figure 5.6.: The PDOS on the σ and π states of the lower ring and the upper ring of the
PCP molecule adsorbed on 2 ML of Fe on W(110). The insets show close ups of the spin split
peaks in the PDOS of the upper ring of the PCP molecule. The PDOS has been broadened by
a 0.1 eV Gaussian.

hybridization of the PCP molecule on the Fe/W(110) surface the magnetic moments of
the four Fe atoms underneath the PCP molecule are decreased. In order to investigate
how the adsorption of PCP influences other magnetic properties like the magnetic ex-
change coupling constants J and the anisotropy K we have to do a set of additional
calculations. The magnetic exchange coupling constants can be extracted by mapping
our system onto a Heisenberg-model with the Hamiltonian

H = −
∑
i<j

JijSiSj (5.1)

where the indices i, j run over all spins in the system and Jij is the magnetic exchange
coupling constant coupling the spins i and j. We will consider here only nearest neighbor
interactions. Thus, the additional condition that i and j are nearest neighbors has to be
imposed on the indices. Based on the analysis of the magnetic moments of the Fe atoms,
we have to deal with three different kinds of Fe atoms in the surface layer: those which
are directly underneath a C atom denoted as Fe1 in Figure 5.7 (b), those underneath
C-C double bonds called Fe2 and all the other Fe atoms. Thus, if only nearest neighbor
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5. Molecular spintronics

Figure 5.7.: (a) Visualization of the magnetic configurations used to calculate the magnetic
exchange coupling constants J . Red atoms have a positive magnetization while the orientation
of the magnetization of the blue atoms points in the opposite direction. (b) Definition of the
magnetic exchange coupling constants J1, J2 and J3.

interactions are taken into account, three different exchange coupling constants Jk have
to be considered. J1 is the magnetic exchange coupling constant of the interaction of Fe1
with Fe2, J2 the magnetic exchange coupling constant of the interaction of Fe1 with other
surface atoms and J3 the magnetic exchange coupling constant of the interaction of Fe2
with other surface atoms. With these definitions and the Heisenberg model introduced
above the energy difference caused by rotating a set of spins from parallel to antiparallel
alignment with respect to the ferromagnetic ground state can be expressed as

ΔE = −2
∑
k

JkNkm1,km2,k (5.2)

where Nk is either zero or four depending on wether the Fe atoms corresponding to this
k are coupled ferromagnetically or antiferromagnetically in the second magnetic config-
uration and m1,k,m2,k are the magnetic moments of the two Fe atoms corresponding to
k. The three magnetic exchange coupling constants Jk can be obtained by performing
calculations for additional three different magnetic configurations which are depicted in
Figure 5.7 (a). First all four Fe1 and Fe2 atoms are oriented antiferromagnetically with
respect to the other surface atoms. Second either the two Fe1 or the two Fe2 atoms
have to be oriented in the opposite direction. The energy differences evaluated with
Equation 5.2 between the ferromagnetic configuration and the three antiferromagnetic
configurations lead to a set of equations from which the magnetic exchange coupling
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5.2. Paracyclophane on Fe/W(110)

constants J1, J2 and J3 can be extracted.

EFM − EAFM1 = −8J2 − 8J3

EFM − EAFM2 = −8J1 − 8J2 (5.3)
EFM − EAFM3 = −8J1 − 8J3

These equations arise from the Heisenberg model discussed above and in Section 1.4,
where the magnetic anisotropy terms vanish as in both configurations the spins are
oriented parallel or antiparallel to the same axis and the terms for unchanged spin
pairs cancel each other when taking the differences. With the obtained energy differ-
ences EFM − EAFM1 = −0.473 eV, EFM − EAFM2 = −0.778 eV, and EFM − EAFM3 =
−0.796 eV the magnetic exchange coupling constants given per pair of Fe atoms and
divided by the magnetic moments are J1 = 15.65 meV/µ2

B, J2 = 5.84 meV/µB/µ2
B and

J3 = 5.17 meV/µ2
B. As a first observation the coupling constants describing the interac-

tions of Fe1 and Fe2 with the other Fe atoms of the surface slightly differ from the value
of the clean surface which is JS = 5.42 meV/µ2

B. The latter has been calculated in a
c(1× 1) cell. We can compare our result for the magnetic exchange coupling constant of
the clean surface to previous calculations within the FLAPW framework done by A. T.
Costa et al. [233] and with VASP calculations by D. Spišák and J. Hafner [231]. In our
units the FLAPW calculations resulted in a nearest neighbor magnetic exchange cou-
pling constant JS = 6.48 meV/µ2

B [233] and the VASP calculations JS = 6.15 meV/µ2
B

[231]. For both calculations the total magnetic moments of the Fe atoms were different
from ours i.e. 2.56 µB and 2.41 µB for the ferromagnetic state as well as ±2.56 µB and
±2.31 µB for the antiferromagnetic state. In the FLAPW calculation besides of the all
electron method a symmetric five layers W slab with an Fe slab on each side has been
used[233]. In the VASP calculations the cutoff energy has been 280 eV, which leads
to a larger W lattice constant and in consequence a different relaxation of the surface
layer. This leads to energy differences between the two magnetic states slightly deviat-
ing from our calculations. Returning to the discussion on a PCP molecule adsorbed on
Fe/W(110) more obvious is the change of the magnetic exchange coupling constant J1
between Fe1 and Fe2 which is roughly three times larger than the clean surface value.
Due to the strong magnetic exchange coupling between the four Fe atoms underneath
the PCP molecule the four Fe atoms together with the PCP molecule can be considered
as a magnetic unit embedded into the ferromagnetic surface. The fact that the magnetic
exchange coupling constants J2 and J3 of Fe1 and Fe2 to the rest of the surface Fe atoms
do not deviate much from the clean surface value shows that this magnetic hardening
effect is restricted to a small part of the surface. In addition the small change of J1 and
J2 differs from the previously found result by K. V. Raman et al. [14]. In their case the
molecular unit formed by a phenalenyl based molecule and the underlying Co surface
layer was decoupled from the rest of the surface, due to a significant decrease of the
nearest neighbor magnetic exchange coupling constant to the second Co layer.
The analysis of the PDOS on the d states of the Fe atoms for the ferromagnetic and
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Figure 5.8.: PDOS on the Fe d states of an Fe atom on the clean Fe/W(110) surface (black),
the Fe1 atom (blue) and the Fe2 atom (orange) for the ferromagnetic configuration (a) and the
antiferromagnetic configuration (b) as depicted in Figure 5.7. The PDOS has been broadened
by a 0.1 eV Gaussian.
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5.2. Paracyclophane on Fe/W(110)

Table 5.3.: Magnetic anisotropy energies per Fe atom in meV for PCP adsorbed on one ML
of Fe on W(110), for the molecular unit defined by PCP and the four Fe atoms underneath in
a large empty box and for the clean W(110) surface covered by one ML of Fe. The easy axis
has a magnetic anisotropy energy of zero.

Direction [110] [100] [110]
k-points Γ 2× 2 Γ 2× 2 Γ 2× 2

PCP Fe/W(110) 0.00 0.00 -2.94 1.68 -2.22 1.34
PCP + 4 Fe 0.49 - 0.00 - 0.20 -

Fe/W(110) 0.00 0.00 5.04 2.92 3.02 2.61

the antiferromagnetic configurations depicted in Figure 5.8 will help us to identify the
magnetic hardening mechanism responsible for the enhanced interaction of the Fe atoms
directly underneath the PCP molecule. With respect to the PDOS of the Fe atom from
the clean surface the PDOS on the dxz, dyz and dz2 orbitals of the Fe1 and the Fe2 atom
shows significant differences over a large energy interval around the Fermi energy. This
is due to the strong hybridization of these states - referred to as dπ = dxz + dyz + dz2-
with the π orbitals of the PCP molecule. The contribution of the Fe1 and the Fe2 atoms
to common dπ − π hybrid orbitals leads to a stronger coupling between the dπ orbitals
of those Fe atoms mediated by the hybrid orbitals, similar to the general mechanism of
indirect exchange [15, 67]. In addition this mechanism based on the overlap of the dπ−π
states will not influence the magnetic exchange coupling constants J2 and J3 of Fe1 and
Fe2 to the rest of the surface like the one based on charge transfer between the molecule
and the surface mentioned in [14] leading to a large decrease of the coupling constants
would. The PDOS on the dxy and dx2−y2 orbitals which couple the Fe1 and the Fe2
atoms to the rest of the Fe ML changes in a minor way upon the adsorption of the PCP
molecule, which is a hint for only a slight modification of the overlap of those orbitals.
This in turn leads to only a slight difference in J2 and J3 compared to JS. As a simple test
whether the magnetic hardening occurs due to the adsorption of the PCP molecule and
not due to the change of the geometric structure of the Fe/W(110) surface we calculated
the magnetic exchange coupling constants Jk with the same distorted geometry of the
surface but without the PCP molecule. The obtained values are J1 = 7.56 meV/µ2

B,
J2 = 3.11 meV/µ2

B and J3 = 5.65 meV/µ2
B. Especially J1 is significantly smaller without

the molecule than with the PCP molecule. It is however still larger than the clean
surface value. Hence, there is a contribution to the change of the magnetic exchange
coupling constants, but the major part stems from the hybridization with the orbitals
of the PCP molecule. The increase of the magnetic hardening effect when the PCP
molecule is adsorbed on top of the Fe/W(110) surface compared to the contribution
from the geometrical change of the Fe layer further supports our proposed mechanism.
The second very important quantity determining the magnetic switching behavior
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is the magnetic anisotropy energy, which is the total energy difference between two
magnetic configurations with different orientations of the magnetization due to spin orbit
coupling. Together with the magnetic exchange coupling constant it determines the size
of magnetic domains and domain walls. In order to calculate the magnetic anisotropy
spin orbit coupling has to be included into the calculations and configurations with
the magnetic moments pointing in [110] (out-of-plane magnetization), [100] (in-plane
magnetization along the short axis) and [110] (in-plane magnetization along the long
axis) have to be considered. The magnetization direction with the lowest energy is the
[110] direction. Hence, the easy axis of the clean Fe/W(110) and after the adsorption of
PCP are the same. The average MAE over all the Fe atoms in the unit cell for the out of
plane direction [110] and the second in plane axis [001] are 2.50 meV and 4.24 meV when
only the Γ-point is used for BZ sampling. Increasing the number of k-points by using a
2×2×1 Monkhorst-Pack-grid leads to MAEs of 2.49 meV and 2.80 meV. In the previous
paragraphs we have shown that the properties of the four Fe atoms underneath the PCP
molecule are changed, while the other Fe atoms have the same magnetic properties
as those of the clean surface. Thus, we subtract from the total energy difference the
contribution of the Fe atoms, which do not interact with the C atoms, in order to obtain
the MAE of the four Fe atoms directly interacting with the PCP molecule listed in
Table 5.3. Using this procedure we obtain magnetic anisotropy energies of 1.34 meV and
1.68 meV for the [110] and the [001] direction respectively with the 2 × 2 × 1 k-point
set. The numbers obtained from the calculations using the Γ-point are negative due
to the overestimation of the clean surface MAE discussed later. Due to the magnetic
hardening effect discussed above the Fe atoms underneath the PCP molecule would not
rotate separately. Thus, for the MAE given in [15] we considered them together with the
molecule as a magnetic unit, which leads to the large increase of the MAE to 5.35 meV
and 6.71 meV with respect to the clean surface value. The convergence with respect to
the number of k-points used for the BZ-integration is hard to reach for MAEs. As we
are restricted due to the system size to relatively small k-point sets, we compare our
MAE for the clean surface to already published results. In the large cell containing forty
Fe atoms with the 2 × 2 × 1 k-point set we obtain an MAE of 2.92 meV per Fe atom.
T. Andersen et al. [232] have done an extensive study on the MAE of Fe/W(110) as a
function of the number of W layers and the number of k-points in the irreducible BZ
by means of FLAPW calculations. Their k-point converged result for six layers of W is
2.79 meV. This value is under the above mentioned restrictions very close to our result.
The adsorption configuration of the PCP molecule shows as already stated a broken
mirror symmetry with respect to the (110) plane. Thus, we attempted to see if there is
an energy difference between magnetic configurations with the magnetization pointing
in positive or negative [110] direction but within the accuracy of our calculations there
was no energy difference. Unfortunately there are still two possibilities: the effect of
the twist of the molecule on the electronic structure of the Fe atoms is too small to be
visible or our calculations are not accurate enough.
Having both quantities the magnetic exchange coupling constants J as well as the
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5.2. Paracyclophane on Fe/W(110)

Figure 5.9.: (a) Schematic of the coordinate system used for the Heisenberg-model in Equa-
tion 5.4. The magnetization direction with ϑ = ϕ = 0 corresponds to the easy axis. (b)
Energy difference ΔE in meV between a magnetization direction given by ϑ and ϕ and the
ferromagnetic ground state under the assumption that the magnetization of the molecular unit
consisting of the PCP molecule and the four Fe atoms underneath can be rotated separately
from the surface.

anisotropy K at hand we can further study a Heisenberg type model, where we account
for the magnetic anisotropy terms for this particular system. Under the assumption
that the defined molecular unit could be switched independently of the rest of the Fe
monolayer, we can investigate the energy difference between the ferromagnetic ground
state and a state with a changed orientation ϕ, ϑ of the magnetization of the four Fe
atoms underneath the PCP molecule as a function of the orientation of the magnetization
in order to identify wether or not there exist two stable energy minima with different
orientations which would define a magnetic switch. This energy difference between the
ferromagnetic ground state and the state E(ϕ, ϑ) is given by:

E(ϕ, ϑ)−EFM = −2(J2mSm2+J3mSm3 (cos(ϑ)− 1)+4(K1+K ′
1 cos(2ϕ)) sin

2(ϑ) (5.4)

where the two angles ϑ and ϕ describing the direction of the magnetization are defined in
Figure 5.9 (a). Inserting the calculated values for J2, J3 and the two anisotropy constants
K1 and K ′

1, which correspond to the [001] and the [110] direction, leads to the energy
landscape depicted in Figure 5.9 (b). The energy difference between the state with
arbitrary magnetization direction and the ferromagnetic ground state is governed by the
magnetic exchange contribution. Thus, the energy difference shows a monotonic increase
when rotating the magnetization direction from ϑ = 0 to ϑ = π. The contribution of
the magnetic anisotropy is hardly visible as the sin2 ϕ distortion of the ϑ = π/2 line.
An external magnetic field can be included in Equation 5.4 by adding a term B ·S =
Bxm cos(ϑ) sin(ϕ) +Bym sin(ϑ) sin(ϕ) +Bzm(cos(ϑ)− 1) where the z component of the
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Figure 5.10.: Results of the Monte Carlo simulation of the magnetization reversal process
at T = 145 K (a) and the coercivity field Hc below the ordering temperature for the clean
(squares) and the PCP covered (triangles) magnetic Fe monolayer. The figure has been taken
from [15]. Copyright (2013) by the American Physical Society.

magnetic field corresponds to the direction of the easy axis. The last term corresponding
to the component of the magnetic field aligned along the direction of the easy axis
compensates the loss of energy due to the magnetic exchange coupling when changing
the orientation of the magnetization from ferromagnetic to antiferromagnetic coupling.
None of the terms is able to introduce a second energy minimum. In addition the large
energy difference between the ferromagnetically and the antiferromagnetically coupled
molecular unit to the rest of the surface renders the assumption of an independent
switching behavior unrealistic. For that a drastic decrease of J2 and J3 would be required
such that the strength of the magnetic exchange coupling becomes comparable to or
smaller than the magnetic anisotropy.
The impact of the magnetic hardening effect on experimentally measurable quantities

like the coercivity field HC and the Curie-temperature TC, which are also relevant for
technological applications, have been investigated by Nikolai Kiselev by means of Monte-
Carlo simulations of a magnetization reversal process at finite temperature as part of
our collaboration published in [15]. We will shortly review the results here to complete
the discussion about the magnetic hardening of the Fe/W(110) surface upon adsorption
of a PCP molecule. The simulations have been done on a bare Fe film described by
the extended Heisenberg Hamiltonian containing magnetic exchange terms, magnetic
anisotropy and Zeeman terms. Four of the Fe atoms contained in the Fe thin film adopted
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the magnetic exchange coupling constants and magnetic anisotropy energies of Fe1 and
Fe2 while the other Fe atoms were described by the clean surface values. The coverage
has been chosen smaller than in the DFT calculations to one magnetic unit consisting
of four Fe atoms per 24 Fe atoms in order to clearly show the impact of the magnetic
hardening. The effects were however also present for smaller coverages. The simulated
magnetization curves shown in Figure 5.10 (a) calculated at a fixed temperature provide
an estimate for the coercivity field HC necessary to switch the magnetization direction.
The magnetization curve for the system with PCP adsorbed at the described coverage
shows a much larger coercivity field than the magnetization curve of the clean surface.
As a function of the temperature the coercivity field for both systems almost decreases
linearly. Thus, the Fe/W(110) surface with an adsorbed PCP molecule has an around
4 T higher coercivity field than the clean surface in the studied temperature interval.
The increase of the coercivity field due to the adsorption of graphene on Co coated
Ir(111) has been recently observed in an experiment done by R. Decker et al. [240].
Their explanation for the increase of the coercivity field is an enhanced out-of-plane
magnetic anisotropy. In our analysis the magnetic exchange coupling is in the focus,
which goes in hand with a change of the magnetic anisotropy, due to the formation of
the molecular magnetic unit. The difference between the coercivity fields of the clean
Fe/W(110) surface and the PCP covered surface increases as a function of the coverage.
In particular a calculation done for a four of twelve coverage resulted in an almost two
times larger coercivity field than the previously discussed four of 24 coverage. The Curie
temperature increases by 27 K. Together with the increase of the coercivity field the
Monte-Carlo simulations clearly show an increased barrier for domain wall nucleation.

5.3. Paracyclophane on Fe/W(100)

In contrast to the ferromagnetic Fe/W(110) surface considered in the last section first
experiments investigating the magnetic properties of the Fe/W(100) surface exhibit the
absence of remanent magnetization [241, 242] for sub to one monolayer coverages. To
explain the disappearance of the ferromagnetic order an antiferromagnetic order has been
proposed based on LDA calculations [243] within the FLAPWmethod, whereas no stable
ferromagnetic groundstate has been found. In one GGA study [244] a ferromagnetic
groundstate has been calculated but the AFM case has not been studied while another
[231] included both the FM and the AFM solution with the latter being more stable.
Finally A. Kubetzka et al. [245] proved by a combined DFT and spin polarized STM
study the antiferromagnetic order of the Fe layer on W(100) which explained the previous
experimental results. Including spin orbit coupling in their calculations the authors in
addition found an out-of-plane easy axis with a magnetic anisotropy energy of 2.4 meV for
the antiferromagnetic configuration of Fe/W(100) [245]. M. L. Sandratskii et al. [246], M.
Bode et al. [247] and A. Kubetzka et al. [245] have reported magnetic exchange coupling
parameters for 1 ML of Fe on W(100) obtained by means of FLAPW calculations and
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D. Spišák and J. Hafner [231] with the VASP code. References to the details of the
calculations presented in [247] point towards [245]. Thus, we cite both publications but
discuss mainly the latter one.
To model the surface a (6× 6) unit cell containing a six layers slab of W(100) covered

on one side by one or two layers of Fe has been used. As in the previous section the
theoretical lattice constant of W taken to construct the surface has been 3.174 Å. The
distance between periodically repeated images of the PCP molecule has been 19.04 Å
in x- and in y-direction. The vacuum region between two slabs in z-direction was 18 Å
large. The PCP molecule, the Fe layers and the upper three W layers have been allowed
to relax until the forces became smaller than 0.003 eV/Å. For relaxations only the Γ-
point has been taken into account for the BZ sampling. To calculate the electronic and
magnetic properties larger k-point sets as described in the corresponding paragraphs
have been used.
On the bcc (100) surface depicted as red area in Figure 5.4 there are three adsorption

positions of high symmetry namely the top site, the hollow site above an atom of the
second layer and the bridge site on the center between two nearest neighbor surface
atoms. These high symmetry positions have been used as starting points for the geo-
metrical center of the PCP molecule. On all three positions we tested orientations of the
PCP molecule where either two C atoms or two C=C double bonds are directly on top
of Fe atoms. On the Fe/W(100) surface only one of the starting configurations led to a
stable minimum. In this stable adsorption configuration the center of the PCP molecule
is on a hollow site. The two C atoms at the interconnections between both rings of the
molecule are adsorbed on top of Fe atoms. Like on the Fe/W(110) the symmetry of the
PCP molecule is broken due to a twist of the molecule. The upper part of the molecule
is rotated clockwise with respect to the lower part. The molecule surface distance is
1.90 Å and the adsorption energy is −2.191 eV calculated using the PBE functional.
The inclusion of corrections for vdW interactions with the DFT-D3 approach does not
influence the adsorption site or the molecule surface distance. The adsorption energy
changes to −2.870 eV. While on the Fe/W(110) the adsorption of a PCP molecule led
to a slight decrease of the magnetic moments of the two Fe atoms directly binding to the
molecule with respect to the magnetic moment of the clean surface, on the Fe/W(100)
this effect is more drastic. The magnetic moment decreases from ±2.36 µB to ±1.09 µB.
In Figure 5.11 the PDOS on the σ and π type states of the lower and the upper

benzene ring of the PCP molecule adsorbed on Fe/W(100) is shown. Like on the (110)
surface the hybridization of the molecules π states with the d states of the surface leads
to the formation of broad spin split hybrid bands around the Fermi level in the PDOS
of the lower ring. At the upper ring sharp molecular features are conserved. The peaks
denoted as P1 and P2 are in contrast to the (110) surface spin split by only a few meV.
The peaks around P3 in the unoccupied states are spin split by 30 meV which is a
relatively small spin splitting compared to what we have observed on the (110) surface.
The picture is identical on the Fe/W(100) surface with two ML of Fe.
Also for PCP adsorbed on the Fe/W(100) surface we calculated the nearest neighbor
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σ
π

Figure 5.11.: The PDOS on the σ and π states of the lower ring and the upper ring of the
PCP molecule adsorbed on 1 ML of Fe on W(100). The PDOS has been broadened by a 0.1 eV
Gaussian.

magnetic exchange coupling constants Jk in order to see how the magnetic hardening
effect of organic molecules adsorbed on ferromagnetic surfaces discovered in the last sec-
tion works in the case of a surface showing an antiferromagnetic coupling. Although the
four Fe atoms underneath the PCP molecule have the same magnetic moment, we as-
sume a similar model of the magnetic exchange coupling on the Fe/W(100) surface with
three different coupling constants J1, J2 and J3 like in the last section on Fe/W(110).
J1 as defined in Figure 5.12 (d) is the magnetic exchange coupling between the four Fe
atoms with the reduced magnetic moment due to the direct interaction with the PCP
molecule, J2 describes the coupling of the other surface atoms to the two Fe atoms un-
derneath a C-C double bonds and J3 the coupling of the other surface atoms to the
two Fe atoms directly underneath a carbon atom. The different magnetic configurations
required to extract the three magnetic exchange coupling constants J1, J2 and J3 from
our calculations are shown in Figure 5.12. The magnetic exchange coupling to the rest
of the surface atoms can be obtained from the energy difference of the antiferromagnetic
ground state shown in (a) and the configuration with the opposite sign of the magneti-
zation for all four Fe atoms underneath the molecule depicted in (b). In this case the
magnetic exchange coupling terms entering the Heisenberg model involving those four
Fe atoms do not change their sign and thus cancel each other when taking the energy
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Figure 5.12.: (a-c) Visualization of the magnetic configurations AFM (a), AFM2 (b) and
FM/FM2 (c) used to calculate the magnetic exchange coupling constants Jk. Red atoms have
a positive magnetization while the orientation of the magnetization of the blue atoms points
in the opposite direction. (b) Definition of the magnetic exchange constants J1, J2 and J3 for
PCP adsorbed on the Fe/W(100) surface. The brighter Fe atoms directly interacting with the
PCP molecule have a smaller magnetic moment than the rest of the surface atoms.

difference. The other two magnetic configurations needed couple the four Fe atoms un-
derneath the PCP molecule ferromagnetically as shown in Figure 5.12 (c) with both
positive and negative magnetization. This leads to a similar set of equations like in the
Fe/W(110) case:

EAFM2 − EAFM = −8J2 − 8J3

EFM2 − EAFM = −8J1 − 8J2 (5.5)
EFM1 − EAFM = −8J1 − 8J3

By solving this set of equations we obtain magnetic exchange coupling constants J1 =
−17.12 meV/μ2

B, J2 = −3.38 meV/μ2
B and J3 = −3.23 meV/μ2

B per pair of Fe atoms,
which are listed in Table 5.4. The negative signs on all of them show that the antifer-
romagnetic configuration is indeed favored over the ferromagnetic configuration. The
magnetic exchange coupling constant JS = −7.42 meV/μ2

B per pair of Fe atoms of the
clean Fe/W(100) surface, calculated in a (2 × 2) cell with a 20 × 20 × 1 k-point mesh,
is more than a factor of two larger than the two coupling constants J2 and J3 of the Fe
atoms underneath the PCP molecule to the rest of the surface. Our magnetic exchange
coupling constant for the clean surface can be compared to previously published results
using the FLAPW method [245–247] and calculations with the VASP code [231]. M.
L. Sandratskii et al. [246] obtained an magnetic exchange coupling constant converted
to our units JS = −5.87 meV/μ2

B, M. Bode et al. [245, 247] −7.03 meV/μ2
B and D.

Spišák and J. Hafner [231] −7.75 meV/μ2
B. The coupling constant J2 of the Fe atom

directly underneath a C atom to the rest of the surface is slightly stronger than the
coupling constant J3 of the Fe atom underneath a C=C double bond to the rest of the
surface. The magnetic exchange coupling between the four Fe atoms underneath the
PCP molecule J1 is about three times stronger than JS of the clean surface. In total
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Table 5.4.: Magnetic anisotropy energies K per Fe atom in meV and magnetic exchange cou-
pling constants J in meV/µ2B for PCP adsorbed on Fe/W(100) and for the clean W(100) surface
covered by one ML of Fe. Positive numbers of the MAE correspond to an out-of-plane easy-axis
and negative numbers to an in-plane easy-axis.

K (meV) J1 (meV/µ2
B) J2 (meV/µ2

B) J3 (meV/µ2
B)

Γ 2× 2× 1

PCP Fe/W(100) -6.78 -6.48 -17.12 -3.38 -3.32

Fe/W(100) 1.20 2.42 -7.42

we observe the magnetic hardening effect of the four Fe atoms underneath the PCP
molecule which has been already shown for the ferromagnetic Fe/W(110) surface also
on the antiferromagnetic Fe/W(100) surface. In addition we observe on the Fe/W(100)
surface a decoupling of the molecular unit consisting of the PCP molecule and the four
Fe atoms underneath from the rest of the surface as J2 and J3 are significantly smaller
than the magnetic exchange coupling constant of the clean surface JS.

The MAEs for PCP adsorbed on one ML of Fe on W(100) as well as for the correspond-
ing clean surface are listed in Table 5.4. Our MAE of 2.42 meV with an out-of-plane
easy-axis for the clean Fe on W(100) surface obtained in the (6×6) cell with the 2×2×1
k-point grid agrees reasonably well with the 2.4 meV with the same direction of the easy-
axis from previous FLAPW calculations [245]. The average MAE per Fe atom of the
Fe/W(100) surface with PCP adsorbed calculated with the 2 × 2 × 1 k-point mesh is
1.43 meV, which is significantly smaller than the clean surface value. The same holds
true for the Γ-point calculation where the average MAE per Fe atom is 0.31 meV. If we
calculate the MAE for the four Fe atoms underneath the PCP molecule in the same way
as proposed in the last section, where we have subtracted the number of unaffected Fe
atoms times the MAE of a clean surface atom from the total energy difference, we obtain
−6.78 meV with the Γ-point and −6.49 meV with the 2 × 2 × 1 k-point set. In both
cases following this approach an in-plane magnetization with a large MAE is favored by
the four Fe atoms underneath the PCP molecule. In the last section the change of the
sign of the MAE for the Γ-point calculation was ascribed to the overestimation of the
clean surface MAE. In the case of Fe/W(100) calculated with the 2×2×1 k-point mesh
the MAE is in good agreement with previous calculations.
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Summary

We have investigated hybrid organic-metallic materials, which are model systems with
possible applications in molecular electronics and molecular spintronics. For these sys-
tems an accurate description of the geometry and the electronic structure of the molecule
metal interface is vital. Characterized by their binding strength, π conjugated molecules
adsorbed on metal surfaces are often found between physisorption and weak chemisorp-
tion, where van der Waals (vdW) interactions are of high importance. The first part of
this work thus dealt with the adsorption of small π conjugated molecules adsorbed on
noble metal surfaces in order to test the accuracy of different methods for the descrip-
tion of vdW interactions within density functional theory (DFT). Based on the insights
gained in the first part, the second part was dedicated to magnetic systems, which are
suitable candidates for future applications in molecular spintronics devices.
Our study on single thiophene and 4-thiophene adsorbed on Cu(111) showed that

these molecules are weakly chemisorbed and vdW interactions are the most important
contribution to the binding. Due to the availability of experimental data regarding the
adsorption geometry and adsorption energy, we were able to assess the performance
of the PBE functional, the semi-empirical DFT-D2 and DFT-D3 methods and the non-
local correlation functionals vdW-DF1, vdW-DF2 and rVV10 for correctly describing the
adsorption parameters. Among the tested methods the semi-empirical DFT-D3 method,
which takes into account the chemical environment of the atoms, agreed the best with
the experiment for both the molecule surface distance and the adsorption energy. The
adsorption energies of thiophene on Cu(111) obtained with the PBE functional and the
vdW-DF functional differ by almost one order of magnitude. This difference is due to
the substantially different spatial distribution of the correlation energy densities of those
two functionals.

The neutral cyclooctatetraene (COT) molecule in the gas phase adopts a tub shape
while anions and cations have a flat shape. For the two times charged COT molecule the
flat shape can be explained by Hückel’s rule of aromaticity. The change of conformation
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6. Summary

of the COT molecule upon charging could be utilized in a conformational switch. Our
study of tub and flat shaped COT adsorbed on the (100) surfaces of Cu, Ag and Au
as well as on the Au(111) surface lead to the conclusion that varying the hybridization
strength can change the shape of COT and take the role played by charging in the
gas phase. The strongly interacting (100) noble metal surfaces were a test system for
methods to correct for vdW interactions in DFT in the limit of minor importance of
vdW interactions. While the ab initio methods of the vdW-DF type lead to adsorption
energies comparable to the PBE functional, they overestimated the molecule surface
distance. With the DFT-D3 method a molecule surface distance close to the PBE result
has been obtained while the adsorption energy has been overestimated.
The COT molecule adsorbed on noble metal surfaces is another example for the follow-

ing dilemma, which had to be faced later when developing molecular spintronic devices.
On the weakly interacting Au(111) surface the COT molecule is physisorbed and thus
the projected density of states (PDOS) showed sharp molecular orbital like peaks. On
the strong interacting noble metal (100) surfaces the COT molecule is chemisorbed and
the PDOS showed broad hybrid states around the Fermi Level. For applications in
molecular spintronics, both sharp molecular orbital like states and a strong interaction
with the substrate are required. COT is a building block for molecule transition metal
sandwiches, which are candidates for spintronic devices. Thus, we extended our study
of COT adsorbed on Au(111) to COT adsorbed on magnetic transition metal adatoms
on Au(111). Adsorbed on the adatoms COT adopts in addition to the tub and the flat
shape also an L like shape. The discrete electronic spectrum of the magnetic adatoms
allows to form significantly spin split molecular orbitals by hybridization of the COT
orbitals with the states of the magnetic adatoms. The magnetic anisotropy energy of
the magnetic adatoms decreased upon the adsorption of the COT molecule.
The paracyclophane (PCP) molecule has been found to be chemisorbed on Fe/W(110)

and Fe/W(100). In this case the biplanar structure of the PCP molecule protected the
molecular states of the upper ring from broadening due to hybridization with the sub-
strate states. At the same time the strong interaction of the lower ring with the magnetic
substrate lead to spin splitting of the molecular states on Fe/W(110). With sharp and
spin split molecular states at the upper ring of the PCP molecule the system could be
used as a spin filter. In addition we have shown that the adsorption of organic molecules
on magnetic surfaces can change the magnetic properties of the surface. In particular
the adsorption of the PCP molecule on the Fe/W(110) as well as the Fe/W(100) surface
strongly increases the magnetic exchange coupling constants of the Fe atoms directly
coupled to the PCP molecule. This is due to an increased overlap of the dπ orbitals by
the contribution of those Fe atoms to common dπ − π orbitals. The increased magnetic
exchange coupling of the Fe atoms underneath the PCP molecule manifests in the pre-
diction of a higher coercivity field and a higher Curie temperature. The adsorption of
organic molecules on magnetic surfaces offers a new road to design magnetic materials
with predefined properties.
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Ansatz for a spin dependent

version of vdW-DF

The derivation of vdW-DF from the ACFD-theorem is somewhat involved when one
goes really into detail and these details are scattered over a large number of documents
[19, 248–250] which have been source for this appendix. The purpose is to gather a
complete version of the derivation in one document. Each part of the derivation has
been written in at least one of the given references. We just collect them here and add
some detail where it seemed to be necessary for our understanding.
The second purpose of this appendix is to write down the formalism explicitly including

the spin variable. An extension of vdW-DF to the spin polarized case is not straight
forward and has not been done up to now. We will give the formulas where possible and
also the corresponding references where available. In the beginning the derivation of the
ACFD theorem is based on the overview given by J. F. Dobson [251] and the work of M.
Lein et al. [252]. The overall shape of the derivation is however very similar to the spin
unpolarized case and omitting the spin indices and summations will lead to the normal
version of this derivation.

A.1. XC-Functional from the ACFD-theorem

The adiabatic connection formula gives an exact expression for the sum of the Hartree
energy and the exchange correlation energy Exc+H [106–108]:

Exc+H =
1

2

∫ 1

0

dλ

∫
d3r d3r′

∑
σ,σ′

1

|r− r′|
nσσ

′

2,λ (r, r′), (A.1)
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A. Ansatz for a spin dependent version of vdW-DF

where r is the spatial and σ the spin coordinate1, and λ is the coupling constant of the
adiabatic connection. The usual equations without spin can be obtained by carrying
out the spin summations and n(r) =

∑
σ n

σ(r). In the equation above nσσ′

2,λ (r, r′) =

nσ(r)nσ
′
(r′) + nσ(r)nσσ

′
xc (r, r′) is the (λ dependent) pair density. The latter can be re-

lated with help of the fluctuation dissipation theorem to the density response function
χσσ

′

λ (r, r′, ω)

−
∫ ∞
0

du

π
χσσ

′

λ (r, r′, iu) = nσσ
′

2,λ (r, r′)− nσ(r)nσ
′
(r′) + nσ(r)δσσ

′
δ(r− r′). (A.2)

If we insert Equation A.2 into Equation A.1 we arrive at a spin polarized version [252]
of the adiabatic connection fluctuation dissipation (ACFD) theorem

Exc+H = −1

2

∫ 1

0

dλ

∫
d3r d3r′

∑
σ,σ′

v(r− r′)

(∫ ∞
0

du

π
χσσ

′

λ (r, r′, iu) + nσ(r)δσσ
′
δ(r− r′)

)
(A.3)

+

∫
d3r d3r′

∑
σ,σ′

nσ(r)nσ
′
(r′)

|r− r′|

= − 1

2π

∫ 1

0

dλ

∫ ∞
0

du
∑
σ,σ′

Tr
[
v χσσ

′

λ (iu)
]
− Eself +

∫
d3r d3r′

∑
σ,σ′

nσ(r)nσ
′
(r′)

|r− r′|
(A.4)

where Eself = 1
2

∫ 1

0
dλ
∫

d3r d3r′
∑

σ,σ′ v(r− r′)nσ(r)δσσ
′
δ(r− r′) is an infinite self energy

term which should be canceled by a corresponding term from the first integral. In the
last term the only spin dependent quantities are the densities nσ(r) thus we can safely
carry out the spin summations. When doing this one arrives at the usual expression for
the Hartree energy EH which we subtract in order to have a formula for Exc only. In the
second step we also interpreted v and χσσ′

λ as matrices of two continuous indices r and
r′ for which the following conventions should be given:

1 = δ(r, r′) (A.5)

Tr [A] =

∫
d3rA(r, r) (A.6)

AB =

∫
d3r′′A(r, r′′)B(r′′, r′) (A.7)

1The spin variable is not in the arguments list of e.g. nσ(r) but written as superscript in order to
remind that it takes only the two values ↑ and ↓ in contrast to the continuos variable r. For the
same reason the spin summation

∑
σ,σ′ is explicitly written. This notation will also be used, when

we switch back and forth between matrix and normal notation later on.
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A.2. The response function χσσ′

λ and the Full-Potential-Approximation

which means that the unity operator 1 is a delta function, Tr means integration over the
diagonal elements and the product of two operators is defined in analogy to the usual
matrix product as summation over connecting indices. If A and B are not symmetric
one can immediately see that AB 6= BA (i.e. [A,B] 6= 0).

A.2. The response function χσσ
′

λ and the
Full-Potential-Approximation

The full response function χσσ
′

λ is the density response δnσλ =
∑

σ′ χσσ
′

λ δΦσ′
ext of the λ

interacting system to a (in general spin dependent e.g. by an applied magnetic field)
change in the external potential δΦσ′

ext. Without matrix notation the relation between
the change of the density δnσλ and the change of the external potential δΦσ′

ext reads

δnσλ(r, ω) =
∑
σ′

∫
d3r′χσσ

′

λ (r, r′, ω)δΦσ′

ext(r
′, ω) (A.8)

δnσλ(r, ω) =
∑
σ′

∫
d3r′χ̃σσ

′

λ (r, r′, ω)δΦσ′

scr,λ(r
′, ω) (A.9)

δnσλ(r, ω) =
∑
σ′

∫
d3r′χσσ

′

KS (r, r′, ω)δΦσ′

eff,λ(r
′, ω) (A.10)

The second equation defines the screened response χ̃λ to a change in the screened po-
tential δΦσ′

scr,λ = δΦσ′
ext + δΦσ′

ind,λ which is the sum of the external potential change and
the change of the induced potential δΦσ

scr,λ = vσσ
′

λ δnσ
′

λ . The third equation introduces
the Kohn-Sham response function χσσ

′

KS of the non interacting KS system to a change
δΦσ′

eff,λ(r
′, ω) in the effective potential. The first two response functions can be related

by a Dyson like equation which we are going to derive in the following.

χσσ
′

λ (iu) =
∑
τ ′

χ̃τ
′σ′

λ (iu)

δστ ′ −
∑

τ λχ̃
στ
λ (iu)vττ ′

(A.11)

The response functions χσσ′

λ and χ̃σσ′

λ are defined for all coupling constants λ which gives
combining Equation A.8 and Equation A.9∑

σ′

χσσ
′

λ δΦσ′

ext =
∑
σ′

χ̃σσ
′

λ δΦσ′

scr,λ (A.12)

=
∑
σ′τ

χ̃στλ

(
δτσ

′
δΦσ′

ext + vτσ
′

λ δnσ
′

λ

)
(A.13)

=
∑
ττ ′σ′

χ̃στλ

(
δττ

′
δτ

′σ′
δΦσ′

ext + vττ
′

λ χτ
′σ′

λ δΦσ′

ext

)
(A.14)
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A. Ansatz for a spin dependent version of vdW-DF

where vσσ′

λ = λv is the spin blind and scaled Coulomb interaction. From the above
equation we can immediately read the following Dyson equation like relation between
the full response χσσ′

λ and the screened response χ̃σσ′

λ :

χσσ
′

λ = χ̃σσ
′

λ +
∑
ττ ′

χ̃στλ v
ττ ′

λ χτ
′σ′

λ (A.15)

which when solved for χσσ′

λ gives Equation A.11. In this case we related the full response
χσσ

′

λ to the screened response χ̃σσ′

λ which should not be interchanged with the usually
used non interacting or Kohn-Sham response χσσ′

KS . For the latter instead of a screened
potential Φσ′

scr,λ one has to use an effective potential Φσ′

eff,λ which then leads to a structural
slightly different Dyson like equation:

χσσ
′

λ = χσσ
′

KS +
∑
τ,τ ′

χστKS

(
vττ

′

λ + f ττ
′

xc,λ

)
χτ

′σ′

λ (A.16)

where the exchange correlation kernel fσσ′

xc,λ is the second functional derivative of the xc
energy functional with respect to the density. When we insert the Dyson like equation
Equation A.11 into the expression for the xc-energy within the ACFD-theorem Equa-
tion A.4 we arrive at

Exc = − 1

2π

∫ 1

0

dλ

∫ ∞
0

du
∑
σ,σ′

∑
τ ′

Tr
[

χ̃τ
′σ′

λ (iu)vσ
′σ

δστ ′ −
∑

τ λχ̃
στ
λ (iu)vττ ′

]
− Eself. (A.17)

At this point we will make the so called Full-Potential-Approximation (FPA) in which it
is assumed that the screened response function χ̃σσ′

λ which carries all the information of
the dielectric function equals the response function χ̃σσ′

1 := χ̃σσ
′ for λ = 1 for all values

of the coupling constant λ. When assuming this we can perform the coupling constant
integration. With help of d

dλ
ln [1−

∑
τ λχ̃

στvτσ] = −
∑

τ ′σ′
χ̃τ

′σ′ (iu)vσ
′σ

δστ ′−
∑
τ λχ̃

στ (iu)vττ ′
we arrive

at

Exc =
1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(
1−

∑
τ

χ̃στ (iu)vτσ

)]
− Eself. (A.18)

The FPA is formally similar to the random phase approximation (RPA) in which the
xc-kernel fσσ′

xc,λ in the Dyson like equation Equation A.16 connecting χσσ′

λ and χσσ′

KS is set
to zero. This leads then to the use of the non interacting χσσ′

KS for all coupling constants.
In contrast to the RPA the FPA is not justified in the short range regime, but these
terms will be subtracted later.
Dion et al. proceeded by relating for a non spin polarized system the screened density

response χ̃(r, r′, ω) to the dielectric function ε(r, r′, ω) by calculating the induced electric
field E(r, ω) of the system as the negative gradient of the screened potential Φscr(r

′, ω).
Attempting to follow the same way we will run into trouble which will be clarified in
the following. First of all we have to take a close look at the change of the screened
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A.2. The response function χσσ′

λ and the Full-Potential-Approximation

potential δΦσ
scr(r

′, ω). In equation Equation A.13 we already have used an expression for
δΦσ

scr(r
′, ω)

δΦσ
scr(r, ω) = δΦσ

ext(r, ω) +
∑
σ′

∫
d3r′vσσ

′
(r, r′)δnσ

′
(r′, ω) (A.19)

= δΦσ
ext(r, ω) +

∑
τσ′

∫
d3r′d3r′′

χσ
′τ

KS (r′, r′′, ω)δΦτ
eff(r′′, ω)

|r− r′|
(A.20)

The Kohn-Sham response function χσσ
′

KS (r, r′, ω) had to be introduced in order to re-
late the change in the screened potential δΦσ

scr(r, ω) to the effective potential change
δΦσ

eff(r, ω) for which we know the analytic form as reported e.g. in [253]

δΦσ
eff(r, ω) = δΦσ

ext(r, ω) +
∑
σ′

∫
d3r′

δnσ
′
(r′, ω)

|r− r′|
+
δExc [n(r, ω),mz(r, ω)]

δnσ(r, ω)
(A.21)

= δΦext(r, ω) + σσσz Bext,z(r, ω) +

∫
d3r′

δn(r′, ω)

|r− r′|
+ vxc(r, ω) + σσσz Bxc,z(r, ω)

(A.22)
= δΦeff(r, ω) + σσσz [Bext,z(r, ω) +Bxc,z(r, ω)] (A.23)
= δΦeff(r, ω) + σσσz Bz(r, ω), (A.24)

where we have separated the change in the effective potential in its spin dependent part
σσσz Bz(r, ω) and its spin independent part δΦeffective(r, ω). The first of these two parts
of the potential σσσz Bz(r, ω) arises from the z-component2 of the external magnetic field
Bext,z(r, ω) and also from the contribution to the magnetic potential originated in the
exchange correlation potential Bxc,z(r, ω) = δExc[n(r,ω),mz(r,ω)]

δmz(r,ω)
. The σσσz coming from the

second part of the chain rule δmz(r,ω)
δnσ(r,ω)

are the entries of the third Pauli matrix which makes
notation more convenient. The difference between the two spin components of δΦσ

eff(r, ω)
is just the sign of Bz(r, ω). Reinserting the effective potential change δΦσ

eff(r, ω) in
Equation A.20 for the screened potential change δΦσ

scr(r, ω) leaves us with

δΦσ
scr(r, ω) = δΦσ

ext(r, ω) +
∑
τσ′

∫
d3r′d3r′′

χσ
′τ

KS (r′, r′′, ω)

|r− r′|
[Φeff(r′′, ω) + σττz Bz(r

′′, ω)]

(A.25)
The spin summation in the second term ensures that electrons from one spin channel
also feel the potential generated by the other spin channel. If we now introduce the KS
electron density response χnn

KS = χ↑↑KS+χ↑↓KS+χ↓↑KS+χ↓↓KS and the KS spin density response

2That we deal here only with the z-component is due to the assumption of collinear magnetism in
which all magnetic moments are aligned in the same direction.
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A. Ansatz for a spin dependent version of vdW-DF

χnm
KS = χ↑↑KS−χ

↑↓
KS +χ↓↑KS−χ

↓↓
KS as it has been done in [253] we arrive at a simpler formula

δΦσ
scr(r, ω) = δΦσ

ext(r, ω) (A.26)

+

∫
d3r′d3r′′

χnn
KS(r′, r′′, ω)Φeff(r′′, ω) + χnm

KS(r′, r′′, ω)Bz(r
′′, ω)

|r− r′|

As long as we consider a non zero external magnetic field the change of the screened
potential δΦσ

scr will be spin dependent. In addition also the polarization P has a more
complicated form as it depends on the external magnetic field due to e.g. the magneto-
electric effect:

Pi = α
(1)
ij Ej + α

(2)
ijkEjEk + β

(1)
ij Hj + β

(2)
ijkHjHk + . . . (A.27)

where the indices i, j and k run over the three spatial coordinates. Here the polarization
has been expanded in a Taylor series with respect to the electric and magnetic fields
where for instance α(1)

ij is the usual polarizability tensor which is approximated by a
scalar function by Dion et al. and β(1)

ij is the so called magnetoelectric tensor. From here
on we will omit the external magnetic field, which implies that we consider intrinsically
magnetic systems. By this we can arrive at a similar formalism as Dion et al. did for the
unpolarized case. A spin polarized dielectric function εσσ′

(r, r′, ω) can be defined [254]
as ∑

σ′

∫
d3r′εσσ

′
(r, r′, ω)Φscr(r

′, ω) = Φext(r, ω) (A.28)

∑
σ′

∫
d3r′εσσ

′
(r, r′, ω)E(r′, ω) = D(r, ω) (A.29)

where D(r, ω) is the electric displacement field.
The change of the charge density δnσ can also be written as the divergence −∇ ·Pσ

of the induced polarization Pσ =
∑

σ′ ασσ
′
E due to the internal electric field E in

a medium with polarizability ασσ
′ which is related to the dielectric function εσσ

′ via
4πασσ

′
= εσσ

′ − δσσ′ . Without matrix notation these equations read

Pσ(r, ω) =
∑
σ′

∫
d3r′ασσ

′
(r, r′, ω) ·E(r′, ω) (A.30)

This leads to the relation

δnσ(r, ω) = −∇r ·
∑
σ′

∫
d3r′ασσ

′
(r, r′, ω)E(r′, ω) (A.31)

=
∑
σ′

∫
d3r′∇r ·ασσ

′
(r, r′, ω)∇r′δΦscr(r

′, ω) (A.32)

Having a look at the defining equation for the screened response function χ̃σσ′
(r, r′, ω)
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A.2. The response function χσσ′

λ and the Full-Potential-Approximation

δnσ(r, ω) =
∑
σ′

∫
d3r′χ̃σσ

′
(r, r′, ω)Φscr(r

′, ω) (A.33)

we can identify χ̃σσ′ with the operator ∇ ·ασσ′∇

χ̃σσ
′
(r, r′, ω) = ∇r ·ασσ

′
(r, r′, ω)∇r′ (A.34)

With this identification at hand we can relate the screened density response χ̃σσ′
(r, r′, ω)

to the dielectric function εσσ′
(r, r′, ω) which we will need in the next section on our way

to an expression for a non local correlation functional. In the following equation we will
switch back and forth between normal and matrix notation.

1−
∑
τ

χ̃στvτσ = δ(r, r′)−
∑
τ

∫
d3r′′∇r ·αστ (r, r′′, ω)∇r′′v

τσ(r′′, r′) (A.35)

= δ(r, r′) +
∑
τ

∫
d3r′′∇r · (δ(r, r′′)δστ − εστ (r, r′′, ω))∇r′′

vτσ(r′′, r′)

4π

(A.36)

= δ(r, r′)−∇r ·
∑
τ

∫
d3r′′δ(r, r′′)δστ∇r′′G

τσ(r′′, r′) (A.37)

+
∑
τ

∫
d3r′′∇r · εστ (r, r′′, ω)∇r′′G

τσ(r′′, r′)

= δ(r, r′)−
∑
τ

δστ∇2
rG

τσ(r, r′) (A.38)

+
∑
τ

∫
d3r′′∇r · εστ (r, r′′, ω)∇r′′G

τσ(r′′, r′)

=
∑
τ

∇ · εστ∇Gτσ (A.39)

In the first step we insert our identification of the density response function χ̃σσ′
(r, r′, ω)

with the operator ∇r ·ασσ
′
(r, r′, ω)∇r′ = − 1

4π
∇r ·

(
δ(r, r′)δσσ

′ − εσσ′
(r, r′, ω)

)
∇r′ and

wrote down the integrations explicitly. In Equation A.38 we have inserted the Coulomb
Greensfunction Gσσ′

(r, r′) which equals −vσσ
′
(r′′,r′)
4π

in atomic units and satisfies the equa-
tion ∇2

rG
σσ′

(r, r′) = δ(r, r′). By carrying out the r′′ integration in the second term we
obtain exactly this defining equation of the Coulomb Greensfunction which than gives
us the required δ(r, r′) to cancel the first term. The third term then leads to the very
short notation of the result

∑
σ′ ∇ · εσσ

′∇Gσ′σ.
In order to obtain this result the order of vχ̃σσ′ has been changed to χ̃σσ′

v which is
allowed under the protection of the trace only. Otherwise the identification we obtained
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A. Ansatz for a spin dependent version of vdW-DF

for χ̃σσ′ will not commute with the coulomb potential and the more familiar identification

ε−1 = 1 + vχ (A.40)
ε = 1− vχ̃ (A.41)

needs to be applied. We can obtain the commutator of χ̃ and v by combining Equa-
tion A.39 and Equation A.41 which results in [v,χ̃] = ε−∇ · εσσ′∇G. This commutator
vanishes in the case of an isotropic system which will be the subject of the next section.
Inserting the result from Equation A.39 into Equation A.18 we finally arrive at an

expression for the xc-energy in terms of the dielectric function εσσ′
(r, r′, ω) of the system

Exc =
1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(∑
σ′

∇ · εσσ′
(iu)∇Gσ′σ

)]
− Eself. (A.42)

A.3. The mostly local part of Exc

The expression for the xc-energy in Equation A.42 contains both local and non local
contributions from exchange and correlation. But it is not clear and not necessary that
assuming the response of the system equals the full response for all coupling constants
in the FPA covers also the correct description of the local or short ranged in the sense of
locality parts of the xc-energy. Not necessary means that there is quite a large number
of different local or semi-local xc-functionals already developed. We should rely on them
and just have a look at non local corrections to these functionals. By subtracting the
mostly local parts of the xc-energy from Equation A.42 we obtain the non local correction
to the correlation energy which includes the van der Waals interactions

Enl
c [n] = Exc[n]− E0

xc[n]. (A.43)

In addition in this step we also make the approximation that non local exchange con-
tributions can be neglected. This should be reconsidered with a critical view as we
explicitly want to treat magnetic systems with this functional.
For the mostly local contribution to the exchange correlation energy we make an LDA

by looking at Equation A.42 for the homogenous electron gas. In this case the dielectric
function εσσ′

(r, r′, ω) = εσσ
′
(r − r′, ω) is isotropic i.e. depends only on the distance not

on the spatial coordinates directly. For isotropic functions however due to the chain rule
the derivative with respect to one of the two variables only changes the sign when one
differentiates with respect to the other variable

∇r · εσσ
′
(r− r′) =

dεσσ
′

dR
∇r ·R = −dεσσ

′

dR
∇r′ ·R = −∇r′ · εσσ

′
(r− r′) (A.44)
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A.4. Derivation of vdW-DF continued

This we can exploit when we calculate the mostly local part of the xc-energy by inserting
an isotropic dielectric function εσσ′

(r− r′, ω) into Equation A.42

E0
xc =

1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(∑
σ′

∫
d3r′∇r · εσσ

′
(r− r′, iu)∇r′G

σ′σ(r′, r′′)

)]
− Eself

(A.45)

=
1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(
−
∑
σ′

∫
d3r′∇r′ · εσσ

′
(r− r′, iu)∇r′G

σ′σ(r′, r′′)

)]
− Eself

(A.46)

=
1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(∑
σ′

∫
d3r′εσσ

′
(r− r′, iu)∇2

r′G
σ′σ(r′, r′′)

)]
− Eself

(A.47)

=
1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(∑
σ′

∫
d3r′εσσ

′
(r− r′, iu)δ(r′ − r′′)

)]
− Eself (A.48)

=
1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln
∑
σ′

εσσ
′
(iu)

]
− Eself (A.49)

where we have used Equation A.44, partial integration and once again the definition of
the Coulomb Greensfunction.

A.4. Derivation of vdW-DF continued

When subtracting the mostly local part E0
xc of the xc-energy from Equation A.42 and also

assuming that non local exchange contributions are negligible we arrive at an expression
for the non local correlation energy

Enl
c =

1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(∑
σ′

∇εσσ′
(iu)∇Gσ′σ

)
− ln

∑
σ′

εσσ
′
(iu)

]
. (A.50)

We will now expand this expression in terms of Sσσ′
= δσσ

′− 1
εσσ

′ ⇔ εσσ
′

= 1
δσσ

′−Sσσ′ . We
obtain εσσ′

= δσσ
′
+Sσσ

′
+
∑

τ S
στ ·Sτσ′

+O(S3). Inserting this into Equation A.50 and
expanding the matrix logarithm in a second step according to ln(1+X) = X−X2

2
+O(X3)
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A. Ansatz for a spin dependent version of vdW-DF

we obtain:

Enl
c =

1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(∑
σ′

∇εσσ′
(iu)∇Gσ′σ

)
− ln

∑
σ′

εσσ
′
(iu)

]
(A.51)

=
1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(∑
σ′

∇

(
δσσ

′
+ Sσσ

′
+
∑
τ

Sστ ·Sτσ′

)
∇Gσ′σ

)
(A.52)

− ln
∑
σ′

(
δσσ

′
+ Sσσ

′
+
∑
τ

Sστ ·Sτσ′

)]

=
1

2π

∫ ∞
0

du
∑
σ

Tr

[
ln

(
1 +∇

(∑
σ′

Sσσ
′
+
∑
τσ′

Sστ ·Sτσ′

)
∇Gσ′σ

)
(A.53)

−
∑
σ′

Sσσ
′ −
∑
τσ′

Sστ ·Sτσ′
+

1

2

(∑
σ′

Sσσ
′

)2

+O(S3)


=

1

2π

∫ ∞
0

du
∑
σ

Tr

[∑
σ′

∇

(
Sσσ

′
+
∑
τ

Sστ ·Sτσ′

)
∇Gσ′σ

−1

2

(∑
σ′

∇

(
Sσσ

′
+
∑
τ

Sστ ·Sτσ′

)
∇Gσ′σ

)2

(A.54)

−
∑
σ′

Sσσ
′ −
∑
τσ′

Sστ ·Sτσ′
+

1

2

(∑
σ′

Sσσ
′

)2

+O(S3)


=

1

2π

∫ ∞
0

du
∑
σ

Tr

[∑
σ′

∇Sσσ′∇Gσ′σ −
∑
σ′

Sσσ
′
+∇

∑
τσ′

Sστ ·Sτσ′∇Gσ′σ (A.55)

−
∑
τσ′

Sστ ·Sτσ′ − 1

2

(∑
σ′

∇Sσσ′∇Gσ′σ

)2

+
1

2

(∑
σ′

Sσσ
′

)2


where we have in the last step omitted all the terms of the order of O(S3) arising from(
∇
∑

σ′(Sσσ
′
+
∑

τ S
στ ·Sτσ′

)∇Gσ′σ
)2 and rearranged them in a way they will cancel

after the following considerations. For the first term we obtain

Tr
∑
σ′

∇Sσσ′∇Gσ′σ =

∫
d3rd3r′

∑
σ′

∇rS
σσ′

(r, r′)∇r′G
σ′σ(r′, r) (A.56)

= −
∫

d3rd3r′
∑
σ′

Sσσ
′
(r, r′)∇r∇r′G

σ′σ(r′, r) (A.57)

=

∫
d3rd3r′

∑
σ′

Sσσ
′
(r, r′)δ(r′, r) (A.58)
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A.4. Derivation of vdW-DF continued

= Tr
∑
σ′

Sσσ
′

(A.59)

To see this we have used partial integration over r in the first step and then used the
property ∇r′∇rG(r, r′) = −δ(r, r′) of the Coulomb Greensfunction 3. The same trick
can be applied to ∇

∑
τσ′ Sστ ·Sτσ

′∇Gσ′σ

Tr∇
∑
τσ′

Sστ ·Sτσ′∇Gσ′σ =

∫
d3rd3r′d3r′′∇r

∑
τσ′

Sστ (r, r′) ·Sτσ′
(r′, r′′)∇r′′G

σ′σ(r′′, r)

(A.60)

= −
∫

d3rd3r′d3r′′
∑
τσ′

Sστ (r, r′) ·Sτσ′
(r′, r′′)∇r∇r′′G

σ′σ(r′′, r)

(A.61)

=

∫
d3rd3r′d3r′′

∑
τσ′

Sστ (r, r′) ·Sτσ′
(r′, r′′)δ(r′′, r) (A.62)

= Tr
∑
τσ′

Sστ ·Sτσ′
(A.63)

By this the first four terms in Equation A.55 cancel each other and we arrive at

Enl
c =

1

4π

∫ ∞
0

du
∑
σ

Tr

(∑
σ′

Sσσ
′

)2

−

(∑
σ′

∇Sσσ′∇Gσ′σ

)2
 (A.64)

In the above equation
(∑

σ′ ∇Sσσ
′∇Gσ′σ

)2
=
∑

σ′ττ ′ ∇Sσσ
′∇Gσ′τ∇Sττ ′∇Gτ ′σ has been

used as a shorthand notation. Finally we want to Fourier transform this expression to
reciprocal space. This is rather lengthy so we will treat both terms independently.

Tr
∑
σ′ττ ′

Sσσ
′ ·Sττ ′ =

∫
d3r d3r′

∑
σ′ττ ′

Sσσ
′
(r, r′)Sττ

′
(r′, r) (A.65)

=

∫
d3r d3r′

∫
d3k1 d3k2 d3k3 d3k4 (A.66)∑

σ′ττ ′

Sσσ
′
(k1,k2)Sττ

′
(k3,k4)ei(r · (k1−k4)+r′ · (k3−k2))

=

∫
d3k1 d3k2 d3k3 d3k4

∑
σ′ττ ′

Sσσ
′
(k1,k2)Sττ

′
(k3,k4)δ(k1 − k4)δ(k3 − k2)

(A.67)
3This can be verified explicitly calculating the gradient of the Coulomb potential. If we now take the
divergence with respect to r′ only the sign will change:

∇r′ · ∇rG(r, r′) = − 1

4π
∇r′ ·

r− r′

|r− r′|3
=

1

4π
∇r ·

r− r′

|r− r′|3
= −∇2

rG(r, r′) = −δ(r, r′)

It is actually a special case of what we have shown already in Equation A.44.

117



A. Ansatz for a spin dependent version of vdW-DF

=

∫
d3k d3k′

∑
σ′ττ ′

Sσσ
′
(k,k′)Sττ

′
(k′,k) (A.68)

Tr (∇Sσσ′∇Gσ′σ)2 =

∫
d3r d3r′ d3r′′ d3r′′′

∑
σ′ττ ′

∇rS
σσ′

(r, r′)∇r′G
σ′τ (r′, r′′)

∇r′′S
ττ ′(r′′, r′′′)∇r′′′G

τ ′σ(r′′′, r) (A.69)

=

∫
d3r d3r′ d3r′′ d3r′′′

∫
d3k1 d3k2 d3k3 d3k4 d3k5 d3k6 d3k7 d3k8

(A.70)∑
σ′ττ ′

ik1S
σσ′

(k1,k2)ik3G
σ′τ (k3,k4)ik5S

ττ ′(k5,k6)ik7G
τ ′σ(k7,k8)

eir · (k1−k8)eir
′ · (k3−k2)eir

′′ · (k5−k4)eir
′′′ · (k7−k6)

=

∫
d3k1 d3k2 d3k3 d3k4 d3k5 d3k6 d3k7 d3k8 (A.71)∑
σ′ττ ′

k1S
σσ′

(k1,k2)k3G
σ′τ (k3,k4)k5S

ττ ′(k5,k6)k7G
τ ′σ(k7,k8)

δ(k1 − k8)δ(k3 − k2)δ(k5 − k4)δ(k7 − k6)

=

∫
d3k1 d3k3 d3k5 d3k7 k1k3k5k7 (A.72)∑
σ′ττ ′

Sσσ
′
(k1,k3)Gσ′τ (k3,k5)Sττ

′
(k5,k7)Gτ ′σ(k7,k1)

=

∫
d3k1 d3k3 d3k5 d3k7

k1k3k5k7

k23k
2
7

(A.73)∑
σ′ττ ′

Sσσ
′
(k1,k3)δ(k3 − k5)Sττ

′
(k5,k7)δ(k7 − k1)

=

∫
d3k1 d3k5

∑
σ′ττ ′

k1k5k5k1

k25k
2
1

Sσσ
′
(k1,k5)Sττ

′
(k5,k1) (A.74)

=

∫
d3k d3k′

∑
σ′ττ ′

(
k̂k̂′
)2
Sσσ

′
(k,k′)Sττ

′
(k′,k) (A.75)

During this we have used the explicit form G(k,k′) = δ(k−k′)
k2

4 of the Coulomb Greens-
function in reciprocal space. Putting now together the just derived results we finally

4In order to obtain the matrix element G(r, r′) in momentum space we need the following equation:

G(r, r′) = 〈r |G| r′〉 =
∑
kk′

〈r|k〉 〈k |G|k′〉 〈k′|r′〉 =
∑
kk′

eik · rG(k,k′)e−ik
′ · r′ = F−1rk (Fr′k′ (G(k,k′))) ,

where Frk denotes the Fourier transform corresponding to the variable pair r and k and F−1rk its in-
verse. The matrix element in momentum space is then given byG(k,k′) = F−1r′k′ (Frk (G(r, r′))). The
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A.5. A model for S(k,k′, ω)

arrive at the following expression for the non local part of the correlation energy

Enl
c =

∫ ∞
0

du

4π

∫
d3k d3k′

∑
σ

(
1−

(
k̂k̂′
)2)∑

σ′ττ ′

Sσσ
′
(k,k′)Sττ

′
(k′,k) (A.76)

A.5. A model for S(k,k′, ω)

In the last section we arrived at an expression for the non-local correlation energy which
depends on the function S(k,k′, ω) which is 1 − ε−1. Only a number of analytic limits
and constraints are known for the full non-local nonmagnetic dielectric function. Thus,
we have to find a model for S(k,k′, iu) which at first fulfills these asymptotic forms and
second also leads to a more or less simple expression which allows to carry out some of the
integrations in Equation A.76. Starting from this point one could try to find a different
approximation based on a more sophisticated ansatz for the dielectric function in order to
improve the non local correlation functional with respect to the one originally proposed
by Dion et al.. Vydrov et al. pursued this way for their VV10 functional. An earlier
version of that functional (i.e. VV09) did not satisfy all imposed limits and was therefore
harshly criticized. Unfortunately the newer version of that functional did not inherit the
attempt to include spin effects into the non-local functional from its predecessor. We
will nevertheless give a short overview about both vdW-DF and VV10 to shed some
light on their structure.
Starting with vdW-DF the form of S(k,k′, iu) is inspired by the plasmon pole model

S(k,k′, ω) =
1

2
S̃(k,k′, ω) +

1

2
S̃(−k,−k′, ω) (A.77)

S̃(k,k′, ω) =

∫
d3r e−i(k−k

′)r 4πn(r)

[ω + ωk(r)] [−ω + ωk′(r)]
(A.78)

where the dispersion is approximated by ωk = k2/ [2h(k/k0)] which uses a switching
function h(k/k0) as well as k0 will be defined in Section A.6. Equation A.77 ensures
the time reversal symmetry of S(k,k′, ω). Besides this Dion et al. name three more
properties and limits which S(k,k′, ω) needs to fulfill. First the high frequency limit

lim
ω→∞

S(k,k′, ω) = −4π

ω2
nk−k′ , (A.79)

first Fourier transform we obtain from the Fourier transform of the Poisson equation ∆rG(r, r′) =
δ(r− r′)⇔ −k2G(k, r′) = e−ik · r′ . Now applying F−1r′k′ leads to

G(k,k′) = −
∫

d3r′
e−ik · r′

k2
eik

′ · r′ =
1

k2

∫
d3r′ e−i(k

′−k) · r′ =
δ(k′ − k)

k2
=
δ(k− k′)

k2

where we have in the second step changed the variable from r′ to −r′ in order to get rid of the
negative sign.
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A. Ansatz for a spin dependent version of vdW-DF

second the large k limit where N is the total number of electrons

lim
k→∞

∫ ∞
−∞

du S(k,k′, iu) =
8π2N

k2
, (A.80)

and last the charge conservation which translates to the condition of S(k,k′, ω) staying
finite for ω 6= 0 and k = 0 or k′ = 0.
To reach the final form of the non local correlation energy as a double spatial integral

over the charge densities and the kernel function φ(r, r′) as given in Equation 3.16 we
have to insert the definition of S(k,k′, ω) from Equation A.78 into Equation A.76 and
to do the frequency integration and the angular parts of the k integrations. with the
abbreviation

f(k, k′, ω) =
2π

[ω + ωk(r)] [−ω + ωk′(r)]
+

2π

[ω + ωk′(r)] [−ω + ωk(r)]
(A.81)

S(k,k′, ω) =

∫
d3r e−i(k−k

′)rf(k, k′, ω)n(r) (A.82)

where f(k, k′, ω) depends only on the length of k we arrive at the expression

Enl
c =

∫
d3r d3r′n(r)n(r′)

[∫ ∞
0

dk

∫ ∞
0

dk′ k2k′
2

∫ ∞
0

du

2π
f(k, k′, iu, r)f(k′, k, iu, r′)∫

dθ dθ′
(

1−
(
k̂k̂′
)2)

e−i(k−k
′)rei(k−k

′)r′
]

(A.83)

for the non local correlation energy, where the θ-integration denotes the angular part
of the k-integration and part contained in the square brackets constitutes the kernel
φ(r, r′). The corresponding integrals can be evaluated and the result will be given in
Section A.6.

A.6. The kernel function φ

In the original paper from Dion et al. [19] from which we also adopt the nomenclature
the kernel φ(r, r′) is defined by the following equation:

φ(r, r′) =

∫ ∞
0

dk

∫ ∞
0

dk′ k2k′
2

∫ ∞
0

du

2π
f(k, k′, iu, r)f(k′, k, iu, r′)∫

dθ dθ′
(

1−
(
k̂k̂′
)2)

e−i(k−k
′)rei(k−k

′)r′ , (A.84)

which is the part in square brackets of Equation A.83. The frequency integration and the
angular integrations can be done independently and analytically. With W (a, b) being
the angular integral and T (v(a), v(b), v′(a), v′(b)) being the frequency integral we finally
reach the form of the kernel as given by Dion et al.:
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A.7. The VV10 kernel

φ(r, r′) =

∫ ∞
0

a2
∫ ∞
0

b2 W (a, b)T (v(a), v(b), v′(a), v′(b)) da db (A.85)

T (w, x, y, z) =
1

2

[
1

(w + x)
+

1

(y + z))

] [
1

(w + y)(x+ z)
+

1

(w + z)(x+ y)

]
(A.86)

W (a, b) =
2

a3b3
[(

3− a2
)
b cos b sin a+

(
3− b2

)
a cos a sin b (A.87)

+
(
a2 + b2 − 3

)
sin a sin a− 3 ab cos a cos b

]
(A.88)

v(y) = y2/2h(y/d) and v′(y)) = y2/2h(y/d′) contain the r dependence of φ by d =

|r− r′| q0(r) and d′ = |r− r′| q0(r′) where h(y) = 1− e− 4π
9
y2 is a switching function from

small q to large q regime and q0(r) has the form:

q0(r) = q0 [n(r),∇n(r)] =

[
1 +

εLDAc (n(r))

εLDAx (n(r))
− Zab

9

(
∇n(r)

2n(r)kF

)2
]
kF (A.89)

kF = (3π2n)
1
3 is the usually defined Fermi wave vector. The constant Zab = −0.8491

from the original Dion paper has been adjusted by Lee et al. [158] to Zab = −1.887 which
then gives the more accurate so called vdW-DF2 functional. The kernel can be tabulated
in advance so there are now all ingredients to evaluate the integral in Equation 3.16 and
calculate the non local contribution to the xc-functional.
The double integral makes the evaluation of the non local correlation Energy very ex-

pensive even for modern computers. Recently G. Román-Pérez and J. M. Soler [115] have
proposed a different way to deal with this problem which reduces the costs dramatically
and by this also allows self consistent calculations employing vdW-DF.

A.7. The VV10 kernel

The kernel proposed by O. A. Vydrov and T. van Voorhis [163] has a slightly different
even simpler form. Unfortunately no full derivation of this form is given in [163] except
for that it is build on insights gained in [165, 166, 255, 256]. In [256] a derivation based on
the Clausius Mosotti formula as relation between the polarizability α and the dielectric
function ε. This argumentation leads to a form of the dispersion energy which is similar
to the non local correction introduced [256]. The starting point is an expression for the
dispersion interaction of two polarizable systems A and B separated by a large distance
R for which r denotes the domain of A and r′ the domain of B and the local polarizability
α(r, ω) is defined on both domains:

Edisp = − 3

π

∫ ∞
0

du

∫
A

d3r

∫
B

d3r′
α(r, iu)α(r′, iu)

|r− r′|6
(A.90)
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A. Ansatz for a spin dependent version of vdW-DF

The authors obtain the polarizability via the Clausius Mossotti equation:

α(r, ω) =
3

4π

[
ε(r, ω)− 1

ε(r, ω) + 2

]
(A.91)

with the zero wave vector dielectric function for a semiconductor with a finite gap

ε(r, iu) = 1 +
ω2
p

ω2
g+u

2 where ωg = C
∣∣∣n(∇r)n(r)

∣∣∣4 is a ’local’ gap and C is a parameter which
has to be adjusted. This leads to a polarizability:

α(r, iu) =
1

4π

ω2
p

ω2
p

3
+ ω2

g + u2
(A.92)

Inserting this into the expression for the dispersion energy and calling ω2
0 = ω2

p/3 + ω2
g

leads to the form of the kernel similar to what has been used in VV10:

Edisp = − 3

32π2

∫
A

d3r

∫
B

d3r′
ω2
p(r)ω2

p(r
′)

ω0(r)ω0(r′) (ω0(r) + ω0(r′))
(A.93)

In order to obtain the non local correlation energy Enl
c for the VV10 functional the

above formula has been slightly modified. First the authors introduced a function
g = ω0(r) |r− r′|2 + κ(r) where κ(r) = 3bωp(r)/k2s is added to control the short range
damping. ks is the Fermi wave vector and b is a second parameter which has to be
adjusted. The second major difference are the domains of integration. In the just shown
formulas the integration run only over the confined domains of systems A and B. In
VV10 these integrations run over the whole space which leads to a factor of one half to
avoid double counting.

Enl
c = − 1

32π2

3

2

∫
d3r

∫
d3r′

ω2
p(r)ω2

p(r
′)

gg′ (g + g′)
(A.94)

=
1

2

∫
d3r

∫
d3r′n(r)φ(r, r′)n(r′), (A.95)

with the kernel function defined as φ(r, r′) = −3
2

1
gg′(g+g′)

The total correlation functional
EVV10

c of VV10 is than defined as

EVV10
c =

∫
d3rn(r)

(
β +

∫
d3r′φ(r, r′)n(r′)

)
(A.96)

where β is minus the density independent correlation energy density of a uniform density.
This construction ensures that EVV10

c vanishes in the uniform density limit. The corre-
lation part of the VV10 functional is then added to PBE correlation. For the exchange
the same refitted PW86 as in vdW-DF2 is used.
Regarding the presented derivation and the xc-functional used in combination with

the VV10 correlation the VV10 functional appears to be similar to the semi empirical
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approach used by A. Tkatchenko and M. Scheffler [136]. In the case of VV10 a disper-
sion correction is added to a certain GGA. Also in that method the C6 coefficients are
calculated from polarizabilities α which again are calculated based on the density. The
dispersion energy is then added to the total energy obtained from the DFT calculations.
Of course the consistency of a vdW functional with Equation A.90 is usually checked
and also for vdW-DF this has been shown in the thesis of M. Dion [248]. From this
point of view as consistency with Equation A.90 is a general feature of vdW functionals
the relation between VV10 and the Tkatchenko-Scheffler method might not survive of a
closer second look. Unfortunately in the given references there is no hint how to obtain
the final version of VV10 from S(r, r′, ω).

A.8. Additional thoughts based on modern theory of
polarization

Before continu/ing with the detailed description of the Soler scheme for the implementa-
tion of vdW-DF we would like to take a step back and look again at Exc in the ACFDT

Exc = − 1

2π

∫ 1

0

dλ

∫ ∞
0

du Tr [v χλ(iu)]− Eself (A.97)

= − 1

2π

∫ 1

0

dλ

∫ ∞
0

du Tr
[
v
δnλ(iu)

δφext

]
− Eself (A.98)

regarding the modern theory of polarization5 as the polarization has turned out to be one
key ingredient during the derivation of vdW-DF. In the second step we have rewritten
the responsefunction χλ as the functional derivative of the charge density with respect
to the potential as defined by Equation A.8. The change of the charge density is also
given by the divergence of the polarization

δnλ (r, ω) = ∇r ·Pλ (r, ω) (A.99)

which has been used during the derivation of vdW-DF. In the literature there is a gen-
eralization of DFT for materials with a finite gap to make a correspondence between
charge density and polarization {n,P} and the potential and an electric field elaborated
by X. Gonze, R. Godby and Ph. Ghosez [258] and further discussed in [259, 260]. This
extension of DFT is proposed because of the problem occurring with the original Ho-
henberg Kohn theorems for a system in an electric field when there is no well defined
lowest energy state anymore.
For the formulation of DFT with the polarization Pλ (r, ω) as a second variable it is

necessary to keep its value fixed along the variation λ. As a consequence of Equation A.99
also the induced charge density δnλ(r, ω) becomes independent of the coupling constant

5a topical review on the subject has been written by R. Resta [257]
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A. Ansatz for a spin dependent version of vdW-DF

λ which in addition leads to a λ-independence of the fully interacting response function
χλ(r, r

′, ω). Hence, the λ integration in Equation A.98 can be carried out trivially and
we arrive at

Exc = − 1

2π

∫ ∞
0

du Tr [v χ(iu)]− Eself (A.100)

In the modern theory of polarization the polarization is associated with the berry
curvature.
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An efficient implementation of

vdW-DF: The Soler scheme

B.1. Decomposition of the kernel

This section will repeat basically the Soler paper and give additional information on
the derivation of some of the formulas. To get rid of the expensive double integral in
Equation 3.16 Fourier method will be applied. First one rewrites Equation 3.16 with
the explicit dependencies:

ENL
c [n] =

1

2

∫∫
n(r1)φ(q1, q2, r12)n(r2) d3r1 d3r2 (B.1)

If q1 and q2 where fixed values and thus independent of r1 and r2 Equation B.1 would
be a simple convolution. Soler et al. managed to achieve this in the following way. They
expanded the kernel φ as:

φ(q1, q2, r12) w
∑
α,β

φ(qα, qβ, r12)pα(q1)pβ(q2) (B.2)

=
∑
α,β

φαβ(r12)pα(q1)pβ(q2) (B.3)

To see this we start by expanding a function of one variable f(x) w
∑

α f(xα) pα(x) =∑
α fα pα(x) where pα(x) are the functions resulting from the interpolation of fβ =

δαβ. This can be applied two times if the function depends on two variables f(x, y) w∑
α f(x, yα) pα(y) =

∑
α fα(x) pα(y) w

∑
α,β fα(xβ) pα(y) pβ(x) =

∑
α,β fαβ pα(y) pβ(x).

The functions pα(x) are independent of the function f(x) but depend on the interpolation
scheme and the set of points xα. In Equation B.3 we have interpolated a function of
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B. An efficient implementation of vdW-DF: The Soler scheme

three variables using two of them. According to [115] the interpolation points qα should
be chosen appropriate for the third variable r12.
Due to the shape of φ(qα, qβ, r12) a logarithmic mesh for the interpolation points qα is

proposed:
(qα+1 − qα) = λ (qα − qα−1) (B.4)

λ > 1 (i.e. λ = 1.2) is a scaling factor for the mesh. The authors state that Nα = 20
interpolation points is enough for proper description of φ up to a cut off radius qc = 5 a.u..
Higher q values result from high electron densities which can occur in the core regions but
there the non local contribution to Exc is negligible compared to the other contributions.
Due to this the function q0 (n,∇n) will be artificially saturated.

qsat0 (n,∇n) = h [q0 (n,∇n) , qc] = qc

[
1− exp

(
−

mc∑
m=1

(q/qc)
m

m

)]
(B.5)

Another technical detail is the logarithmic divergence of φ(d1, d2) for d1, d2 → 0 which
prevents a straightforward interpolation of the function. For this reason the kernel is
softened for small values of d by the formula:

φs(d1, d2) =

{
φ0 + φ2d

2 + φ4d
4 if d < ds

φ(d1, d2) otherwise.
(B.6)

The parameters ds and φ0 have to be chosen carefully. φ2 and φ4 are used to match
the kernel φ and the softened kernel φs in value and slope at ds. This softening of the
kernel leads to an artificial error in the non local energy ENL

c . This is corrected by a
local density approximation

∆ENL
c =

∫
n(r)∆εNLc (r)d3r (B.7)

∆εNLc (r) =
n(r)

2

∫ ∞
0

4πr′ 2 [φ(q, q, r′)− φs(q, q, r′)] dr′ (B.8)

where q = q0 [n(r),∇n(r)]. This correction is calculated by using a method to efficiently
evaluate xc-energy and potential on a real-space grid developed by Balbás et al. [261]
and will be described in a later section.
After this technical paragraph considering the interpolation and some details about

the evaluation of the kernel we can return to the initial problem of decomposing the
kernel. For this we plug in the interpolated kernel from Equation B.3 into Equation B.1:

ENL
c [n] =

1

2

∑
α,β

∫∫
n(r1) pα(q1)n(r2) pβ(q2)φαβ(r12) d3r1 d3r2 (B.9)

=
1

2

∑
α,β

∫∫
Θα(r1) Θβ(r2)φαβ(r12) d3r1 d3r2 (B.10)
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Finally by using Fourier transformation we can eliminate one of the two integrals. For
this we define forward Fourier transform as

f(k) =

∫
d3r f(r)e−ik · r (B.11)

and the convolution (f ∗ g)(x) of two functions f and g as

(f ∗ g) (x) =

∫
dy f(y) g(x− y) (B.12)

The integral over r2 in Equation B.10 can be identified as a convolution which leads to

ENL
c [n] =

∑
α,β

∫
Θα(r1) (Θβ ∗ φαβ) (r1) d3r1 (B.13)

Now we express Θα(r1) and (Θβ ∗ φαβ) (r1) by their Fourier transforms Θα(k1) and
Θβ(k2)φαβ(k2) by using the convolution theorem for Fourier transforms.

ENL
c [n] =

∑
α,β

∫
Θα(k1) Θβ(k2)φαβ(k2) e−i r1 · (k1+k2) d3r1 d3k1 d3k2 (B.14)

=
∑
α,β

∫
Θα(k1) Θβ(k2)φαβ(k2) δ(k1 + k2) d3k1 d3k2 (B.15)

where we have used one of the representations of the δ-function i.e. δ(k) =
∫

d3r e−ir ·k.
By the δ-function we can eliminate the k1-integration. Renaming of the variables and
Θα(−k) = Θ∗α(k) for every real function Θα(r) finally leads to the expression for the
non local correlation energy from [115]:

ENL
c [n] =

1

2

∑
α,β

∫
Θ∗α(k) Θβ(k)φαβ(k) d3k (B.16)

In order to get the non local correlation contribution to Exc we now have to Fourier trans-
form several quantities and do one integration in reciprocal space. This is significantly
faster than directly evaluating Equation 3.16 in real space.

B.2. Adjustments of the VV10 functional

As it has been reported by R. Sabatini et al. [116] the Soler scheme cannot be directly
applied to the VV10 functional due to the definition of g in the kernel where one cannot
separate the dependence on the two spatial coordinates and the distance in order to
expand the kernel in those spatial coordinates which is necessary for the trick with the
Fourier transform to work. The authors of et al. [116] did some modifications to the
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B. An efficient implementation of vdW-DF: The Soler scheme

VV10 kernel in order to fix this problem. The authors rewrote the VV10 kernel given in
Equation A.94 by introducing z(r) = ω0(r)

κ(r)
R2 + 1 such that g(r) = z(r)/κ(r). This leads

to
φVV10(r, r′) = −3

2

1

κ(r)
3
2κ(r′)

3
2

1

z(r)z(r′)
(√

κ(r)
κ(r′)

z(r) +
√

κ(r′)
κ(r)

z(r′)
) . (B.17)

The only term left to prevent the kernel from the expansion following the Soler scheme is
κ(r)
κ(r′)

. R. Sabatini et al. analyzed this term for the S22 test set and showed that κ(r)
κ(r′)
≈ 1

for a large range of distances R. It is thus valid to neglect these factors and rewrite the
kernel in the form:

φVV10(r, r′)− 3

2

κ(r)−
3
2κ(r′)−

3
2

(q(r)R2 + 1)(q(r′)R2 + 1)(q(r)R2 + q(r′)R2 + 2)
, (B.18)

where q(r) = ω0(r)/κ(r′). The factors κ(r)−
3
2 will be absorbed in the charge densities

and the rest of the kernel can be expanded in qα as described in the last sections.
With this we can use the implementation of the Soler scheme with only a few small

modifications. Namely the calculation of q0 has to be adjusted, Θ has to be scaled
by 1/κ3/2 and a different kernel file which fits to the changed values of q0 has to be
precalculated.

B.3. The potential vnlc
In order to get a self consistent implementation of vdW-DF we also need the non local
contribution to the potential which is the functional derivative of Enl

c with respect to
the density n(r):

vnlc =
δEnl

c

δn(r)
=

∂f

∂n(r)
−∇ · ∂f

∂∇n(r)
(B.19)

where f is defined by Enl
c =

∫
f(n(r),∇n(r)) d3r. In [115] a method applying finite

differences to calculate the potential has been proposed. We will follow another approach
from White and Bird [262] which is based on FFT.
On a grid with N points the formula for the potential reads:

ṽnlc (r) =
∂f

∂n(r)
− 1

N

∑
G,r′

iG · ∇n(r′)

|∇n(r′)|
∂f

∂ |∇n(r′)|
eiG(r−r′) (B.20)

where r, r′ are lattice vectors and G is a reciprocal lattice vector. The two sums over (G)
and r′ together with the exponential eiG(r−r′) corresponds to a discrete forward FFT and
a discrete backward FFT respectively which we additionally have to perform in order to
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Figure B.1.: Binding energy of an Ar dimer with the PBE, vdW-DF1, vdW-DF2 and the
rVV10 functional implemented selfconsistently in the JuRS code.

calculate the potential. Inserting f = 1
2

∑
α,β

∫
d3r′′Θα(r) Θβ(r′′)φαβ(r− r′′) leads to:

ṽnlc (r) =
1

2

∑
α

(
uα(r)

∂Θα(r)

∂n(r)
− 1

N

∑
G,r′

iG
∇n(r′)

|∇n(r′)|
uα(r′)

∂Θβ(r′)

∂ |∇n(r′)|
eiG(r−r′)

)
(B.21)

Here uα(r) = ∆Ω
∑

β

∑
r′ θβ(r′)φαβ(r−r′) has been introduced as an abbreviation where

∆Ω is the volume per grid point. This is also the convolution which one would have to
evaluate to get the non local energy density.

B.4. Test calculations

In order to evaluate the quality of the results obtained with the implemented Soler
scheme we did a number of test calculations. With the stand alone program as well with
the self consistent implementation in juRS we have calculated interaction energy curves
of an Ar dimer. The correlation binding energy density plots for three small organic
molecules namely Benzene (C6H6), Borazine (B3N3H6) and Triazine (C3N3H3) adsorbed
on graphene published in [263] have been calculated with the stand alone subroutines.
For the Ar dimer a −12.3 meV binding energy and a 3.757 Å equilibrium distance can

be extracted from a pair interaction potential reported by R. A. Aziz [264]. This poten-
tial has been fitted to reproduce experimentally obtained ultraviolet rotation-vibration
spectra. The interaction energy as a function of the distance for the Ar dimer calculated
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with the PBE functional and the selfconsistent implementations of vdW-DF1, vdW-DF2
and rVV10 in the juRS are depicted in Figure B.1. The PBE functional underestimates
the interaction energy with −6 meV and overestimates the equilibrium distance with
4 Å. The vdW-DF1 functional leads to a larger interaction energy of −19.9 meV and a
shorter equilibrium distance of 3.85 Å but both values are still away from the experimen-
tal results. In this calculations the rVV10 yields the closest result with an interaction
energy of −11.6 meV and an equilibrium distance of 3.75 Å but the vdW-DF2 functional
performs only slightly worse with an adsorption energy of −13 meV and the same equi-
librium distance. In the article by R. Sabatini et al. [116] also the Ar dimer has been
studied as a test case for their implementation of the rVV10 functional. While for the
rVV10 functional our interaction energy and the equilibrium distance agrees well with
those published in Ref. [116], the interaction energies obtained with both vdW-DF1 and
vdW-DF2 differ by 3 meV.
The adsorption energy of benzene, borazine and triazine on graphene calculated with

the PBE functional is around −30 meV. The comparison with the experimental value
of the adsorption energy −500 meV for a low coverage of benzene on graphite [265]
shows that the PBE functional leads to a too weak binding. The adsorption energy
obtained with the vdW-DF1 functional with PBE exchange is −687 meV. This value is
much closer to the experiment and the reason for the large difference between the PBE
value and the vdW-DF value lies in the spatial distribution of the correlation binding
energy density, representing the semi-local or the non-local nature of the corresponding
functional. The general shape of the correlation binding energy densities of benzene on
graphene is similar for the other two molecules. The LDA correlation binding energy
density follows the charge density difference, which shows no net charge transfer and
only charge rearrangement. The semi-local correction to the correlation binding energy
density is important only at the tails of the wavefunctions, where Pauli repulsion leads
to charge rearrangement. The spatial distribution of the non-local correlation binding
energy density is substantially different, which leads to the difference in the adsorption
energies obtained with the semi-local PBE and the non-local vdW-DF1 functional with
PBE exchange. The spatial shape of the correlation binding energy densities depends
on the position of the C, B and N atoms with respect to the surface and on the chemical
nature of the atoms. In the case of benzene adsorbed on graphene the correlation
binding energy density shows an asymmetry depending on wether the C atom from the
benzene molecule adsorbs on top of a graphene C atom or not. This asymmetry is more
pronounced when a more electronegative atom i.e. B is involved.
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