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How to find?
How to reduce?

e.g. map- fedUCEIObS R- MP' e.g. clustering, classification

In-situ correlatlons
How to re-use? & data reduction

In-situ statistical
data mining

?
scientific How to share-:
visualization &
‘beyond steering’

exascale applicatio

How to identify E
duplicates? ;

How to replicate?

analytics part

I key-value pair DB

....... How to annotate?

How to link?
How to transfer?

How to access?

\Exascale computer with access to exascale storage/archives/ .
Inspired by ASCAC DOE report
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Motivation - ‘Need for Big Data Tools‘ in HPC & Exascale

Ever increasing volumes, varieties, velocities 1
 Shift from tape to active disks = active processing I
 Data transfer-aware scheduling = transfer takes time : l -- I
 Different copies of ‘same data‘ = sharing data necessary P ~.l 2 1S

» Different copies of ‘same data‘ in different epresentations = delete some data
(e.g. tool-dependent data types, e.g. libsvm format vs. Original image, etc.)

Publication process changes
* Open referencable data is required for journals = data publicly available
* Long-lasting copies years after HPC users finished projects = archiving
* Technology changes, links need to persist in papers = handle systems

New toolsets
* Data replication, in-memory & data sharing tools, different filesystems, etc.
» Statistical data mining codes for classification, clustering, applied statistics,
etc. (potential to validate, e.g. inverse problems, or reduce datasets, e.g. PCA)
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EUDAT: A pan-European e-Infrastructure with useful tools

« Computational scientists are facing ‘big data’ challenges
— Where to store the growing amount of data? i
— How to find it & how to reduce large quantities of data?
— How to re-use & share or archive for publishing?

« Many communities are developing own solutions > Good Eg‘;"fﬁ ‘%”"?j%%' égfi: |

— ... but solutions need to remain interoperable and sustainable for centers LM’&SIOS
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 EUDAT offers a pan-European solution -
— Providing a set of generic tools to help managing growing amount of data
— Providing tools across communities to ensure minimum level of interoperability

— Linking community specific repositories to the largest European scientific data
and HPC centers - Collaborative Data Infrastructure (CDI)
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Work situation
in scientific
computing...

= Simple tools
are important

= Avoid overheads
in data management

= Realistic use within
HPC environments

EUDAT

bachelor

thesis activities,
e.g. improving
code (same data)

(o:o) B2SHARE

Store and Share Research Data

cr;@ B2DROP
Sync and Exchange Research Data

&  B2SAFE

- Replicate Research Data Safely

co®  B2FIND

Teach class with good <
AND bad examples!

i |

Sharing different
datasets is key

One tend to loose
the overview

of which data

is stored on which
platform

How do we gain
trust to delete
data when
duplicates on
different systems
exist




Toolset Overview

AAI Network of trust among authentication
and authorization actors
s 2 =
PID Identity Integrity  Authenticity Locations | &
= B2SAFE B2STAGE
: ™ Data curation and Dynamic replication to
. & h‘:- access optimization ;I:;:r:;r:;:l;m

Sync and exchange Store and share

1 1 T

i B2FIND gggtzgva:;dm?mT T l - \

S -
B2DROP B2SHARE 5 = z NER =

metadata store

External community w=) Data

Access and deposit,

* Informal data sharing
 Long-term archiving,

Addressing identification,
discoverability and computability

long-tail and ‘big’ data

- address full lifecycle
of research data

- adopt only what is needed




B2DROP is a secure and trusted data exchange

service for researchers and scientists to keep their Bz D RO P

research data synchronized and up-to-date and to Sync and Exchange Research Data
exchange with other researchers.

b2drop.eudat.eu

An ideal solution to:

Store and exchange data with colleagues
and team

AAI Network of trust among authentication
and authorization actors

PID Identity Integrity ~ Authenticity Locations
N Synchronize multiple versions of data

B2SAFE B2STAGE

Data curation and Dynamic replication fo
access optimization HPC workspace
for processing

Ensure automatic desktop synchronization
of large files
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External community mmp Data
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metadata store

=) Metadata
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Features B2ZDROP

Sync and Exchange Research Data

b2drop.eudat.eu

» future integration with the B2 suite of services
to allow user-friendly data sharing

» users decide with whom to exchange data, for e
how long and how l xchangs
» up to 20GB of storage space for research data \
» access and manage permissions to files from *' 3
any device and any location N' l \
« simple to use and open to all researchers, . Z,h
scientists, communities alike to synchronize and
exchange data with one or multiple users




B2SHARE is a user-friendly, reliable and
trustworthy way for researchers, scientific
communities and citizen scientists to store and share
small-scale research data from diverse contexts.

(o) B2SHARE

Store and Share Research Data

b2share.eudat.eu
A winning solution to:
N Store: facilitates research data storage Netiork of et amond authentoation
AAl and authorization actors
N Preserve: guarantees long-term
. PID Identity Integrity  Authenticity Locations g
persistence of data

1. Upload data

B2STAGE
—— . A - Dynamic regication to
== B Share: allows data, results or ideas to < B
sr be shared worldwid |
B2DROP
2, Select domain Syncand exchange " B2SHARE
— Store and share.

£33 £ A~ T3 /5 Digital Object (DO) Digital object X - ——
o ) . registration repasitory .

3. Enter basic and , = '1 l 1

_— domain-specific metadata Persns.lent INVE \-'- [ —
" Identifier \_- B2FIND ng':algma:‘dmf;mﬂ metadata domain R
(PID) Data organization = o\
Cmacrgecn. T
External community Data
- ° - *U metadata store = Mot
Oper docem. _ - i letadata
Representational Open Archives —
Uewren EPIC(: : State Transfer Initiative Protocal Metadata 7
(T Eurepesn Persistent ientifer Consartnm Application Metadata database i
Programming Harvesting ¥
Interface (OAI-PMH)
(REST-API)
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Features

Targets small-scale research data
collected as part of international
collaboration and looking for a central
repository

integrated with the EUDAT collaborative
data infrastructure

free upload and registration of stable
research data

data assigned a permanent identifier, which
can be retraced to the data owner

(o) B2Z2SHARE

Store and Share Research Data

b2share.eudat.eu

community-specific metadata extensions
and user interfaces

openly accessible and harvestable
metadata

representational state transfer application
programming interface (REST API) for
integration with community sites

data integrity ensured by checksum during
data ingest

professionally managed storage service —
no need to worry about hardware or network

monitoring of availability and use



‘A four-click service’

(o) B2SHARE

Store and Share Research Data

b2share.eudat.eu

R B2SHARE
EUDAT S

Drag and drop files here

Add basic details

You are logged in as Damien. Filename
Generic
Damien - EUDAT-DEL-WPS-D5 2 2-EUDAT Eal -
Services. pdf il e

YOUR RESEARCH DATA

Dezcription

Latest Deposits

A user-friendly, secure, robust, reliable and trusted service to share and store

2014-10-23 - . - " o :
PARADE, Strategy for a European Data Infrastructure White your research data adding value to your research data by assigning Persistent Select a doma|n | o
Paper Identifiers to ensure long-lasting access and reference.
Strategy for a Eurapean Dats Infrastructure White Paper by PARADE, Partn .. Deposit and release your data via the generic interface or select a community Generic Ontolog s
2014-10-21 i i i : i PR
e extension including specific metadata fields. Releasing your data implies that Pu
Knowledge Exchange Sustainability Index B &SP EY P s ) il .
Dutput from the Knowledge Exchange workshop: Sustsinable Business your deposited data can bereferred to, therefore any changes should be iyl euon Publicstion Dste
reflected in new data uploads. EUDAT

2014-10-10 Tag:
MHD run for asingle cluster simulated with 63043 . .
ENZO-MHD at z=0. Share your data with others in a safe and trusted environment. Linguistics
by Franco Vaza
e fles for 30 datset for 2 chuster run Do you belong to a scientific community? Brand and create your own Langusge Code
2011 I community collection with specific metadata fields customized for your field. - jon
ENZO-AMR data for cluster E1 ¥ P i CountrRegie
by France Vazs Rezource Type
HdfS manolitic 2563 files far 2 simulsted galaxy cluster at 2=0, using .

Project Name

Quslity

Home About Terms of Use

FAQ  User Guide

? INVENIO)

* incicotas required faid




HPC Usage Example (o) B2Z2SHARE

Store and Share Research Data

)

“eY b2share.eudat.eu
. ® . g
[ 1] g
. . Class Training Test #!/pin/bash
.o . AL R Sy i #MSUB -N Train-tune-rec86-4-16-32
C|aSSIflcatI0n LY Rt iAo R R I & P Buildings 18126 163129 ﬁﬁiﬁ? j :::liii;;zg;ig:g:rfnmance
. . e e 34 #MSUB -M m.riedel@fz-juelich.de
one field in data minin Blocks 10982 988 histm . ane
( g) ‘Roads . 16353 147176 sz :::igcesspulicy:singlejob
Attribute Filter _)E Light Train 1606 14454 #MSUB g devel
(Area, Thrasholds) Vegetation 6962 62655
anslysls Trees 9088 81792 $44 jobscript
Bare Soil 8127 73144 cd $PBS_O_WORKDIR
| Training Set I—)I Train SVM | Soil 1506 13551 echo "workdir: $PBS_O_WORKDIR"
Training phasa [ | Tower 4792 43124 NsLons=32
I * Total 77542 697859 echo "running on $NSLOTS cpus..."
[ Ground Trutn | [ svMModel | ota e
& + PISVM=/homeb/zam/mriedel/pisvm-1.2/pisvm-1.2/pisvm-train
[ testset  |——] svmciassitier | Eomeok/dap aven. a1h crataingen e
. . . Testenese ] 44 submit
Satte | |te Data (Qu'ckb | rd) c|assi:caﬁon r;g;ixf: ;ngi‘i:iﬁg;iésplsm -0 1024 -g 512 -c 10000 -g 16 -t 2 -m
00000

N HPC JobScripts

Runnmg N HPC run in-/outputs

g Input data & metadata
N Output data & metadata
N PIDs for Trust to Delete

Parallel
Support Vector
Machines (SVM)
0 000

Classification
Study of
Land Cover

Types

HPC / MPI cod
@ (é QCCOD eO OQ v Handle for Publications

Search for PiSVM Big Data Analytics in B2SHARE

Openly



B2SAFE is a robust, safe and highly available
service which allows community and departmental
repositories to implement data management
policies on their research data across multiple
administrative domains in a trustworthy manner.

A solution to:

N Provide an abstraction layer which virtualizes
large-scale data resources

Guard against data loss in long-term archiving
and preservation

Optimize access for users from different regions

© © «

Bring data closer to powerful computers for
compute-intensive analysis

000y B2SAFE

AAI

PID Identity

i
&
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L
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B2DROP

Sync and exchange

Replicate Research Data Safely

eudat.eu/b2safe

Network of trust among authentication
and authorization actors

Integrity Authenticity Locations L

B2STAGE

N

- B2SHARE , e e
. Soeadshae :: =
gated EUDAT metadata domai &
ﬁ B2FIND sg?ainvemory jJ \
t External community Data
“l.l metadata store =k
5 Metadata



Features 000, B2SAFE

Replicate Research Data Safely

eudat.eu/b2safe

* based on the execution of auditable data « data policies are centrally managed via a
policy rules and the use of persistent Data Policy Manager, and the policy rules
identifiers (PIDs) are implemented and enforced by site-local

_ rule engines
» respects the rights of the data owners to

define the access rights for their data and « able to aggregate data from different
to decide how and when it is made publicly disciplines into a storage system of
referenceable trustworthy and capable data service
providers
o « support for repository packages (e.g.
" Vanager (0PN~ o SEE DSPACE, FEDORA) and a lightweight
3 T ~ eyt HTTP-based solution

defined policy S Data centre
rules -~

Data curation

Community

.
repository

Store




B2STAGE is a reliable, efficient, light-weight and

easy-to-use service to transfer research data sets m B 2 STAG E

between EUDAT storage resources and high- Get Data to Computation

performance computing (HPC) workspaces.
The service allows users to:

AAI Network of trust among authentication

and authorization actors

N Transfer large data collections from EUDAT
storage facilities to external HPC facilities for

) PID Identity Integrity  Authenticity
processing

N In conjunction with B2SAFE, replicate ? ety
community data sets, ingesting them onto = K:
EUDAT storage resources for long-term ' ' g
preservation S20R0P . Mmaly DISHARE
N Ingest computation results into the EUDAT ! !
infrastructure a B2FIND ey
N Access data through a RESTful HTTP interface T External community
(in progress) =

eudat.eu/b2stage

&

Locations g

8 |

Data

=) Motadata

EUDAT



Features 000 B2STAGE

Get Data to Computation

- an extension of the B2SAFE and B2FIND eudat.eu/b2stage
services, which allow users to store,

preserve and find data ]
« users negotiate access to remote HPC

» data-staging script facilitates staging, services in parallel
ingestion and retrieval of persistent identifier

(PID) information of transferred data « collaboration with other infrastructures, such

as the European Grid Infrastructure (EGI) and

* service available to all registered Partnership for Advanced Computing in Europe
researchers and interested communities (PRACE)
-/ - documentation, educational material and
_ service helpdesk available to support users

Joint

al
Ul




B2FIND is a simple, user-friendly metadata
catalogue of research data collections stored in
EUDAT data centres and other repositories.

A service which allows users to:

Find collections of scientific data
quickly and easily, irrespective of their
origin, discipline or community

. Get quick overviews of available data

Browse through collections using
standardized facets

BZ2FIND

Find Research Data
b2find.eudat.eu

AAI Network of trust among authentication
and authorization actors

PID Identity Integrity  Authenticity Locations

B2STAGE

b

Y
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B2DROP :b B2SHARE :IP N =

Sync and exchange Store and share

1 )

Aggregated EUDAT metadata domain
B2FIND  Awe

External community : Data

metadata store
mm) Metadata




Features

supports faceted, geospatial and temporal
metadata searches

allows users to search and browse
datasets via keyword searches

initially available for communities in the
EUDAT registered domain of data

EUDAT will then extend the service to other
interested and reliable data and metadata
providers

results displayed in user-friendly format and
listed in order of relevance

access to the scientific data objects is
given through references provided in the
metadata

BZ2FIND

Find Research Data
b2find.eudat.eu

4 / Datasets / Foraminifera abundance of sediment core MD81-LC07

@ Dataset extent

& Communities

GBIF

2 Social
& Google+
0O Twitter

0 Facebook

& Dataset & Related

Foraminifera abundance of sediment core

. MD81-LC07

Hayes, Angela (2008): Foraminifera abundance of sedime

doi: 10.1594/PANGAEA 407822

Data and Resources

Giobigerina bulloides

Additional Info

Field

Source

Author

Version

Discipline
GeographicCoverage
MetaDataAccess

Origin

PublicationYear
TemporalCoverage:BeginDate

TemporalCoverage:EndDate

$072520814eb00a1 500882840 58000

Species

Informationnotprovided

PANGAEA - Pub
and En

2008

199

vironmental Data

5-01-01

kshing Network for Geoscaentific



A Federated and Distributed CDI

 Using EUDAT services:
finding and accessing
Generic data data, for instance, or
centres storing smaller data sets
by interacting with one of
) the CDI public front-end
----- services

v
-

Community
data sites
. VS

« Joining the CDI:
Implies a tighter integration
with at least one of the
EUDAT centre -
partnership between legal

entities relying on OLAs
and SLAs

P




Community Outreach & Service take Up

EUDAT H2020 (32)

iy

Integrating

P I Pilots/testing
Start EUDAT (5)
Interacting

22
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EUDAT Policies / Data Access and Reuse

OPEN DATA - WHAT Do EUDAT COMMUNI-

° O p e n Acce S S r) TIES REALLY THINK ABOUT IT?

MARIE SANDBERG, PAWEL KAMOCKI, DAMIEN LECARPENTIER, ROB BAXTER

To APPEAR IN ERCIM News No. 100 (JANUARY 2015) [1]

Facilitating open access to research data is a principle endorsed by an increasing number of coun-

- (11 7 tries and international organizations, and one of the priorities in the European Commission’s Hori-
— u I | e rS e S a S O l l e zon 2020 funding framework [2][3]. But what do researchers themselves think about it? How do
[ ] , [ ] they perceive the increasing demand for open access and what are they doing about it? What prob-

lems do they face, and what sort of help are they looking for?

As a pan-European research data i e, these are questions that are of fundamental inter-
estto EUDAT. To understand better what researchers think, EUDAT has conducted a programme
of interviews with fourteen major research communities from the fields of life sciences, Earth and
(11 » atmospheric science, astrophysics, climate science, biodiversity, agricultural science, social sci-
= ence and humanities - a broad cross-section of European research interests. While one cannot, of
b ) munity, they heless provide useful i ion on the general attitude, requirements and
challenges researchers face with regard to opening up their research data. In this article we report
on our initial conclusions from this survey.

» Some data is “sensitive” oG mARENESS

Open access to research data is increasingly seen as a compelling principle in many research com-
munities. There is a growing awareness of the global move towards open access, the potential ben-

. . .
° W h at a bo ut C red It a n d m e rl t Ot h e rS ¢ h a Ne Stl n ’ r) efits of it, and the necessity to implement open access policies within their disciplines. According
. to preliminary figures on the first wave of open data pilot projects in Horizon 2020, the opt-out

rate among proposals submitted to the “open by default” categories was below 30%, and the opt-

in rate among other proposals was around about the same. This underlines our findings in EU-

° HOW to find One’s Way in the Iegal minefield? DAT- researchers are pretty happy about sharing their data.

OREZ
— '‘Data-driven application-enabling’ activities *
« Providing tools and services to handle sensitive data
 Licensing guidance, PIDs and usage statistics
» Training & working on case studies (e.g. HPC simulation data demands)

/
- /w/’/

EUDAT



D1 nowod AT LE e A - Im
R T = e

Need to Understand Computational Scientists

 Research Infrastructures - CDI users,
partners & stakeholders

— Uptake plans: work with computational scientists & HPC %tva O, e eGT B
i i ppog MHPER o &
users to understand where data services make a difference (e g R agaerrser

* It is not only about developing technical
solutions, but also about defining the
right partnership model

— Take into account existing arrangements within pan-
European research communities (organisational structure,
funding schemes, business models, etc.)

EUDAT
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E-Infrastructure Commons

« Users have a “right” to a seamless access to network,

data, and computing resources funded by public money

— Itis our role to make it as easy as possible for users - Users should not care
about which e-Infrastructures they are using

« Cross-Infrastructure services
— Based on pilots with interested communities

* E-Infrastructure Commons Roadmap

—

: 08 ) H/le | _, ™ 5 ¢
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Bridging National and European Data Solutions

» Making national resources more available

— Making visible valuable national collections through EUDAT
— Access to European resources through national catalogues

* Enhancing cross-national collaborations

— EUDAT provides a European extension to national solutions .
— True data sharing & archiving are pan-European challenges
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Thank you

Talk available on
http://www.morrisriedel.de/talks



