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Abstract

The integration of rising shares of volatile wind power in the generationmix is amajor challenge for

the future energy system. To address the uncertainties involved inwind power generation,models

analysing and simulating the stochastic nature of this energy source are becoming increasingly

important. One statistical approach that has been frequently used in the literature is theMarkov chain

approach. Recently, themethodwas identified as being of limited use for generatingwind time series

with time steps shorter than 15–40min as it is not capable of reproducing the autocorrelation

characteristics accurately. This paper presents a newMarkov-chain-related statistical approach that is

capable of solving this problemby introducing a variable second lag. Furthermore, additional features

are presented that allow for the further adjustment of the generated synthetic time series. The

influences of themodel parameter settings are examined bymeaningful parameter variations. The

suitability of the approach is demonstrated by an application analysis with the example of thewind

feed-in inGermany. It shows that—in contrast to conventionalMarkov chain approaches—the

generated synthetic time series do not systematically underestimate the required storage capacity to

balancewind powerfluctuation.

1. Introduction

The integration of rising shares offluctuating renewables, such as wind and photovoltaic, is amajor challenge for

the future energy system (Turner 1999,Marris 2008). In particular, high propotions of wind in the generation

mix lead to growing uncertainties in the system since the actual feed-in of wind power can change drastically

within a very short period of time. It is therefore increasingly important to address these uncertainties in energy

systemmodels. One approach for undertaking this task is the stochasticmodelling of the feed-in fromwind

converters.

This paper presents a newMarkov-chain-related approachwhich is suitable for generating synthetic time

series for wind power feed-in that have statistical characteristics comparable to those of real ex post time series.

The synthetic time series can be used to analyse amultitude of different situations and scenarios for the feed-in

fromwind power–whichmay also include situations that have not yet occurred in historical data. This is, for

example, useful to examine the robustness of an electricity systemderived by energy systemmodels such as that

described in (Pesch et al 2014). Synthetic time series can also be used as input for further approaches to address

uncertainty in energy systemmodels, e.g. scenario trees orMonte–Carlo simulations (Negra et al 2008).

We focus on intermediate time scales and analyse time series with a sampling time of 15min. This time scale

is particularly important for the operation of the European electricity system as it is the shortest trading period

on the European electricitymarket (EPEXSpot SE 2014). Extremely fastfluctuations also exist on time scales as

short as seconds due to the turbulent character of wind energy. These effects are not the subject of this paper but

are discussed in detail in (Milan et al 2013).
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In contrast to other publications, our purpose is not tomodel thewind speed orwind power feed-in related

to single wind turbines orwind parks. Instead, we consider the overall feed-in of all installed onshore wind

turbines in awholemarket region. For the application analysis, themodel was trainedwith original ex post data

of thewind power feed-in inGermany.

The paper is organized as follows: section 2 first gives an overview of different possible approaches for the

modelling of wind time series. Afterwards, the basic principles ofMarkov chains are explained. For a deeper

understanding of the characteristics of wind time series, their deterministic and stochastic components are

discussed in the following. A basic approach for removing deterministic components is presented, which aims at

obtaining a stationary time series that can be used forMarkov chainmodels. ExisitingMarkov chain approaches

are then analysedwith regard to their suitability for reproducing the stochastic characteristics of wind time

series. Special attention is paid towhy conventionalMarkov chains are not able to reflect these characteristics

sufficiently.

In section 3, the procedure formodelling the newMarkov-chain-related approach is explained. Of

particular interest is the description of themain difference in our approach compared to conventional second-

orderMarkov chains. Furthermore, two new features are introduced: a healingmechanism to avoid dead ends

and a running average filter to adjust the short-term characteristics of the time series.

In section 4, the effects on the synthetic time series of varying the different parameters of the presented

approach are shown. Subsequently, a suitable variant for wind power feed-in time series forGermany is

presented. The quality of the approach is determined by comparing the original and the synthetic time series in

terms of statistical characteristics such as autocorrelation, probability distribution and the distribution of

increments on different time scales. Finally, an application analysis shows that–in contrast to conventional

Markov chains–the generated synthetic time series do not systematically underestimate the required storage

capacity to balancewind powerfluctuation.

Themain conclusions drawn from the analysis arefinally summarized in section 5.

2. Approaches for themodelling ofwind speed andwind power time series

This section gives an overview of the different approaches formodelling wind speed andwind power time series.

Section 2.1 presents the general classification into persistencemodels, physicalmodels and statisticalmodels. As

the approach pursued in this paper is based on aMarkov chain, the basic principles of these chains are explained

in section 2.2. An understanding of the stochastic properties of the original wind time series is necessary to

develop amodel which generates realistic wind power time series. For that reason, section 2.3 analyses a given

wind power time series in terms of deterministic and stochastic components and characteristic trends and

fluctuations. Furthermore, a basic approach for removing deterministic components of the time series is

presented. Section 2.4 gives an overview of existingMarkov chain approaches formodelling wind speed and

wind power time series, showing that these approaches have difficulty in reproducing the stochastic behaviour of

wind correctly.

2.1.Overview of the differentmethods

The rising share of volatile wind power in the present generationmix has led to increased interest inmethods for

themodelling and especially the forecasting of wind. As a result, a variety of different approaches has been

developed and applied towind time series. Overviews of the different approaches with the focus on forecasting

techniques can be found in Lei et al (2009), Soman et al (2010),Wang et al (2011), Foley et al (2012).

The suitability of amethod is closely linked to the purpose of themodel. This especially accounts for the

desired time horizon in the case of forecasting wind. Although time scale classifications are rather vague in this

context and the boundaries between the respective classes often overlap, a distinction can bemade between very

short-term (seconds to 30min), short-term (30min to 6 h),medium-term (6 h to 1 d) and long-term (1 d to

1week ormore) forecasting techniques (Soman et al 2010). In the case of generating synthetic time series, the

method should account for the proper description of both short-term and long-term characteristics.

Besides some new techniques and combinations ofmodel types (hybrid structures),most of the common

methods can be assigned to one of the following classes (Soman et al 2010):

• Persistencemodels—also called naive predictors—assume that the current state ismaintained. Thismethod is

obviously only suitable for very short-term forecasts andmay serve as a benchmark for other forecast

methods.

• Physical methods such as numerical weather predictors are based onmeteorological data and a detailed

description of the atmospheric physics. Thesemethods are especially employed for the long-term forecasting

of wind.
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• Statistical methods only need the historical data of a process to estimate the future development. The different

methods cover a wide range from short-term to long-term forecasting. TheMarkov chain approach can be

assigned to this category.

2.2. Basics of theMarkov chain approach

AMarkov chainmodels a stochastic process, in which a state changes between discrete time steps. In aMarkov

chain approach, it is assumed that the probability of a certain state depends on one ormore past states. It is a

probabilistic forecastingmethod, as it does not just estimate a point forecast but also provides estimates of the

probability distribution associatedwith it (Carpinone et al 2010). Themethod only requires empirical ex post

data so that a restrictive assumption on the shape of awind power probability distribution is not necessary

(Carpinone et al 2010). This approach is applicable for time series with any probability distribution. A necessary

requirement for the ex post time series is weak stationarity. Thismeans that the probability ofmaking a

transition fromone given state to another is time-independent (Castro Sayas andAllan 1996).

For the application of theMarkov chain, the amplitude rangemust be broken down into a defined number

of discrete states. The number of equidistant amplitude intervals n for the state variables …s s s{ , , , }n1 2 is a

calibration parameter of theMarkov chain (Carpinone et al 2010, Carapellucci andGiordano 2013).

Another important parameter is the order of theMarkov chain. It gives the number of past states that

influence the probability of the present state (Shamshad et al 2005). In afirst-orderMarkov chain, the present

state only depends on the previous state.

LetX(t) be a stochastic process with the discrete state space S= {1, 2,.., n} and the discrete time steps t. The

transition probability from a state i to a state j is defined as:

= = − = ∀ ∈ …{ }p p X t s X t s i j n( ) ( 1) , {1, , }. (1)ij j i

These transition probabilities form the elements of the transitionmatrixP.

For n states, thefirst-order transitionmatrix is an ×n n matrix,
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The problemwithMarkov chains of higher order is the increasing complexity, as aK-orderMarkov chain needs
a +nK 1 transitionmatrix (Brokish andKirtley 2009). The advantage of higher-orderMarkov chains is better

forecasting performance, as they reduce the prediction error (Carpinone et al 2010). Therefore, a compromise

between prediction accuracy and computing time (and particularlymemory requirements) needs to be found.

The basic concept of themodelling approach presented in this paper is related to a second-orderMarkov

chain. A conventional second-orderMarkov chain uses the two previous states j (first lag) and k (second lag) to

forecast the present state i:

= = −

= ∧ − = ∀ ∈ …

{
}

p p X t s X t

s X t s i j k n

( ) ( 1)

( 2) , , {1, , }. (3)

ijk i

j k

The resulting × ×n n n transitionmatrixP is shown below:

=

⋮ ⋮ ⋱ ⋮

⋮ ⋮ ⋱ ⋮

P

p p p

p p p

p p p

p p p

p p p

p p p

...

...

...

...

...

...

. (4)

n

n

n n nn

n

n

nn nn nnn

111 112 11

121 122 12

1 1 1 2 1

211 212 21

221 222 22

1 2

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

Ex post experimental time series are used to determine thematrix parameters by counting the number of state

transitionsm to state i under the condition that state j and state k took place and relating them to the sumof all

state transitions to state i:

∑ ∑
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The transition probabilities satisfy the following properties:

≦ ≦ ∀ ∈ …p i j k n0 1 , , {1, , }, (6)ijk

∑∑ = ∀ ∈ …
= =

p i n1 {1, , }. (7)

j

n

k

n

ijk

1 1

The current state of the process is represented by the corresponding row of thematrix, while each column

corresponds to one of the n possible states at the next time step (Carpinone et al 2010).

2.3.Deterministic and stochastic characteristics of wind power time series

In order to evaluate the suitability of existingMarkov chain approaches for reproducing the stochastic nature of

wind, it is necessary to analyse the stochastic characteristics of wind time series. For this purpose, the seasonal

and daily periodicities of wind power time series are discussed in section 2.3.1. In section 2.3.2, we present an

approach for removing these periodicities with the objective of obtaining a stationary time series. After testing

the resulting time series for stationarity in section 2.3.3, its characteristic trends andfluctuations are analysed in

section 2.3.4.

2.3.1. Deterministic trends and periodicies inwind power time series

As a data basis for thewind power time series, we use the aggregatedwind feed-in time series of all wind turbines

connected to theGerman electricity grid. The fourGerman transmission systemoperators provide data for their

transmission zone on a 15min basis (TenneTTSOGmbH2014, AmprionGmbH2014, 50Hertz Transmission

GmbH2014, TransnetBWGmbH2014). The observation period covers 59months (August 2009–May 2014)

and comprises 166,464 time steps. The consideredwind power time series has a positive trend, as the installed

capacity of wind converters increased steadily during the observation period.

Furthermore, the time series is characterized by daily aswell as annual periodicities. Generally, wind speed

and consequently alsowind power is higher inwinter than in summer. The daily periodicities differ during the

year, resulting inwind power peaks in the afternoon duringwinter and peaks in the evening during summer.

2.3.2. Conditioning of the original wind power time series

The positive trend and also the seasonal periodicities represent deterministic components of the time series.

These deterministic componentsmust be removed to be able to analyse the stochastic component of thewind

power time series. Since periodicities and trends cause instationarity of the data, this deseasonalization step is

also necessary for the application of aMarkov chain.

In order to eliminate the trend, the feed-in time series was divided by the respective actual installed capacity

(Fraunhofer IWES 2014) to derive the specific feed-in per installed capacity kW installed (figure 2).

The next step in obtaining a deseasonalized time series is to identify and eliminate those parts of the time

series caused by periodicities. For this purpose, a basic approachwas chosen based on arithmeticmeans

allocated to a certainmonth and a certain time. First, the average over all specific feed-in valueswas determined.

Second, themean valuewas identified for each quarter-hour in amonth that was subsequently divided by the

overall average value. In this way, a seasonality factor was created, which–due to seasonal or dailyfluctuations—

is higher than 1 in high feed-in times and lower than 1 in low feed-in times. In this way, × =12 96 1152

different factors for the twelvemonths and 96 quarter-hours each daywere obtained. Consequently, this

approach implies that every day of amonth has the same properties. This simplification is especially necessary to

obtain a sufficient number of values for average determination. The seasonality factors infigure 1 reflect the

above-mentioned seasonal and daily periodicities. The values of the specific feed-in time series are divided by the

corresponding factor to obtain a time series that only contains the non-deterministic residuals .

2.3.3. Stationarity of the conditioned wind power time series

The extent towhich the conditioned time series fulfils the requirement of weak stationarity is examined by

conducting a stationarity test. For this purpose, themoving average and themoving standard deviation of the

original time series are compared to those of the deseasonalized time series (figure 3). Thewindow size of the

moving average filter was set to the length of awhole year ( × =4 8760 35040 values). It can be observed that

both themoving average and themoving standard deviation of the original time series aremuchmore time-

dependent than those of the conditioned time series. In particular, the strong positive trend at the end of the time

series can be eliminated by data conditioning.

Nevertheless, the obtained deseasonalized time series does not completely fulfil the requirement of weak

stationarity since themoving average curves are not entirely levelled. This is due to the limitation of the available

data basis and the occurrence of strong andweakwind years. Therefore, we refer to the definition of wide-sense

stationarity as in Thomann andBarfield (1988). Castro Sayas andAllan (1996) point out that awind time series
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can be treated aswide-sense stationary as long as there is no trend in the data. Peiyuan et al (2009) and Jones and

Lorenz (1986) also assumewide-sense stationarity of their consideredwind time series which they use for a

Markov chainmodel. Since themoving average and themoving standard deviation of the conditioned time

series showno trend, we assume that the criteria for wide-sense stationarity are fulfilled and that we can use the

time series for aMarkov-chain-related approach.

Figure 1. Seasonality factor plotted againstmonth and time of day.While highwind speeds were observed during summer afternoons
andwinter nights, thewind speedwas lower during summermornings/evenings andwintermiddays. Generally, the wind speedwas
higher inwinter than in summer.

Figure 2.Original time series and seasonality factor. The values of the specific feed-in time seriesmust be divided by the corresponding
seasonality factor to obtain a time series that only contains the non-deterministic residuals.

Figure 3.Moving average andmoving standard deviation of the original and the deseasonalized time series. Both themoving average
as well as themoving standard deviation of the deseasonalized time series aremuch less time-dependent than those of the original time
series. Since the positive trendswere eliminated, we assumewide-sense stationarity of the conditioned time series.
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2.3.4. Characteristic trends and fluctuations of wind power time series

For themodelling of the stochastic behaviour ofwind, a deeper understanding of the characteristic trends,

fluctuations and time scales of the time series is necessary.Of special interest is the questionof the extent towhich

the further development of awind time series depends on the values at previous time steps and especially the

changes between previous time steps. By thismeans, for example, positive trends in the time series indicate that a

further increase fromone time step to thenext ismore likelywhen therewere increases the time steps before.

To analyse this assumption, a time series based on the incremental changes between two adjacent time steps

was constructed. Subsequently, this time series of increments was delayed by τ time steps so that the correlation

coefficients between the original time series of increments and the delayed time series of increments can be

calculated. These correlation coefficients are given infigure 4 as a function of the time lag τ.

Thefigure shows that the correlation coefficients of the shifted time series are high at low time lags and

declinewith an increasing time lag. Nevertheless, the correlation coefficients of the further shifted time series of

increments still have significant correlation coefficients. In the case of the feed-in time series introduced, the

time series of increments shifted by up to τ = 12 (equivalent to three hours) have correlation coefficients above

0.1. Further shifted time series of increments show a correlation coefficient below 0.1. It therefore can be

assumed that they no longer have any significant influence on the present increment.

The results show that trends can be identified in the time series that aremaintained for several quarter-

hours.We interpret this effect as upcomingweather fronts and typical cycles of weather regions. Thisfinding

serves as thefirst evidence that on this time scale it is not sufficient tomerely consider the one or two previous

values for anticipating trends correctly. However, thewind power time series of other countriesmost likely have

different characteristic time scales due to different geological conditions and different weather conditions.

2.4. ExistingMarkov chainmodels for wind speed andwind power time series

Markov chainmodels have been frequently used for the generation of synthetic wind speed andwind power time

series (Carpinone et al 2010). The early approachesmostly differed in the order of theMarkov chain, the

transitionmatrix sizes, and the number and length of time steps. Jones and Lorenz (1986), Sahin and Sen (2001),

Nfaoui et al (2004) andHocaoglu et al (2008) used first-orderMarkov chains with different transitionmatrix

sizes (Brokish andKirtley 2009). Kaminsky et al (1991), Shamshad et al (2005) andCarpinone et al (2010)

compared the use of first- and second-orderMarkov chains for the synthetic generation of wind speed time

series, showing that better results are obtainedwith a second-orderMarkov chain (Brokish andKirtley 2009).

ExtendedMarkov chain approaches have been pursued byCastro Sayas andAllan (1996) andNegra et al

(2008) using a birth-and-deathMarkov chain. Papaefthymiou andKlockl (2008) andTong et al (2012)

proposed aMarkov chainMonte–Carlomethod for the generation of synthetic wind power time series. Peiyuan

et al (2009) developed a BayesianMarkovmodel to generate wind power data using Bayesian inference tomodel

the uncertainty of the transitionmatrix.

A review of existingMarkov chainmodels shows that better results are obtained using a second-order

Markov chain rather than a first-orderMarkov chain. The analysis also reveals the superiority ofmodels that

directly generatewind power time series compared tomodels that estimate wind power by generating wind

speed time series. The reason is that themultitude of parameters which influence the feed-in of awind turbine,

such as the terrain characteristics, cannot be neglected. It is advantageous that these effects are already included

in the historical wind power feed-in time series.

The existing approaches have in common that the autocorrelation properties and the different time scales of

wind time series are not given sufficient consideration. Brokish andKirtley (2009) observed that

Figure 4.Correlation coefficients between the original time series of increments and those shifted by τ time steps. Since correlations
remain significant for several previous time steps, it is not sufficient tomerely consider the one or two previous values for anticipating
trends correctly.
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‘autocorrelation plots of wind speeds generated byMarkov chains are often inaccurate’. They also show that

time series generated byMarkov chains underestimate the required storage capacity to balance thewind power

fluctuations, as the short time step behaviour cannot bemodelled properly. They therefore suggest thatMarkov

chains should not be used for time steps shorter than 15–40min.

The reason for this underestimation of required storage capacity is the lack ofmodelling of the trend

character, which results in time series that alternate too frequently between rising and falling. As discussed in

section 2.3.4, a trend inwind power time series can last for a certain time. Consequently, the probability that

wind power rises fromone state to the next can be higherwhen therewas previously a positive trend, e.g. during

the last three hours. Since only the previous state influences the next state infirst-orderMarkov chains, the

previous trend cannot be considered. This is the reasonwhy second-orderMarkov chains already produce better

results. Nevertheless, on time scales shorter than 15–40min it is still not sufficient to takemerely the two

previous time steps into account.

3.Modelling of the newMarkov-chain-related approach

In this chapter, the procedure formodelling the newMarkov-chain-related approachwill be explained. The two

main steps, determination of the transitionmatrix (section 3.1) and generation of the synthetic time series

(section 3.2), are outlined. Furthermore, two new features are introduced: the healingmechanism to avoid dead

ends and the running average filter to smooth the time series.

3.1.Determination of the transitionmatrix

To ensurewide-sense stationarity of the input time series, deterministic trends and seasonalities need to be

removed. Therefore, the positive trend caused by a growing installed capacity and also the daily and seasonal

periodicities were removed as explained in section 2.3.2.

The approach pursued in this paper is related to a second-orderMarkov chain. As shown in section 2.3.4, it

would be preferable to consider approximately the last 12 time steps in the case of thewind time series

introduced since significant correlations are given. A higher orderMarkov chain does not bring further benefits

because the influence on the present state of the valuesmore than 12 time steps ago can be neglected. However, a

Markov chainwith such a high order is hard tomodel, because of the high order transitionmatrix and the

resulting highmemory requirements.

Consequently, we also only consider two previous values that influence the present value to keep the

memory requirements at an acceptable level. The difference to conventional second-orderMarkov chains is a

variable second lag, which is normally set at the state before thefirst lag. In this way, amore distant second state

can be used to determine the present state. Consequently, the trend behaviour of thewind power time series can

be reproducedwithout overloading the computing capacities.

Aswith conventionalMarkov chains, the values of the conditioned specific wind power feed-in time series

need to be discretized and assigned to the corresponding state. As explained in section 2.2, the transitionmatrix

is determined by counting the number of state transitions to state i under the condition that state j and state k

took place at the corresponding points in time.

State j belongs to thefirst lag and is therefore always set to the state before the present state i. In contrast to

conventional second-orderMarkov chains, state k is set to a variable previous step L and is notfixed to the state

two steps before state i:

= = − = ∧ − = ∀ ∈ …{ }p p X t s X t s X t L s i j k n( ) ( 1) ( ) , , {1, , }. (8)ijk i j k

Toderive the transition probabilitymatrix, the specific number of state transitions needs to be divided by the

sumof all state transitions to state i for all different combinations of i, j and k.

3.2. Generation of synthetic time series

TheMarkov chain approach requires initial values for the synthetic time series. In our approach, the second lag L

determines the number of values that need to be set as a seed for the synthetic time series. Thefirst values of the

deseasonalized input time series can, for example, be used for the start of the synthetic time series.

The rest of the time series is generated step by step based on the values given so far, the cumulative transition

probabilitymatrix and a randomgenerator. The generated randomnumber is equally distributed between 0 and

1. Based on the given states j and k, state i is chosen by increasing i until the corresponding cumulative transition

probability is greater than the randomnumber. A random sample obeying the given distribution is thus

generated in a straightforwardmanner.

If toomany states and/or a too distant second lag is chosen, it is possible that certain (conditional) state

transitions never occurred in the historical data. In this case, the transition probability would be equal to 0,

7

New J. Phys. 17 (2015) 055001 TPesch et al



which violates the condition given in equation (7). In the process of generating synthetic time series, this

situationwould lead to a dead end since no further state transition is possible. For this reason, we developed a

healingmechanism for unknown state transitions to allow for a higher number of states.

We allow themodel to choose the transition probabilities of a ‘nearby’ situation that occurred in the

historical data. Therefore, the looked-up state for the second lag is replaced by the next state directed toward the

state of thefirst lag as long as the transition probability is no longer equal to 0. If this procedure is not successful,

the current state i is chosen based on the previous time step plus a random function that allows it to jump into

the adjacent state. In this case, the transition probability is equally distributed amongst the current and the

adjacent states. Thismethodology successfully avoids dead ends in the generation of synthetic time series. In any

case, it should be ensured that these interventions are only applied extremely rarely since this practice falsifies the

results slightly. In the following examinations, these interventions never occurredmore than 400 times during a

simulation of 166,464 time steps andonly in settingswithmany states ( >n 50) and a distant second lag ( >L 5).

The next step is to transform the amplitude discrete values to amplitude continuous values. To avoid the

same value always accounting for a certain state, an equal distribution function generates a random valuewithin

the interval boundaries of the corresponding state.

This practice can lead to aflickering in the time series, which is rather unusual for wind power time series.

Therefore, we subsequently apply a running average filter on the amplitude continuous time series to smooth the

time series again (Oppenheim and Schafer 1989). This allows for amore precise adjustment of the generated

time series. Thewindow size of the running average filter can be seen as another parameter of themodel.

Finally, the seasonalities are restamped onto the generated time series. This is achieved bymultiplying the

synthetic time series by the seasonality factors. However, some of the generated specific feed-in values can have a

value above 1. This problemoccurs if an already high value has beenmultiplied by a seasonality factor above 1.

For this reason, only the time series without seasonalities are compared and evaluated in the following.

4. Analysis of the synthetic time series

In this chapter, the suitability of the newMarkov-chain-related approach is examined by comparing the original

and synthetic time series in terms of statistical characteristics. Bymeans of a parameter variation, the influences

of themodel parameters ‘number of states’, ‘time lag’ and ‘window size of the running average filter’ on the

properties of the synthetic time series are examined in section 4.1. In section 4.2, the process of deriving good

model parameters and an exemplary case withwell-fitted parameters are presented. Finally, themodel is applied

in a hypothetical application in section 4.3. The analysis shows that the presented approach is suitable for

correctly dimensioning the required storage capacity of an energy system supplied solely bywind power.

4.1. Effects of varying the parameters of the newMarkov-chain-related approach

To analyse the influence of the different parameters on the results, two parameters werefixed and one parameter

was varied for each case. Table 1 gives an overview of the parameter settings, which only serve as examples. The

conclusions drawn are valid for all other cases aswell.

4.1.1. Effects of varying the number of states

For the analysis of the effect of varying the number of states, the second lag Lwas fixed as 2 and no running

average filter was applied. This setting represents a conventional second-orderMarkov chain.

The chosen number of states has amajor influence on the resulting time series. As described in section 3.2,

the number of states is limited due to the limited input data. However, if too few states are applied, the resulting

time series almost takes the formof a step functionwith deviations in every state due to the random function.

Accordingly, the random function that chooses a random valuewithin the state interval still has amajor effect on

the time series.With the increasing number of states, the amplitude range of each state decreases and therefore

also the effect of the random function. This effect can be explained based on the distribution of the incremental

variations τ−t , which is given for two different time scales (τ = 1and τ = 10) and different numbers of states

( = = =n n n25, 50, 100 and n=200) infigure 5.

Table 1.Overview of the chosen parameters for the conducted parameter variation.

Section Examined parameter Number of states Second lag Filter length

4.1.1 Number of states 25, 50, 100, 200 2 0 (no filter)

4.1.2 Second lag 100 2, 5, 10, 20 0 (no filter)

4.1.3 Filter length 100 10 0, 2, 5, 10
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For 25 states, for example, the distribution of the incremental variations between adjacent states (τ = 1) is

much too flat and heavy-tailed compared to the distribution of the original ex post time series. In this way, small

changes in the synthetic time series occur too rarely and larger changesmuch too often.With an increasing

number of states, the distribution function of the incremental variations becomes peaked and closer to the

distribution of the original time series. In any case, with the given second lag (L=2) andwithout anyfiltering,

200 states are still not sufficient to reproduce the distribution function of increments of the ex post time series.

This dependency is also valid for incremental variations with a longer time lag, for example τ = 10, whereas the

deviation from the incremental distribution of the original time series decreases.

The probability distribution that reflects theprobability of occurrence of each state is given for all cases in

figure 6. The synthetic time series are compared to the original time series that has been discretized into the

corresponding number of states in each case.Of special importance is the observation that the general feature of

conventionalMarkov chains of reproducing the probability distribution ismaintained by thenewapproach. This

accounts for any number of states.However, the level of detail and the accuracy increasewith thenumber of states.

As expected, the distribution ofwindpower feed-inhas the shape of aWeibull distribution (Justus et al1976).

A very important characteristic of a time series is the autocorrelation behaviour. The autocorrelation

function (ACF) of the synthetic time series should ideally be similar to the ACF of the original ex post time series.

Figure 5.Distribution of the incremental variations τ−t of the original and the synthetic time series for different time scales and
different numbers of states.With an increasing number of states, the distribution function of the incremental variations becomes
peaked and less heavy-tailed.

Figure 6.Probabilitymass function of the synthetic time series and the original time series with different numbers of states n. It is a
general feature of conventionalMarkov chains that they reproduce the probability distribution function. This also applies to the new
approach, whereas the level of detail and the accuracy increase with the number of states.
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In general, with an increasing time lag the autocorrelations decrease in all cases (figure 7). If a sufficient number

of states is applied ( >n 50), nomore effects on the autocorrelation properties as a function of the number of

states can be identified. All synthetic time series show autocorrelations that are too high compared to the ex post

time series. This is especially attributed to the choice of the second lag (L= 2), which is used in conventional

second-orderMarkov chains. For this reason, the influence of varying the second lagwill be discussed in the

following section.

4.1.2. Effects of varying the second lag

The possibility of varying the second lag is themajor feature of the approach presented in this paper. For the

analysis of the effect of varying the second lag, no runningfilter was applied and the number of states was, as an

example, fixed at 100.However, the presented dependencies apply for any number of states.

The possibility of influencing the shaping of trends andfluctuations is shown based on the ACFs infigure 8.

It can be observed that amore distant second lag leads to decreasing autocorrelations. The effect leads to less

uniformity and thereforemorefluctuation in the shape of the resulting time series. The decreasing uniformity is

also caused by longer-lasting trends that can be reflectedmuch better with amore distant second lag than L=2.

The length of typical trends therefore depends on the distance of the second lag.

In the case of the given time series forGermany, time series with L=10 to L=12 fit the original time series

best. This observation indicates that the characteristic dynamics of the overall wind feed-in inGermany can be

better determined based on the feed-in a quarter-hour and three hours ago (L=12) rather than, for example, a

quarter-hour and only half an hour ago (L=2).

The choice of the second lag is therefore very useful to adjust the autocorrelation properties of the synthetic

time series. Awell-fitted second lag automatically leads to a good shaping of trends andfluctuations in the

synthetic time series.

4.1.3. Effects of varying the window size of the running average filter

In order to analyse the effect of varying thewindow sizeM of the running average filter, the number of states was,

as an example, fixed at 100 and the second lag at L=10. The effects on the shapes of the synthetic time series are

illustrated infigure 9.

The synthetic time series without any filtering shows the typical flickering induced by the random function

that distributes the values within the state interval. The running average filter smooths this flickering. The

Figure 7.Autocorrelation function of the original and the synthetic time series with different numbers of states. If a sufficient number
of states is applied ( >n 50), nomore effects on the autocorrelation properties as a function of the number of states can be identified.
With the second lag set to L=2, all synthetic time series show autocorrelations that are too high compared to the original time series.

Figure 8.Autocorrelation function of the original and the synthetic time series with different second lag distances L. Amore distant
second lag leads to decreasing autocorrelations, which is very useful to adjust the level of fluctuation in the synthetic time series.
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broader thewindow size of thefilter, the stronger is the effect on the time series. A qualitative comparisonwith

the ex post time series indicates that a filter length of approximately 4–5 time steps produces the best results.

However, a filter with too broad afilter length such as 10 time steps smooths the time series toomuch.

The effect offiltering the synthetic time series can also be explained verywell on the basis of the distribution

of the incremental variations τ−t , which is given for the time scales τ = 1and τ = 10 infigure 10. Increasing

thefilter length leads to a peaked distribution of the increments between two adjacent states. Thismeans that the

very short-termfluctuations of the synthetic time series can be adjusted verywell by varying the length of the

running average filter. According to the qualitative observation of the time series, afilter length of approximately

4–5fits the distribution of the original ex post time series best. The long-term characteristics of the shape of the

generated time series are not affected by thefiltering. The distributions of the incremental variations with a time

lag τ = 10 (figure 10, right) are hardly affected at all.

4.2. Comparision of original and synthetic time series for awell-fitted case

In this section, an exemplary case with a parameter setting is presented that is well-suited for thewind power

feed-in inGermany. Besides this combination of parameters, there are amultitude of other parameter settings

that generate suitable results.

The basic procedure for identifying appropriate parameters is as follows:first, the number of states n has to

be determined, which–restricted by the size of the data basis –should be large enough for the probabilitymass

function to reach a sufficient level of accuracy. Second, the distance of the second lag Lneeds to be chosen such

that the autocorrelation properties fit those of the original time series. Finally, the short-term fluctuations can be

adjusted by the running average filter. Therefore, thefilter lengthMneeds to be chosen such that the distribution

of increments of the synthetic time series fits that of the original time series.

The parameters in this exemplary case were chosen according to table 2.

The shapes of the original and synthetic time series are compared infigure 11. It can be seen that it is hard to

draw a distinction between the characteristics of the original and synthetically generated time series. The

synthetic time series shows the same typical fluctuations and also longer-lasting trendswith comparable

gradients of the ramps.

Figure 9.Original and synthetic time series with different filter lengths. The running average filter smooths theflickering resulting
from the random function. In the case of the wind power time series introduced, a filter length ofM=5fits the original time series
best.

Figure 10.Distribution of the incremental variations of the original and the synthetic time series for different time scales with different
filter lengths. Increasing thefilter length leads to a peaked distribution of the increments between two adjacent states. The distribution
of increments for higher time scales (e.g. τ > 10) remains unaffected.
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The comparability also applies to the ACF and the probabilitymass function of the states (figure 12).Once

again, the advantageous feature of conventionalMakov chains of reproducing the probabilitymass function is

maintained by the new approach.

Of special importance for the dynamical characteristics are the distributions of the incremental variations

τ−t . The distributions are given infigure 13, distinguished by the different time scales τ = 1, τ = 5, τ = 10,

τ = 20 and τ = 96.

In the left plot infigure 13, special emphasis is put on the central peaks, whereas the tails of the distributions

are cut off. For a better visualization of the tails, a semi-logarithmic scale is applied in the right plot infigure 13.

Although slight variations occur, the incremental characteristics of the synthetic time seriesmatch those of the

original time series verywell for the different time scales.

The statistical parameters are given in table 3. Since the generation of the synthetic time series is a stochastic

process, slight variations occur for every simulation. For this simulation, aminor deviation can be observed for

themaximumvalue of the time series. This is due to the extreme rareness of the appearance of such high values

as observed in the original ex post time series (according to the probability distribution given infigure 12). In

total, the statistical parameters of the synthetic time series are comparable of those of the original time series.

4.3. Application for storage dimensioning

Brokish andKirtley (2009) argue in their paper ‘Pitfalls ofmodelling wind power usingMarkov chains’ that

synthetic wind power time series generated by aMarkov chain underestimate the necessary storage capacity to

balance thewind powerfluctuations.

Theymodelled a hypothetical situation inwhich an isolated energy systemwith a constant load is only

supplied bywind power. Therefore, storage is necessary tomeet constant demand byfluctuatingwind power.

Table 2.Well-suited parameters for thewind power
feed-in inGermany.

Number of states Second lag Filter length

65 12 5

Figure 11.Original time series versus synthetic time series. The visible characteristics of the synthetic time series such as ramps and
fluctuations are comparable to those of the original time series.

Figure 12.Autocorrelation function and probabilitymass function of original andwell-fitted synthetic time series. The synthetic time
series reproduces both characteristics of the original time series very well.
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Brokish andKirtley (2009) estimated the required storage size using real and synthetic data, generatedwith a

first-orderMarkov chain. The generated time series always underestimated the necessary storage capacity, as the

first-orderMarkov chain cannot reproduce the stochastic properties of wind correctly.

Wewant to show that thewind power time series generatedwith the proposedMarkov-chain-related

approachwill not lead to a systematic underestimation of the necessary storage capacity. As in the previous

section, the basis of the analysis are the time series without seasonal component.We estimated the required

storage size in a similar way to Brokish andKirtley (2009). The load is assumed to be constant and is set to the

value of the averagewind power generation. Surplus energy is always stored and unfulfilled demand is always

supplied by storage. In this way, the necessary storage capacity can be derived by subtracting theminimum

storage level from themaximum storage level. This storage dimensioningwas conducted for the original time

series as well as for ten generated time series. The synthetic storage sizes were then divided by the real storage size,

so that a storage fraction is defined, whereby a value of onemeans a perfect estimate.

The storage fraction for the ten generated time series is shown infigure 14. As the values fluctuate around

one, there is no systematic underestimation of the required storage capacity. Therefore this example shows that

the proposedMarkov-chain-related approach is suitable for reproducing the stochastic behaviour of wind

power time series.

Figure 13.Distributions of the incremental variations τ−t of the original and thewell-fitted synthetic time series with special
emphasis put on the central peaks (left, linear scale) and on the tails (right, logarithmic-linear scale). For all time scales, comparable
distributions can be observed.

Table 3. Statistical parameters of the original and the syn-
thetically generated time series. The values confirm that
both time series have comparable statistical characteristics.

Parameter Original Synthetic Difference

Maximum 1.01897 0.80471 0.21427

Minimum 0.00090 0.00147 −0.00056

Mean 0.17083 0.16814 0.00269

Median 0.13255 0.13402 −0.00147

Variance 0.01966 0.01772 0.00193

Skewness 1.32178 1.24178 0.08000

Kurtosis 1.67450 1.35504 0.31946

Figure 14. Storage fraction for ten randomly generated time series. As the values fluctuate around one, there is no systematic
underestimation of required storage capacity.
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5. Conclusion

The rising share of wind power feed-in leads to growing uncertainties in the electricity system. The stochastic

modelling of wind is one approach to address these uncertainties in energy systemmodels. Amongst different

statisticalmethods, theMarkov chain approach is one technique that has been frequently used in the literature

for the forecasting of wind and the generation of synthetic time series.

Recently, it has been shown that conventionalMarkov chains are of limited use for generatingwind time

series with time steps shorter than 15–40min. The reason is thatmore than the previous one or two time steps

have significant correlationswith the next time step on this time scale. Neither the level offluctuation nor

characteristic trends in the time series can thus be shaped correctly. This leads, for example, to a systematic

underestimation of the size of storage used for balancingwind power simulated by conventionalMarkov chains.

Therefore we developed a newMarkov-chain-relatedmodel. Themajor difference to existingMarkov chain

approaches is the introduction of a variable second lag, which is normally fixed at the state previous to thefirst

lag.We also included a healingmechanism that avoids dead ends in the generation of the time series and that

increases the robustness of themodel. Additionally, a running average filter was introduced intoMarkov chain

modelling that allows for the better adjustment of the very short-term characteristics of the generated time

series.

The focuswas placed on the generation of long-term synthetic time series with a sampling time of 15min.

The data basis covered the overall feed-in of awhole countrywith the example ofGermany. Sinceweak

stationarity of the input data is necessary forMarkov chains, we presented a basic approach to deseasonalize the

ex post time series based on arithmeticmeans allocated to a certainmonth and a certain time. After showing that

the conditioned time series fulfils the criteria for wide-sense stationarity, we applied the data for the newmodel.

In the analysis of the generated synthetic time series, wefirst conducted a parameter variation to analyse the

influence of the parameter settings on the properties of the synthetic time series.

The variation in the number of states to discretize the amplitude of the time series showed that a rising

number of states increases the level of detail and accuracy of the probability distribution. Furthermore, the

distribution of incremental variations becomesmore peaked and closer to the distribution of the original wind

power time series. Too few states lead to an inappropriate shape of the synthetic time series, whereas the number

of states is limited due to the limited training data.

The variation of the second lag revealed that amore distant second lag leads to decreasing autocorrelations,

which is very useful for the adjustment of the dynamics in the synthetic time series.

The introduction of a smoothing running average filter turned out to be a very usefulmethod for the further

adjustment of the synthetic time series. The increase of thefilter length leads to a peaked distribution of the

incremental variations between adjacent states. It is therefore a practical way tomodify the very short-term

characteristics of the synthetic time series without affecting the long-term characteristics.

Afterwards, a case withwell-fitted parameters for thewind feed-in inGermanywas presented as an example.

The analysis revealed that the generated synthetic time series have statistical characteristics comparable to those

of original ex post time series. It turned out that the second lag L=2 of conventionalMarkov chains is not the

optimal choice forwind power feed-in on a 15min basis inGermany. The dynamics, such as the steepness of

ramps and the level offluctuation in the time series, weremuch better reproducedwith a second lag of e.g.

L=12. The basis of comparisionwas the shapes of the time series, the autocorrelation functions, the probability

mass functions, the distributions of the increments for different time scales as well as statistical parameters such

as the variance.

Finally, we used themodel in a hypothetical application for storage dimensioning. Therefore, an isolated

systemwith constant loadwas supplied solely bywind power. On the basis of the original and the synthetic time

series, the required storage capacity to balancefluctuatingwind powerwith constant demandwas simulated. It

was shown that—in contrast to conventionalMarkov chain approaches— the generated synthetic time series do

not systematically underestimate the required storage capacity. The new approach is therefore suitable for

generating synthetic time series for application in energy systemmodels or in othermethods addressing

uncertainty such asMonte–Carlo simulations.
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