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The effect of Si-doping on the morphology, structure, and transport properties of nanowires was

investigated. The nanowires were deposited by selective-area metal organic vapor phase epitaxy in

an N2 ambient. It is observed that doping systematically affects the nanowire morphology but not

the structure of the nanowires. However, the transport properties of the wires are greatly affected.

Room-temperature four-terminal measurements show that with an increasing dopant supply the

conductivity monotonously increases. For the highest doping level the conductivity is higher by a

factor of 25 compared to only intrinsically doped reference nanowires. By means of back-gate

field-effect transistor measurements it was confirmed that the doping results in an increased carrier

concentration. Temperature dependent resistance measurements reveal, for lower doping concen-

trations, a thermally activated semiconductor-type increase of the conductivity. In contrast, the

nanowires with the highest doping concentration show a metal-type decrease of the resistivity with

decreasing temperature. VC 2011 American Institute of Physics. [doi:10.1063/1.3631026]

I. INTRODUCTION

Without any doubt, semiconductor nanowires can be

regarded as very promising candidates for the realization of

future high-performance nanoelectronic devices.1 This is

because the bottom-up approach employed for their growth

has the potential to simplify the device processing scheme

substantially and, more importantly, material combinations

are allowed that find no counterpart in epitaxial semiconduc-

tor layer systems.2–4 In fact, in recent years field-effect tran-

sistors based on semiconductor nanowires have already been

demonstrated.5–10 Apart from these more conventional appli-

cations semiconductor nanowires are also very promising to

explore the possible realization of devices based on quantum

effects.11–18 The large surface-to-volume ratio of semicon-

ductor nanowires implies that surface properties have a large

impact on the transport properties. In this respect, low band-

gap III-V semiconductors, e.g., InAs, InN, or InSb, are often

the focus of interest because for 2- or 3-dimensional systems,

the Fermi level at the surface is pinned inside the conduction

band. As a consequence, an electron accumulation layer is

formed at the surface.19 It can therefore be expected that the

conductance of the nanowire is sufficiently large even at low

nanowire radii and that the nanowires are not depleted at

room temperature.2,20–22 However, in the past we have found

out that our InAs nanowires deposited using selective-area

metalorganic vapor phase epitaxy (SA-MOVPE) do not

exhibit the expected quasi-metallic behavior. In contrast,

they show semiconductor behavior, i.e., an increase of the

resistance with decreasing temperature, and are quite resis-

tive at room temperature.23 The reason for the low conduc-

tivity of our nanowires is not clear, so far.

A number of possible reasons could be responsible for

the result: first of all, the structure of the nanowires could

explain their high resistivity. Many groups have demonstrated

that InAs nanowires have the tendency to form stacking faults

during growth, since the energetic difference between the zinc

blende and the wurtzite phase is very small. Especially for

thinner wires, a wurtzite structure is observed. Also, the

growth conditions of the nanowires play a major role in their

structural characteristics and the density of stacking faults.24

Dayeh et al.25 have stated that stacking faults and the accom-

panying rapid structural alternation from wurtzite to zinc

blende should have a detrimental effect on conductivity. A

further reason for the low conductivity could be the relatively

low background doping level in our wires. The most common

method for preparing InAs nanowires by MOVPE is the

vapor-liquid-solid (VLS) growth method. Here, very low

growth temperatures in the range of 400-450 �C are employed

to produce the wires. It cannot be ruled out that the decompo-

sition of the metalorganic sources is incomplete leading to an

unintentional carbon (donor) incorporation and conductive

InAs nanowires are observed by these groups. Tomioka

et al.26,27 and Peatzelt et al.28 have employed SA-MOVPE to

obtain InAs nanowires using H2 as the ambient. Here, growth

temperatures of 540-600 �C are used, which is higher than for

VLS grown wires. However, these temperatures are still

50-110 �C lower than those we use in our study, taking

advantage of modified gas phase reactions in an N2 ambient.29

Typically, in this range of temperatures, the structural

properties and background doping concentration improve for
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III=V semiconductors with increasing deposition tempera-

tures. Thus, the lower conductivity found in our nanowires

might be attributed to a lower background doping level. It is

well known that the mobility of low-dimensional electron

systems, i.e., 2-dimensional electron gases, decreases at very

low carrier densities due to the localization of carriers in

potential fluctuations of imperfect interfaces. In this respect it

is desirable to control the carrier concentration in our wires.

Thus, we investigated the influence of Si-doping on the nano-

wire electrical characteristics. This would supply us, on the

one hand, with a first tool to design different types of nano-

and opto-electronic devices. On the other hand,using a dopant

may also help to provide answers to the question of why our

nominally undoped nanowires are highly resistive. However,

it has to be kept in mind that the doping of nanostructures

may not only change the carrier concentration but also the

morphology. Up to now, successful n- or p-type doping has

already been reported for various III-V semiconductor nano-

wires, such as InAs,7,30–32 GaAs,33,34 or InN nanowires.35

The doping of InAs nanowires by SA-MOVPE has not been

reported, especially at the high growth temperature needed

when using an N2 ambient. Here, we studied the impact of Si

doping on the nanowire morphology, structure, and conduc-

tivity. In order to minimize the large variance usually

observed in the electrical data and to improve the reliability

of the conclusions, a large number of nanowires were charac-

terized electrically for each dopant concentration.

II. EXPERIMENTAL

The nanowires were grown on GaAs (111)B substrates

by low-pressure MOVPE. Nitrogen (N2) was used as the car-

rier gas to transport trimethylindium (TMIn) and arsine

(AsH3) into the reactor at a working pressure of 20 mbar and

a total gas flow rate of 3100 ml=min. The precursor partial

pressures were kept constant at 0.118 and 12.9 Pa, respec-

tively, which results in a V=III ratio of 110. The growth tem-

perature was 650 �C. The GaAs (111)B substrates were

covered by a 30 nm thin patterned SiO2 layer. The pattern

consisted of hole arrays with about a 50 nm hole diameter

and a 500 nm pitch, which was defined by electron beam

lithography using positive resists and CHF3 reactive ion

etching. Prior to the growth, the samples were cleaned by

H2SO4 and rinsed in de-ionized water; the details can be

found in Ref. 29. For silicon doping during growth, the disi-

lane (Si2H6) flux was adjusted to achieve various n-type dop-

ing levels. In order to quantify the supply of doping species

more easily, we defined a doping factor, consisting of the

partial pressure ratio of dopant versus group III precursor. A

ratio of p(Si2H6)=p(TMIn) = 7.5� 10�5 was set as the dop-

ing factor 1. Successively, the doping factor was varied from

0 to 500. For all growth runs a growth time of 3 min was

maintained.

The morphology and structure of the nanowires have

been investigated by scanning electron microscopy (SEM),

transmission electron microscopy (TEM), and selected area

electron diffraction (SAED). For the TEM investigation the

nanowires were separated from the substrate and transferred

to holey carbon film coated TEM grids. In all cases, we

looked at the [1000] wurtzite and the [011] zinc blende zone

axis, respectively, because in this direction stacking faults

are clearly visible.25

For transport measurements, the nanowires were trans-

ferred onto an n-doped Si (100) wafer covered by a 100-nm-

thick SiO2 layer. The SiO2 layer was prepared by thermal

oxidation. The Si=SiO2 substrate was patterned with contact

pads and adjustment markers. The nanowires were contacted

individually by a set of Ti=Au electrodes using electron beam

lithography. If the wire length was sufficient, four contact fin-

gers were placed on the nanowire to perform four-terminal

transport measurements. Arþ sputtering was employed prior

to the metal deposition, in order to remove residual impurities

from the surface. For some measurements the substrate was

used as a back-gate to control the electron concentration. In

Fig. 1 an SEM image of a contacted nanowire is shown.

At room temperature two- and four-terminal measure-

ments were performed, in order to determine the wire resist-

ance using a dc probe station. For each set of nanowires

with a particular doping factor, at least 20 nanowires were

measured. By means of the four-terminal set-up the effect

of the contact resistance can be eliminated. For low temper-

ature measurements down to 4 K, a He-4 flow cryostat was

employed.

III. MORPHOLOGY AND STRUCTURAL PROPERTIES

First, the effect of doping on the nanowire morphology

and structure was investigated. The SEM images of the as-

grown nanowires are shown in Fig. 2. In all cases we

obtained hexagonally shaped wires, quite homogeneous in

length and diameter, which stand vertically on the substrate.

It is obvious that on the one hand, with an increasing doping

factor the length of the nanowires decreases [cf., Figure 3

(lower inset)] whereas on the other hand, the diameter

increases [cf., Figure 3 (upper inset)]. Thus, doping seems to

affect the growth rates differently for different facet types,

which leads to decreasing axial and increasing radial growth.

Additionally, the average aspect ratio, L=d, between wire

length, L, and diameter, d, does not change linearly with the

doping concentration (see Fig. 3). The lowest doping factor

of 1 leads to an aspect ratio of 54, which is reduced to 18 for

a doping factor of 500. As a reference, for zero doping an as-

pect ratio of 100 was observed.29 We also made a statistical

evaluation of the nanowire dimensions. For each sample the

length and diameter from 30 up to 40 wires were determined

and the aspect ratio was calculated. The standard deviation

FIG. 1. (Color online) Scanning electron micrograph of an InAs nanowire

with four contact fingers.
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of the aspect ratio decreases for the higher doping concentra-

tion as indicated by the bars in Fig. 3. Obviously, higher dop-

ing levels cause a more homogeneous nanowire growth,

which could possibly be attributed to a lowered diffusion of

group III material on the nanowire side facets and, therefore,

to a reduced vertical growth rate. Further experiments need

to be done to investigate this behavior. The TEM and SAED

investigations clearly show that the growth direction for all

nanowires is [111] and [0001] for the zinc blende and the

wurtzite type, respectively.

The transmission electron micrographs (Fig. 4) show

that for all doping factors the nanowires exhibit a large

amount of stacking faults, which corresponds to a develop-

ment of polytypism, or a change in the crystal structure from

wurtzite to zinc blende segments and vice versa. The var-

iance in structure exhibits no systematic dependence on the

doping factor. Starting with undoped wires where a predomi-

nantly wurtzite structure is observed, the amount of zinc

blende domains increases up to a doping factor of 100 while

further doping again gives rise to more wurtzite type seg-

ments. For all nanowires we also performed SAED. The dif-

fraction patterns of the [1000] wurtzite zone axis are

presented below the TEM micrographs (see Fig. 4). A calcu-

lation of the lattice parameters of the InAs nanowires is pos-

sible from these patterns. The values for the c-lattice

parameters are in good agreement with the theoretical value

for calculated bulk wurtzite InAs, whereas the a-lattice pa-

rameter is shortened around 11%.36

IV. TRANSPORT PROPERTIES

In order to investigate the effect of Si-doping, we per-

formed systematic transport measurements on a series of

contacted nanowires with different doping factors. First, we

will focus on the room temperature transport properties,

while later on, the temperature dependence of the wire resist-

ance is discussed in detail.

A. Room temperature transport

In order to exclude the contribution of the contact resist-

ance, four-terminal measurements were performed to deter-

mine the resistivity, q3d. Here, the outer contacts were used

to feed a current through the nanowire, while the voltage

drop was measured between the two inner contacts. In con-

trast to single-mode ballistic quantum wires,37 the transport

in our nanowires is diffusive with a large number of quantum

channels so that in our case the four-terminal measurement

configuration can be applied. In Fig. 5 the four-terminal

resistance, R, of nanowires with a doping factor of 1, 50,

100, and 250 is plotted as a function of l=A, with l as the dis-

tance between the two voltage probe contacts and A as the

area of the nanowire cross section. The resistance values

obtained for undoped nanowires, i.e., a doping factor of 0,

are not shown for clarity, since they are comparable with the

ones determined for the set of samples with a doping factor

of 1. On wires with a doping factor of 500, no four-terminal

measurements could be performed owing to their insufficient

length. As can be inferred from Fig. 5, for each set of wires

with a particular doping factor, the resistance increases line-

arly on average with increasing l=A (see lines), which indi-

cates a uniform conductance along the wire. The fact that Si

was successfully incorporated as a dopant can be deduced

from the observation that with increasing doping factor, the

R versus l=A curves are shifted downwards toward lower

resistances. From the slope of these linearly fitted R versus

l=A curves, the resistivity, q3d¼RA=l, was extracted. The

corresponding values are plotted in Fig. 6(a).

In addition to the four-terminal measurements, we also

determined the nanowire resistance in a two-terminal con-

figuration, particularly in cases where only two contact fin-

gers could be placed on the nanowires. The corresponding

values of q3d determined from the slope of the linear R ver-

sus l=A fits are also included in Fig. 6(a). In general, q3d,

determined by both methods, systematically decreases with

increasing doping factor. We attribute the deviations of q3d

occurring at some doping factors to the fact that for the

four- and two-terminal measurements, different numbers of

nanowires were measured. According to Fig. 6(b), a linear

increase is observed above a doping factor of 50, if the con-

ductivity r3d is plotted as a function of the doping factor.

FIG. 2. Scanning electron micrographs of as-grown InAs nanowires for the

doping factors of 1, 10, 50, 250, and 500.

FIG. 3. (Color online) Average aspect ratio of nanowires plotted against the

doping factor. Vertical bars represent standard deviations of the average val-

ues. The upper and lower insets show the average diameters and lengths vs

doping factor, respectively.
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From the unintentionally doped nanowires to the ones with

a doping factor of 500, the conductivity increased by a fac-

tor of about 25. At doping factors lower than 100 the con-

ductivity levels off, possibly because of intrinsic bulk

conductivity or because of the presence of a surface accu-

mulation layer, due to Fermi level pinning within the con-

duction band.

In the inset of Fig. 6(a) the distribution of the normal-

ized q3d values for the wires with doping factors 1 and 250

are shown. Here, q3d was determined for each individual

wire measured in a four-terminal configuration. We find that

with an increasing doping level the relative width of the dis-

tribution decreases. Since the measurements were performed

in a four-terminal configuration, contributions of a varying

contact resistance can be ruled out. A possible reason for the

observed broad distribution might be found in the crystal

structure. As can be seen in the transmission electron micro-

graphs shown in Fig. 4, many stacking faults are present in

the nanowire, which induce potential fluctuations in the con-

duction band along the wire axis. Most likely, each nanowire

has an individual sequence of stacking faults and thus an

FIG. 4. (Color online) High resolution trans-

mission electron micrographs (HRTEM) and

selected area electron diffraction (SAED) pat-

terns of InAs nanowires with doping factors of

0, 50, 100, 250, and 500. The sketch on the left

side illustrates the relevant areas for TEM and

SAED. Segments of wurtzite (WZ) and zinc

blende (ZB) are exemplarily annotated in the

left HRTEM image (doping factor 0). The line

(T) in the following image marks a twinning

boundary.

FIG. 5. (Color online) Room temperature four-terminal resistance, R, as a

function of the distance of voltage probes to the cross section ratio, l=A, for

wires with a doping factor of 1, 50, 100, and 250. The lines correspond to

the linear fits for each doping factor. The inset shows the contact resistance,

Rc, as a function of the doping factor.

FIG. 6. (Color online) (a) Resistivity, q3d, as a function of the doping factor

extracted from measurements in two- and four-terminal configurations. The

insets show the distribution of q3d measured for the doping factors 1 and

250. (b) Corresponding conductivity, r3d.
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individual potential profile. Thus, the number of carriers

localized in the potential minima may vary from wire to

wire, having the strongest impact on the conductivity for

wires with lower carrier densities.

Two-terminal resistance measurements were used to

obtain information on the total contact resistance, Rc, by

extrapolating the resistance versus l=A toward zero contact

separation. The respective values of Rc for different doping

factors are given in Fig. 5 (inset). For doping factors 0 and 1

the contact resistance is found to be around 30 kX, with a rel-

atively large spread of values. With an increasing doping

factor, Rc systematically decreases until a value of 800 X is

reached at the doping factor of 500. We attribute the lower

contact resistance at larger doping factors to an increase of

the Fermi energy in the nanowire and consequently a better

coupling to the metallic contact.

In order to calculate the electron concentration, n3d, in

our nanowires, back-gate field-effect transistor measure-

ments were performed. In Fig. 7 (left inset), typical drain

current versus gate voltage (ID-VG) characteristics of nano-

wires with a doping factor of 1, 100, and 250 are shown. The

threshold voltage, Vth, is determined by linear extrapolation.

From the slope, lFE is determined.

The drain current, ID, decreases along with the gate volt-

age, which confirms the n-type conductance. An n-type con-

ductance was observed for the nanowires of all doping

factors. At large negative gate voltages no complete pinch-

off of the drain current was achieved, possibly caused by a

by-pass channel due to an accumulation layer at the nano-

wire surface.31 The electron concentration in the nanowire

can be estimated from the threshold voltage, Vth, i.e., the

gate voltage where the drain current is pinched off. Since in

our case no complete suppression of ID was achieved, Vth

was extracted by extrapolation [cf., Figure 7, (left inset)].

The relation between n3d and Vth is given by the following

expression:

n3d ¼
CjVthj

elpðd=2Þ2
: (1)

The capacitance, C, between the nanowire and back-gate

electrode is given by,6,38

C ¼ 2pe0el

ln½ð2hþ d þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2 þ hd
p

Þ=d�
; (2)

with h the gate oxide thickness and �¼ 3.9 the dielectric con-

stant of the SiO2 layer. As can be seen in Fig. 7, the measured

electron concentration increases monotonously from the mid-

1017 cm�3 range for undoped nanowires to 3.9� 1018 cm�3.

The data points plotted here follow a linear increase. Between

the doping factors 50 and 250, an increase by a factor of 4.4

is found. For the doping factor of 500 no reliable value of n3d

could be determined because of the limited gate voltage

range. The large error in n3d for the doping factor of 250 can

also be attributed to the uncertainty in determining Vth. As an

example, for the set of wires with the doping factor of 100,

the distribution of n3d is depicted in Fig. 7 (right inset), with

n3d¼ (1.1 6 0.4)� 1018 cm�3. It is known that the value of

the back-gate capacitance, C, is only an upper limit, since in

Eq. (2) a complete coverage of the nanowire with the gate

electrode is assumed, while in our case the nanowire only lies

on top of the dielectric SiO2 layer. Finite element calculations

by Wunnicke39 showed that the actual capacitance is about a

factor of 1.7 smaller than the value obtained from Eq. (2). An

additional error in the values of n3d enters because of inter-

face states in the gate layer stacks, which are simultaneously

recharged with the wire under the gate.35 Therefore, the abso-

lute values of n3d presented in Fig. 7 can be considered as an

upper limit and are systematically lower to a certain extent.

Nevertheless, the observed tendency of an increase in elec-

tron concentration due to Si doping is correct.

In order to get a clearer picture of how the electrons are

distributed in the nanowire, the electronic states in the wire

were calculated by using a Schrödinger-Poisson solver.17 In

Fig. 8 (left inset), the conduction band profile and the carrier

density, n, in the radial direction is shown for an undoped

(ND¼ 0) InAs nanowire. For the surface Fermi level pinning

a value of 160 meV was assumed.40,41 Due to surface Fermi

level pinning, the conduction band is bent downwards at the

surface. This induces a surface accumulation layer, indicated

by the maximum of n at about 10 nm beneath the surface.

For the nominally undoped nanowire an averaged electron

concentration of 3� 1017 cm�3 was extracted, which is close

to the values obtained from the field-effect transistor meas-

urements for the doping factors of 0 and 1. Since the back-

ground doping level of our material is expected to be in the

range of 1014 cm�3 and thus, three orders of magnitude

lower than the measured doping concentration, it is likely

that the conduction electrons originate from the surface

states. In contrast, as can be seen in the right inset in Fig. 8,

for an assumed dopant concentration of ND¼ 1� 1018 cm�3

the electrons are almost uniformly distributed within the

nanowire. Here, the average electron concentration, n3d, of

9.7� 1017 cm�3 was calculated, which is close to the values

experimentally obtained for the doping factors of 50 and 100

FIG. 7. (Color online) Electron concentration, n3d, as a function of the dop-

ing factor. The left inset shows a transfer characteristic, ID-VG, for a nano-

wire with a doping factor of 1, 100, and 250. The threshold voltage, Vth, is

found to be at about�1.9 V. The right inset presents the distribution of n3d

for a doping factor of 100.
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(cf., Figure 7). The comparison between the experimentally

and theoretically determined values should be made with

some caution, since the electronic states are probably also

affected by the change of the crystal structure and corre-

sponding polarization charges.25

In Fig. 8 the field effect mobility, lFE, is shown as a

function of the doping factor. The mobility values are deter-

mined by using the following expression:

lFE ¼ gm
l2

C

1

VSD
; (3)

with gm¼DID=DVG the maximum transconductance and VSD

the source-drain voltage. As one can infer from Fig. 7 (left

inset), the maximum transconductance increases with the

increasing doping factor. Thus, with the increasing doping

concentration, lFE is found to increase from 780 cm2=Vs at

a doping factor of 1 to almost 2000 cm2=Vs at a doping fac-

tor of 250.

The mobilities extracted here are comparable to or

somewhat smaller than the values reported by other groups

for InAs nanowires,22,42,43 but considerably smaller than the

values measured in epitaxial InAs layers.44,45 One possible

reason for the relatively low mobility compared to InAs

layers might be the large density of stacking faults in our

nanowires. Recently, Schroer and Petta46 reported that with

an increasing number of stacking faults, the mobility

degrades. The additional scattering is caused by potential

fluctuations, owing to the conduction band offset between

wurtzite and zinc blende InAs47–50 and also by polarization

charges at the wurtzite=zinc blende interface.25

We attribute the increase of the field-effect mobility with

the increasing doping factor to the change of carrier distribu-

tion within the nanowire. It was found by Affentauschegg

and Wieder41 that, due to the additional contribution of sur-

face scattering, the mobility of electrons at the surface is con-

siderably lower than the respective bulk value. As shown in

Fig. 8 (left inset), for undoped nanowires the simulations

yield a downward-bent conduction band with an accumula-

tion layer at the surface. Since the electrons are primarily

located close to the surface, surface scattering should play a

major role. In contrast, for an assumed dopant concentration

of ND¼ 1� 1018 cm�3 the electrons are almost uniformly

distributed within the nanowire [cf., Figure 8, (right inset)].

Since in this case most carriers are located in the bulk of the

nanowire, the detrimental effect of the surface scattering is

reduced so that on average, the mobility is higher.41 In addi-

tion to the effect described in the previous text, the improved

screening of the potential fluctuations with increasing carrier

density might also contribute to the increased mobility. Appa-

rently, both contributions overcompensate for the additional

electron scattering due to the increased number of ionized

donors at larger doping concentrations.

B. Low temperature transport

As the temperature is lowered from room temperature to

4 K, the nanowire resistance of the moderately doped nano-

wires with a doping factor between 1 and 100 increases. This

conclusion can be drawn from the dependence of the drain

current on the source-drain voltage (ID-VSD), which is shown

exemplarily in Figs. 9(a) and 9(b) for nanowires with a dop-

ing factor of 1 and 100, respectively. Obviously, the slope of

the ID-VSD characteristics and thus the conductance

decreases with decreasing temperature. Up to about 100 K,

we find linear characteristics, while for lower temperatures a

smaller slope around zero bias voltage is observed. Since the

measurements were performed in a four-terminal configura-

tion, an effect of the contacts on the characteristics can be

excluded. We rather attribute the non-linear behavior to the

onset of single electron tunneling.11,46,51

The temperature dependence of the resistivity q3d,

which was extracted from the slope of the ID-VSD character-

istics, is plotted in Fig. 10(a). For moderate doping factors,

i.e., 1 and 100, q3d increases with decreasing temperature by

a factor of 7.7 and 2.6, respectively, which is indicative of a

semiconductor behavior. For the wire with a doping factor of

250, the resistivity increases by only 2%. In contrast, for the

highest doping factor of 500, q3d slightly decreases with

decreasing temperature. Thus, with the increasing doping

factor, a transition from a semiconductor-type to a metal-

type temperature dependence is observed.

FIG. 8. (Color online) Field effect mobility, lFE, as a function of doping

factor. The left and right inset shows the calculated electron density, n(r),

and the conduction band profile for an n-type doping of ND¼ 0 and

ND¼ 1� 1018 cm�3, respectively. r¼ 0 corresponds to the wire center.

FIG. 9. (Color online) (a) Current-voltage characteristics of a nanowire with

a doping factor of 1 at temperatures between 285 and 5 K. (b) Corresponding

curve for a nanowire with a doping factor of 100.
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In semiconductors a transition from semiconductor-type

behavior to metal-type behavior occurs at the characteristic

Mott electron concentration, nc, which reflects the onset of

electron wave function overlap.52 The Mott transition occurs

under the condition, n
1=3
3d a0 > 0:2. Here, a0 is the Bohr radius

of a donor atom in InAs given by, a0 ¼ 4p�h2e0er=m�e2, with

er¼ 15.15 the dielectric constant InAs and m*¼ 0.023me the

effective electron mass. This yields a0¼ 35 nm. The transi-

tion is expected to occur at a concentration of only

nc¼ 4� 1014 cm�3, which is much lower than the electron

concentrations determined, even for undoped nanowires. For

n3d � nc, no thermal excitation is required to excite carriers

into the conduction band. Consequently, in contrast to the

observation a metal-type temperature dependence should be

expected for all of our nanowires.

In order to further analyze the temperature dependence

of the electron transport, the conductivity, r3d, is plotted in

Fig. 10(b) as a function of the inverse temperature. As can

be seen here, although the carrier concentration is substan-

tially larger than nc, a thermally activated enhanced conduc-

tivity, r3d is observed with decreasing 1=T for the nanowires

with doping factors of 1, 100, and 250. At smaller inverse

temperatures activation energies, Ea, of 12, 9.3, and 0.2 meV

were extracted from a fit according to exp(�Ea=kBT), respec-

tively. Only for the nanowire with the doping factor of 500,

a different temperature dependence of r3d was observed, i.e.,

a decrease of r3d with decreasing inverse temperature.

In principle, there are two possibilities which might

explain the unexpected semiconductor-type behavior at low

doping concentrations. As can be seen in the TEM images

shown in Fig. 4, segments of different stacking order, i.e.,

zinc blende and wurtzite, are found in our nanowires. Band

structure calculations for both crystal configurations demon-

strated that the bandgap of the wurtzite-type InAs is slightly

larger. This implies an offset in the conduction band at the

boundary between the zinc blende and the wurtzite seg-

ments.47,49,50 As illustrated in Fig. 10(a) (inset), the conduc-

tion band profile along the nanowire axis is expected to vary

by the conduction band offset, DEc. Regarding the value of

DEc, the calculations yield values between 23 meV (Ref. 50)

and 86 meV.47 These values are on the order of the excita-

tion energies extracted from the temperature dependence of

r3d. Depending on the electron concentration and thus, the

position of EF with respect to the conduction band edge, the

carriers might have to overcome potential steps during trans-

port along the wire. As can be seen in Fig. 8 (left inset), for

undoped nanowires the Fermi level is a few meV above the

conduction band in the center of the nanowire. Thus in this

region, the transport might be thermally activated. However,

due to a possible accumulation layer at the surface, a non-

thermally activated by-pass channel might be present. For

increasing electron concentrations, the Fermi energy

increases so that the effective barrier height decreases. This

is in accordance with the decrease of excitation energy for

higher doping factors [cf., Figure 10(b)]. Since the total

change of the conductance within the measured temperature

interval is relatively weak, the presence of a parallel channel

constituted by the surface accumulation layer is probable.

The second possibility for the thermally activated

enhancement of the conductance is donor deactivation.53

Here, the donor ionization energy increases with the decreas-

ing nanowire radius when the Bohr radius is on the order of

the nanowire radius. For our material system and nanowire

dimensions we calculated the effect of donor deactivation

following the theory of Diarra et al.54 and found that it can

be neglected in our case.

V. CONCLUSION

In summary, we successfully achieved n-type doping in

selective area MOVPE grown InAs nanowires prepared in N2

carrier gas. It is observed that doping systematically affects

the nanowire morphology by reducing the nanowire length to

the diameter (aspect) ratio. Even though doping does not sys-

tematically influence the wurtzite to zinc blende ratio in the

wires—all wires still exhibit a high stacking fault density in-

dependent on the doping level—the conductivity and the car-

rier concentration could be monotonously increased. Doping

was found to be very effective so that carrier concentrations

in the 1018 cm�3 range could be achieved. Although even for

the intrinsically doped nanowires and for wires with a moder-

ate doping concentration the carrier concentration is beyond

the Mott concentration, a thermally activated increase of the

conductivity was observed. The underlying mechanism is not

fully understood yet, however, there is a possible explanation

in terms of potential fluctuations in the conduction band due

to the change of the crystallographic stacking sequence from

zinc blende to wurtzite. For the highest doping factor, a

metal-type temperature dependence of the conductivity was

found. Since well-controlled doping is one of the key ingre-

dients of the electronic device design, our results can be

regarded as an important step toward the realization of nano-

electronics based on semiconductor nanowires.
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35T. Richter, H. Lüth, T. Schäpers, R. Meijers, K. Jeganathan, S. Estévez
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Samuelson, and L. R. Wallenberg, Nanotechnology 18, 015504 (2007).
37R. de Picciotto, H. L. Stormer, L. N. Pfeiffer, K. W. Baldwin, and K. W.

West, Nature (London) 411, 51 (2001).
38J. Noborisaka, T. Sato, J. Motohisa, S. Hara, K. Tomioka, and T. Fukui,

Jpn. J. Appl. Phys. 46, 7562 (2007).
39O. Wunnicke, Appl. Phys. Lett. 89, 083102 (2006).
40K. Smit, L. Koenders, and W. Mönch, J. Vac. Sci. Technol. B 7, 888

(1989).
41C. Affentauschegg and H. H. Wieder, Semicond. Sci. Technol. 16, 708

(2001).
42S. A. Dayeh, E. T. Yu, and D. Wang, Small 5, 77 (2009).
43M. Scheffler, S. Nadj-Perge, L. P. Kouwenhoven, M. T. Borgström, and

E. P. A. M. Bakkers, J. Appl. Phys. 106, 124303 (2009).
44J. P. McCarthy, Solid-State Electron. 10, 649 (1967).
45R. J. Harrison and P. A. Houston, J. Cryst. Growth 78, 257 (1986).
46M. D. Schroer and J. R. Petta, Nano Lett. 10, 1618 (2010).
47M. Murayama and T. Nakayama, Phys. Rev.B 49, 4710 (1994).
48I. Vurgaftman, J. R. Meyer, and L. R. Ram-Mohan, J. Appl. Phys. 89,

5815 (2001).
49Z. Zanolli, F. Fuchs, J. Furthmüller, U. von Barth, and F. Bechstedt, Phys.

Rev. B 75, 245121 (2007).
50A. De and C. E. Pryor, Phys. Rev. B 81, 155210 (2010).
51A. A. Zhukov, Ch. Volk, A. Winden, H. Hardtdegen, and Th. Schäpers,
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