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First-order metal-to-metal phase transition and non-Fermi-liquid behavior in a two-dimensional
Mott insulating layer adsorbed on a metal substrate
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The electronic structure of a two-dimensional Mott insulating layer in contact with a semi-infinite metal
substrate is studied within cluster dynamical mean field theory. For this purpose, the overlayer forming a square
lattice is divided into an array of (2 × 2)-site clusters in which interatomic electron correlations are taken into
account explicitly. In striking contrast to the single-site approximation, where substrate-adsorbate hybridization
gives rise to Fermi-liquid properties at low temperature, short-range correlations lead to bad metallicity in
a much wider parameter range as a function of temperature and overlayer-substrate coupling strength. The
(π,0) component of the self-energy exhibits a finite low-energy scattering rate, which increases with decreasing
temperature even when hybridization between overlayer and substrate states is as large as the nearest-neighbor
hopping energy within the overlayer. In addition, at moderate overlayer-substrate coupling and in the presence of
the second nearest-neighbor hopping interaction, the overlayer undergoes a first-order phase transition between
two correlated metallic phases when electron doping is increased by changing the chemical potential. These results
suggest that normal metal proximity effects are strongly modified when spatial fluctuations in the overlayer are
taken into consideration.
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I. INTRODUCTION

Heterostructures made out of atomically controlled thin
layers of strongly correlated materials are currently a topic of
intense study.1–11 Due to various effects peculiar to multilayer
systems, such as electron confinement and charge transfer
across the interface, they exhibit novel properties absent in the
constituent bulk materials. From the viewpoint of device appli-
cations, an important question arises as to whether nanoscale
devices, such as tunneling junctions, function in the same
manner when conventional band insulators like magnesium or
silicon oxides are replaced by insulators associated with strong
Coulomb interactions. In order to answer this question, it is
crucial to understand the electronic properties of the interface
between a weakly correlated metal and a Mott insulator.

On the theory side, several authors addressed this issue
by applying dynamical mean-field theory (DMFT)12,13 to
Hubbard-type model Hamiltonians with a layer-dependent
Coulomb repulsion. Helmes et al.14 considered the planar
interface between a semi-infinite metal and a semi-infinite
Mott insulator (or bad metal) for half-filled electron-hole
symmetric systems at very low temperatures. They showed that
a quasiparticle peak characteristic of metallic states appears
in the one-electron excitation spectra of the insulating layers
via the Kondo proximity effect and that its spectral weight
drops rapidly with increasing distance from the metal. Zenia
et al.15 considered a finite number of Mott insulating layers
sandwiched between two metal electrodes. They characterized
the metallic state in the insulating barrier region induced by
the metal proximity effect at low temperatures as a “fragile”
Fermi liquid and suggested the possibility of utilizing such
a quantum state for nonlinear devices. Both studies adopted
the “inhomogeneous” layer DMFT approach of Potthoff and
Nolting16 in which the electron self-energy is assumed to be

local in real space and its layer dependence is determined
self-consistently by solving a coupled DMFT equation.

To examine nonlocal self-energy effects in correlated
heterostructures, caused by short-range spatial fluctuations ig-
nored in previous single-site DMFT calculations, we recently
considered two- and three-layer-thick insulator films sand-
wiched between two metals,17 where interatomic Coulomb
correlations were treated within the cluster extension of
DMFT.18 As the numerical effort increases exponentially with
cluster size, one-dimensional atomic chains oriented normal
to the interface plane were chosen as cluster units, so that
interlayer electron correlations are fully taken into account
while intralayer fluctuations are ignored. The system was
assumed to be half-filled and electron-hole symmetric, and its
electronic structure was evaluated as a function of the on-site
Coulomb repulsion energy. The important result of this study
was that the mechanism by which the metallic states penetrate
the insulating film depends significantly on the electronic
structure of the isolated film. For instance, in the case of a
double-layer system, the quasiparticle peak, which appears
within single-site DMFT via the Kondo proximity effect,14,15

is absent when interplanar correlations are taken into account.
The origin of this striking difference was shown to be
associated with different mechanisms for the metal-insulator
transition. Within single-site DMFT, the Mott gap opens
because of the divergence of the local self-energy; within the
cluster DMFT, the gap opens via a discontinuous change in the
real part of the interlayer component of the self-energy. These
results underline the importance of appropriately considering
interatomic Coulomb correlations in describing the electronic
structure of strongly correlated heterostructures.

In the present work, we explore another aspect of
the electronic structure of metal-insulator interfaces by
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incorporating intraplanar Coulomb correlations that were dis-
regarded previously.17 To be specific, we consider an insulating
monolayer described by the two-dimensional (2D) Hubbard
model and investigate its interaction with a noninteracting
semi-infinite metal substrate. Because of the relevance for
cuprate high-Tc superconductors, a number of groups applied
cluster extensions of DMFT to the single-band Hubbard model
for a 2D square lattice.19–28 These works greatly revised the
earlier understanding of this system within single-site DMFT,
with regard to both the nature of the metal-insulator transition
and the overall shape of the phase diagram. Moreover, they
revealed that intersite correlations give rise to a pronounced
momentum-space anisotropy of the gap opening and to
the appearance of non-Fermi-liquid properties as a function
of electron and hole doping concentrations. It is therefore
intriguing to study how these properties are modified when
the correlated 2D layer is attached onto a metallic substrate.
The Coulomb energy of the system is chosen such that
the isolated monolayer is a Mott insulator. Its electronic
properties are then studied by varying the hybridization to
the metallic substrate, the electron chemical potential, and the
temperature.

The main results of this work are as follows: (i) When the
overlayer is coupled to the substrate via orbital hybridization,
the overlayer exhibits bad-metallic rather than Fermi-liquid
properties as a result of short-range correlations in a much
wider parameter range than expected from single-site DMFT
calculations. In particular, the self-energy component of the
cluster corresponding to the (π,0) point of the 2D Brillouin
zone exhibits strong bad-metallic behavior even when orbital
mixing between the overlayer and substrate states is as
large as the nearest-neighbor hopping interaction within the
overlayer. (ii) On the electron doping side, the first-order
metal-to-insulator transition of the isolated monolayer in the
presence of second-neighbor hopping interactions becomes
a first-order phase transition between strongly and weakly
correlated metallic phases. These results reveal that the
normal metal proximity effect is strongly reduced when
short-range interatomic correlations within the overlayer are
incorporated.

The outline of this paper is as follows. In Sec. II, we
describe the present model and discuss several theoretical
details of the cluster DMFT calculations. In Sec. III, we present
the numerical results and clarify how the Mott insulator is
metallized when it is coupled with the metal substrate via
orbital hybridization. Section IV contains the summary. The
Appendix summarizes the main results for the same system
obtained within the single-site DMFT.

II. THEORY

As shown in Fig. 1, we consider an interface system
in which a monolayer of interacting electrons on a square
lattice is adsorbed on top of a semi-infinite metal substrate
of noninteracting electrons on a simple-cubic lattice. The
Hamiltonian consists of three parts,

Ĥ = Ĥa + Ĥs + Ĥas, (1)
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FIG. 1. (Color online) Tight-binding model for an insulating
monolayer on top of a semi-infinite metal. (a) Lateral view; (b) top
view. The four-site cluster indicated by a dashed square is used as a
unit in the cluster DMFT calculation.

where the Hamiltonian of the isolated monolayer, Ĥa , is given
by the Hubbard model for a 2D square lattice,

Ĥa = −
∑
ijσ

tij c
†
iσ cjσ + U

∑
i

(
n̂i↑ − 1

2

)(
n̂i↓ − 1

2

)
. (2)

Here, n̂iσ = c
†
iσ ciσ denotes the electron occupation on over-

layer site i with spin σ = ↑, ↓ and U is the on-site Coulomb
repulsion energy. In the summation in the first term of
Eq. (2), we include first and second nearest-neighbor hopping
interactions, t and t ′. Thus, the band dispersion of the isolated
film is given by ε(k) = εt (k) − 4t ′ cos(kx) cos(ky), where
εt (k) ≡ −2t[cos(kx) + cos(ky)]. The x and y axes are parallel
to the two principal directions of the square lattice. The lattice
constant is chosen as unity, so that −π � kx,ky � π . The
second nearest-neighbor interaction, t ′, introduces asymmetry
between the hole and electron doping regions.

The Hamiltonian of the metal substrate is given by

Ĥs = −
∑
mnσ

t a†
mσanσ , (3)

where amσ is the electron annihilation operator for substrate
site m and spin σ . Since the role of the substrate is to broaden
the one-electron spectra of the overlayer, we consider only
electron hoppings between first nearest neighbors. To reduce
the number of parameters, the hopping integral is assumed to
be the same in the overlayer, so that the substrate represents
a metal with bandwidth W = 12t . For each 2D momentum k,
the energy continuum of the substrate extends over a region
of width 4t and whose center is located at εt (k). Thus, as
long as |t ′| < |t |/2, the overlayer energy band hybridizes with
the substrate energy continuum throughout the whole surface
Brillouin zone.

Ĥas in Eq. (1) represents the orbital coupling between
substrate and overlayer states,

Ĥas = −
∑
imσ

v(c†iσ amσ + H.c.), (4)

where the parameter v controls the hybridization strength, and
the summation is taken over all pairs of atomic sites in the
overlayer and their nearest neighbors in the outermost layer of
the substrate.
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FIG. 2. (Color online) Density of states of noninteracting elec-
trons projected on an overlayer site for several values of t ′,
second-neighbor hopping interaction in the overlayer, and v, mixing
parameter between overlayer and substrate sites.

Figure 2 shows the density of states (DOS) of noninteracting
electrons (U = 0) projected on an overlayer site for three
values of v. The left panels correspond to t ′ = 0, while
the right panels correspond to t ′ = −0.3t . The latter value
was used in the past to simulate normal-state properties of
high-Tc cuprates.19,20,26 As expected, the van Hove singularity
characterizing the DOS of the square lattice becomes rapidly
smeared out with increasing orbital mixing v and the band-
width increases from 8t to 12t . Accordingly, the left bottom
panel for t ′ = 0 and v = t represents the DOS of the top
layer of a semi-infinite simple-cubic lattice with bandwidth
W = 12t .

To apply the cluster DMFT formalism,18 the overlayer is
divided into four-site clusters forming a 2 × 2 superlattice as
shown in Fig. 1, where site labels refer to 1 ≡ (0,0), 2 ≡ (1,0),
3 ≡ (0,1), and 4 ≡ (1,1). To avoid confusion, we use in the
following the notation in which a matrix is expressed as Â and
its elements as Aij . The interacting lattice Green’s function at
finite temperature T in the cluster-site basis is written as

Ĝ(iωn)=
∑

k′
[iωn + μ − t̂(k′) − �̂(iωn) − ŝ(k′,iωn + μ)]−1,

(5)

where the sum over k′ extends across the reduced Brillouin
zone, −π/2 � k′

x,k
′
y � π/2, ωn = (2n + 1)πT are Matsubara

frequencies, t̂(k′) denotes the hopping matrix for the super-
lattice, and �̂(iωn) is the self-energy matrix accounting for
electron correlations. Among the 16 elements of Ĝ, only three,
namely G11, G12, and G14, are the independent because of
symmetry. We restrict ourselves to paramagnetic solutions and
omit spin indices in the equations hereafter.

The quantity ŝ(k′,z) in Eq. (5) denotes the embedding
potential at complex energy z and describes the hybridization
effect of the semi-infinite substrate on the overlayer,29,30

sij (k′,z) = v2

4

∑
p

eip·(xi−xj )g00 [z − εt (p)] , (6)

where xi is the 2D coordinate of site i (1 � i � 4), the
summation is taken over four wave vectors, p = k′ + (m,n)π ,
with m,n being 0 or 1, and g00 denotes the surface component
of the Green’s function of a semi-infinite tight-binding chain
with first neighbor hopping integral, −t ,31

g00(w) = w − √
w2 − 4t2

2t2
. (7)

The overlayer Green’s function and self-energy matrices
become diagonal when expressed in the molecular orbital basis
defined by26

|�〉 = 1
2 (|1〉 + |2〉 + |3〉 + |4〉) ,

|M〉 = 1
2 (|1〉 − |2〉 − |3〉 + |4〉) ,

(8)
|X〉 = 1

2 (|1〉 − |2〉 + |3〉 − |4〉) ,

|Y〉 = 1
2 (|1〉 + |2〉 − |3〉 − |4〉) .

Physically, |�〉, |M〉, |X〉, and |Y〉 can be regarded as represent-
ing a coarse-grained approximation around the (0,0), (π,π ),
(π,0), and (0,π ) points of the Brillouin zone, respectively. The
diagonal elements of the Green’s function in this molecular
orbital basis are related to the three independent elements of
the Green’s function in the site basis via

G� = G11 + 2G12 + G14,

GM = G11 − 2G12 + G14, (9)

GX = GY = G11 − G14.

Analogous relationships hold for the self-energy matrix.
The bath Green’s function determining the Weiss mean-field
Hamiltonian is obtained by removing the self-energy matrix
from the lattice Green’s function:

Ĝ0(iωn) = [Ĝ−1(iωn) + �̂(iωn)]−1, (10)

which is also diagonal in the molecular orbital representation.
The quantum impurity problem is solved by making use of

the exact diagonalization (ED) formalism.32 Its applicability
has recently been extended to multisite and multiorbital
systems at finite temperatures.33–35 To implement this method,
each diagonal component of Ĝ0 is approximated via a
noninteracting Green’s function of a finite system consisting
of a single impurity level with energy Em and nb bath orbitals
with energy εmk . Thus,

G0
m(iωn) ≈ Gcl,0

m (iωn)

=
(

iωn + μ − Em −
nb∑

k=1

|vmk|2
iωn − εmk

)−1

, (11)
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where m denotes one of the molecular orbitals. The (2nb + 1)
fitting parameters, Em, εmk , and vmk , are chosen such that the
quantities

Fm =
nmax∑
n=0

∣∣G0
m(iωn) − Gcl,0

m (iωn)
∣∣2

/ωn (12)

are minimized. Returning from the molecular orbital basis
to the site basis by a unitary transformation, we now obtain
the Hamiltonian for a larger cluster consisting of the four
square sites and the 4nb bath levels. After adding the on-site
Coulomb repulsion terms to this 4(1 + nb)-level cluster, the
lowest eigenstates relevant at temperature T are calculated by
using the Arnoldi algorithm.36 The interacting cluster Green’s
function, Ĝcl, is then derived via the Lanczos procedure.
Finally, the cluster self-energy is obtained from an expression
analogous to Eq. (10):

�̂cl(iωn) = [Ĝcl,0(iωn)]−1 − [Ĝcl(iωn)]−1. (13)

In the molecular orbital basis, this self-energy is also diagonal.
In the ED cluster DMFT formalism, the cluster self-energy

is assumed to be a physically reasonable representation of
the lattice self-energy. Thus, �̂cl(iωn) is used as the input
self-energy in Eq. (5) for the next iteration. This procedure
is iterated until the difference between the input and output
self-energy matrices becomes sufficiently small. More details
of the calculational method are given in Ref. 33. Note that,
since the self-energy is nondiagonal in the site representation,
all its elements contribute in a highly nonlinear manner to all
lattice Green’s function components.

In the calculations discussed below, we use nb = 2 bath
orbitals per molecular orbital component. Thus, the total
number of levels in the ED cluster is ns = 4(1 + nb) = 12.
While this number may appear relatively small, due to the
indirect Coulomb coupling between bath levels the spacing
between cluster excitation energies is very small, so that an
accurate evaluation of the Green’s function is feasible, even at
rather low temperatures.

III. RESULTS AND DISCUSSION

As we are interested in the metallization of the Mott
insulating layer, we choose the on-site Coulomb repulsion
energy as U = 9t , such that the isolated layer at half-filling
is a Mott insulator.21 For clarity, we begin the discussion
with the case of the symmetric noninteraction DOS with
t ′ = 0. The results for the electron-hole asymmetric systems
with nonvanishing t ′ will be presented in Sec. III D. For
completeness, analogous results derived within single-site
DMFT are summarized in the Appendix.

A. Electron occupation and spectral weight at chemical
potential: Metallization of the overlayer

Figure 3(a) shows the electron occupation per spin of
an overlayer site as a function of chemical potential μ.
To illustrate the effect caused by hybridization between
overlayer and substrate, the results are shown for three
coupling strengths: v = 0, v = 0.8t , and v = t . As we consider
the case t ′ = 0, the condition n(μ) = 1 − n(−μ) holds. In
the case of the isolated monolayer (v = 0), the occupation

FIG. 3. (Color online) (a) Electron occupation per spin and (b)
integrated spectral weight around chemical potential, −Gii(β/2), of
an overlayer site as a function of chemical potential μ derived within
four-site cluster DMFT. U = 9t , T = 0.04t , and t ′ = 0. Filled circles,
triangles, and crosses correspond to substrate-adatom hybridizations,
v = 0, v = 0.8t , and v = t , respectively.

exhibits a plateau, n(μ) = 0.5, in the interval μh � μ � μe,
with |μh| = |μe| ≈ 2t , which marks the appearance of the
Mott insulating phase. Moreover, within the accuracy of our
calculations, n(μ) does not indicate a discontinuous change at
the critical μ values, so that the metal-insulator phase transition
for t ′ = 0 is continuous.

When the overlayer substrate interaction is switched on, the
plateau in n(μ) disappears and the compressibility (dn/dμ)T
is positive in the entire μ range, indicating that the overlayer is
now metallic. Thus, as a result of the proximity effect, metallic
substrate states leak into the strongly correlated overlayer.
Nevertheless, as seen from Fig. 3(a), the slope of n(μ) in
the range of the original Mott gap for v = 0.8t and v = t is
considerably smaller than beyond this region.

The metal-insulator transition of the isolated monolayer
as a function of μ can also be studied by monitoring the
quasiparticle DOS at the chemical potential. A convenient
quantity for this purpose is the imaginary-time Green’s
function at τ = β/2, which is related to the quasiparticle DOS
via

Gii(β/2) = −
∫ ∞

−∞
dω F (ω) ρi(ω,μ), (14)

where F (ω) = 0.5/ cosh[(βω)/2] is a distribution of width
4 ln(2 + √

3)/β centered about ω = 0, and the quasiparticle
DOS of site i (i = 1 to 4) is defined by

ρi(ω,μ) = − 1

π
ImGii(ω + iδ), (15)

with a positive infinitesimal δ. −Gii(β/2) represents the
integrated spectral weight within a few T around the electron
chemical potential.
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In Fig. 3(b), we show −Gii(β/2) of an overlayer site as a
function of μ for v = 0, v = 0.8t , and v = t . It is seen that
−Gii(β/2) of the isolated monolayer (filled circle) vanishes
inside the energy gap. Because of the broadening factor F (ω)
in Eq. (14), −Gii(β/2) does not drop to zero abruptly at the
metal-insulator phase boundaries, so that the energy gap in
Fig. 3(b) appears to be somewhat narrower than the width of
the plateau in Fig. 3(a).

Triangles and crosses in Fig. 3(b) show −Gii(β/2) for
v = 0.8t and v = t , respectively. In the μ range beyond the
original Mott gap (|μ| > |μe(h)|), −Gii(β/2) is seen to be
rather insensitive to the mixing parameter v. On the other
hand, upon metallization, −Gii(β/2) in the original Mott gap
takes positive values. However, it is seen that −Gii(β/2) in
this range grows only a little up to v = 0.8t . Then, it begins to
increase more rapidly between v = 0.8t and t . Together with
the smaller slope of (dn/dμ)T as discussed above, this is clear
evidence that the metallic phase in the original Mott gap is
much more strongly correlated than the metallic phases in the
outer regions. As will be discussed in the next subsection, in
striking contrast to the single-site DMFT calculation for the
metal/Mott insulator interface14,15 (see also the Appendix), the
metallized overlayer in the cluster DMFT treatment becomes
a bad metal instead of a Fermi liquid in a wide parameter
range as a function of T , μ, and v. In particular, the large
amplitude of the imaginary part of the self-energy of the X
orbital results in a strong reduction of the quasiparticle DOS at
the chemical potential, as seen in Fig. 3(b). This is in contrast
to the single-site DMFT, where −Gii(β/2) in the original
Mott gap region grows rapidly upon switching on the mixing
parameter v due to a formation of the quasiparticle DOS peak
at μ (see Fig. 16 in the Appendix).

To gain more insight into the electronic structure of the
overlayer, we calculate the nonlocal spin correlations char-
acterized by χij (τ ) = 〈ŝzi(τ )ŝzj (0) + ŝzj (τ )ŝzi(0)〉/2, where τ

denotes imaginary time, and i and j are site indices in the
2 × 2 cluster. In Fig. 4, we show the nearest-neighbor element
of the spin correlation function at τ = 0, χ12(τ = 0), as a
function of μ for the same parameter set as that in Fig. 3. For
comparison, we also plot χ12(0) of a weakly correlated isolated
monolayer with U = 4t and v = 0. By comparing the filled
and open circles, we realize that the Mott insulating phase

FIG. 4. (Color online) χ12(τ = 0), nearest-neighbor spin corre-
lation at imaginary time τ = 0 as a function of μ derived within
four-site cluster DMFT. U = 9t , T = 0.04t , and t ′ = 0. Filled circles,
triangles, and crosses correspond to substrate-adatom hybridizations,
v = 0, v = 0.8t , and v = t , respectively. For comparison, we also
show χ12(τ = 0) of a weakly correlated isolated monolayer with
U = 4t and v = 0 (open circles).

FIG. 5. (Color online) Molecular orbital occupations per spin as
functions of chemical potential. U = 9t , T = 0.04t , and t ′ = 0. v =
0 (filled circle), v = 0.8t (triangle), and v = t (cross). For clarity,
n�(μ) and nM(μ) are shifted vertically by ∓0.15.

(v = 0) is characterized by nearly constant and large negative
values of χ12(0), which implies a strong tendency toward
antiferromagnetic ordering of nearest-neighbor electron spins.
Interestingly, this negative amplitude of χ12(0) decreases only
modestly for the metallized overlayers with v = 0.8t and
v = t , indicating that the electron motion in the overlayer is
strongly correlated for these orbital mixing parameters.

We have also analyzed the contributions of each molecular
orbital to the total occupancy, nm(μ), since they play distinct
roles in the Mott transition and non-Fermi-liquid properties
of the isolated monolayer.21,26 Figure 5 shows the orbital
occupations nm(μ) as functions of chemical potential for three
interaction strengths. It is seen that for v = 0.8t and v = t ,
(dnm/dμ)T is positive in the region of the Mott gap of the
isolated monolayer, indicating that all molecular orbitals take
part in the metallization of the overlayer.

B. Adsorbate self-energy in cluster DMFT:
Bad-metallic properties

Although the dependency of the electron occupation and the
integrated DOS around chemical potential on various system
parameters provides important information on the nature of the
electronic phase transitions in the overlayer, additional aspects,
such as deviations from Fermi-liquid behavior, can be derived
by analyzing the energy dependence of the self-energy.

Figure 6 shows the real and imaginary parts of the
self-energy of the � and M orbitals at the first Matsubara
frequency ω0 = πT as a function of μ. The parameters are
the same as in Fig. 3, i.e., U = 9T and T = 0.04t , with
adatom-substrate orbital mixing v = 0 (filled circle), v = 0.8t

(triangle), and v = t (cross). For comparison, panel (a) also
shows the corresponding results for a weakly correlated
isolated monolayer with U = 4t and v = 0 (open circle). In
this case, the monolayer remains a Fermi liquid in the entire
μ range, and the self-energies of both orbitals are nearly
degenerate.

Consider first the case v = 0. As discussed in the preceding
subsection, the isolated monolayer is an insulator for μh �
μ � μe. It is seen from Fig. 6(a) that the metal-insulator
transition on the hole doping side is characterized by a steep
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FIG. 6. (Color online) (a) Real and (b) imaginary parts of the self-
energy of the � and M orbitals at the first Matsubara frequency ω0 =
πT for v = 0 (filled circle), v = 0.8t (triangle), and v = t (cross).
U = 9t , T = 0.04t , and t ′ = 0. Solid and dashed lines correspond
to the � and M orbitals, respectively. In (a), we also show by open
circles the self-energy of both orbitals for a weakly correlated isolated
monolayer with U = 4t and v = 0.

increase in Re�M(iω0) with increasing μ at around μ ≈ −2t ,
which pushes aside the major part of the M band to energies
above μ. It should still be noted that the M band is not
completely emptied, as seen from Fig. 5. Also, since the
phase transition on the hole doping side is continuous, while
Re�M(iω0) increases quite steeply at μ ≈ −2t , it exhibits no
discontinuous change at the critical value μh. As a result of the
Kramers-Kronig relation for the self-energy as a function of
frequency, a similar behavior is found also as a function of the
chemical potential μ. Thus, the steep increase in Re�M(iω0)
results in a sharp peak structure emerging in the imaginary part
of �M(iω0) at μ ≈ −2t , as seen in Fig. 6(b). In the same way,
the metal-insulator transition on the electron doping side is
caused by a steep decrease in Re��(iωn) with decreasing μ at
μ ≈ 2t , which pulls down the major part of the � band toward
energies below μ. Correspondingly, Re��(iω0) exhibits a
sharp peak structure at μ ≈ 2t .

We conclude from Fig. 6 that the insulating phase for the
isolated monolayer is characterized by a large splitting of the
real part of the self-energies of the � and M orbitals, including
the special case of the metal-insulator transition at μ = 0 in
the U -T phase diagram studied by Park et al.21 On the other
hand, in the outer region of μ where electrons or holes are
doped into the monolayer, the self-energies of both orbitals
become nearly degenerate.

Let us now consider the effect of finite overlayer-substrate
coupling. The triangles and crosses in Fig. 6(a) show the real
part of the self-energy of the � and M orbitals for two orbital
mixing parameters, v = 0.8t and v = t , respectively. For these

values of v, the overlayer is metallized in the whole μ range. It
is seen that the splitting of the real part of the two self-energy
components is reduced with increasing v. In particular, the
steep rise and the maximum in Re�M(iω0) at μ ≈ −2t for
v = 0 and the corresponding minimum in the � orbital at
μ ≈ 2t disappear. Simultaneously, due to the Kramers-Kronig
relation, the sharp peak at around μh (μe) in Im�M(�)(iω0)
degrades to a broad structure with increasing v. Nevertheless,
even for these v values, the splitting of the real part of both
components is much larger than that of the weakly correlated
monolayer shown by open circles in panel (a), indicating that
the overlayer is strongly correlated up to large v values.

To examine whether the � and M orbitals contribute to
the non-Fermi-liquid properties of the metallized overlayer,
we plot in Fig. 7 the imaginary part of the self-energy of both
orbitals as a function of Matsubara frequency ωn. Here we have
chosen a lower temperature T = 0.01t rather than T = 0.04t

in Fig. 6 to better see the behavior of the self-energy in the
low ωn limit. In panel (a), we show Im��,M (degenerate) for
the electron-hole symmetric case at μ = 0 for four values of
the orbital mixing parameter v. While the isolated monolayer
with v = 0 is insulating, Im��,M is linear in ωn as ωn → 0,
confirming that the metal-insulating transition for v = 0 is
associated with the splitting of the real part of the two self-
energy components, as discussed above. Although the results

FIG. 7. (Color online) Imaginary part of the self-energy of the �

and M orbitals as a function of Matsubara frequencies ωn for U = 9t

and T = 0.01t . Panel (a) shows the electron-hole symmetric case
with μ = 0 for four values of the mixing parameters v. Note that
both components are degenerate at μ = 0. Panel (b) shows the μ

dependence of Im�� for the largest orbital hybridization parameter
v = t . μ increases from −1.5t (bottom) to 1.5t (top) at intervals of
0.5t . Im�M for μ coincides with Im�� for −μ.
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in Fig. 6(b) might suggest that Im��,M(iω0) for T = 0.04t

have finite values in the limit of ωn → 0, this is caused by
the relatively large ω0 value for T = 0.04t . As may be seen
from Fig. 7(a), Im��,M(iωn) at a lower temperature T = 0.01t

actually remains ∼ωn in the low ωn limit even when the orbital
hybridization is switched on by increasing v.

We have also studied to what extent the low-frequency
behavior of the imaginary part of the self-energy of the two
orbitals varies with μ. As seen from Fig. 6(b), Im��(M)(iω0)
of the isolated overlayer with v = 0 exhibits a large peak at
μ ≈ 2t (−2t), which means that the � (M) orbital possesses
a finite scattering rate in the low-frequency limit around μ ≈
2t(−2t). In contrast, with increasing v, the imaginary part
of their self-energies gradually changes to a linear function
with ωn. To demonstrate this, we show in Fig. 7(b) the Im��

curves for the largest orbital mixing parameter v = t and for μ

in the range between −1.5t and 1.5t , all of which tend to 0 in
the low-frequency limit. From Fig. 7 one may safely say that
the � and M orbitals do not contribute to the non-Fermi-liquid
properties of the metallized overlayer.

Next, we discuss the self-energy of the X orbital, which
exhibits more complex behavior than the � and M orbitals.
Moreover, it is responsible for the non-Fermi-liquid properties
of the metallized overlayer. The filled circles in Figs. 8(a)
and 8(b) show the real and imaginary parts of the self-energy
of the X orbital at the first Matsubara frequency ω0 = πT

as a function of μ for the isolated monolayer with v = 0 at
T = 0.04t . As is known, for the half-filled insulating system
with μ = 0 and v = 0, the self-energy of the X orbital diverges
at low ωn as

�X(iωn) � U

2
+ A

iωn

, (16)

FIG. 8. (Color online) (a) Real and (b) imaginary parts of the self-
energy of the X orbital at the first Matsubara frequency ω0 = πT for
v = 0 (filled circle), v = 0.8t (triangle), and v = t (cross). U = 9t ,
T = 0.04t , and t ′ = 0.

with a positive constant A.21 For finite but small values of μ,
the variation of �X(iω0) of the isolated monolayer as a function
of μ in Fig. 8 may be understood in terms of a resonance form,

�X(iωn) � U

2
+ A

iωn + C0μ
, (17)

with two constants, A and C0. Fitting the line shape of the sharp
peak in Fig. 8 given by filled circles revealed that C0 ≈ 1.0.
This indicates that the self-energy of the X orbital for a small
but finite μ on the real energy axis is obtained by shifting
the self-energy of the half-filled system by −μ along the real
energy axis, in accordance with the rigid-band model.

The triangles and crosses in Fig. 8 show the self-energy
of the X orbital at ω0 for two relatively large orbital mixing
parameters, v = 0.8t and t , respectively. For these values of v,
the overlayer is metallic in the whole μ range. With increasing
v, the sharp peak structure in Im�X(iω0) as a function of μ is
broadened. Including the real part shown in panel (a), when μ

is small, the self-energy of the X orbital for a finite v may be
expressed approximately by the form

�X(iωn) � U

2
+ A

i(ωn + D) + C0μ
, (18)

where the positive constant D increases with increasing v. As
seen from Fig. 8(b), the X orbital has a finite low-frequency
scattering rate,

γX = − lim
ωn→0

Im�X(iωn),

in the range of μ corresponding to the energy gap of the
isolated monolayer even for large values of the orbital mixing
parameter v. According to Eq. (18), for small |μ| values, γX

may be given by

γX = AD

D2 + (C0μ)2
. (19)

For the outer regions of μ, where the isolated monolayer is
metallic (|μ| > μe), the damping rate γX in Fig. 8(b) does
not change significantly upon increasing v and decays with
increasing |μ|.

To illustrate the temperature dependence of the scattering
rate, we display in Fig. 9 Im�X(iωn) as a function of Matsubara
frequency ωn for two temperatures, T = 0.01t and 0.04t .
For simplicity, we consider only the electron-hole symmetric
case with μ = 0. The orbital mixing parameter v for the
four lines in each panel varies from 0 to t from top to
bottom. For small ωn, the ωn dependence of these lines can
be understood as a particular case of Eq. (18) with μ = 0. It
is seen that γX increases with decreasing temperature T . This
result is in striking contrast to single-site DMFT calculations
for metal/Mott insulator interfaces,14,15 where the insulator
becomes a Fermi liquid at low temperatures upon switching
on orbital hybridizations between overlayer and substrate.
Instead, we find here that, as a consequence of short-range
fluctuations, the overlayer becomes bad-metallic due to strong
non-Fermi-liquid properties.

The cluster components of the self-energy can be used to
construct an approximate lattice self-energy by19,26

�(k,ω) = α���(ω) + αM�M(ω) + αX�X(ω), (20)
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FIG. 9. (Color online) Imaginary part of the self-energy of the X
orbital as a function of Matsubara frequencies ωn for electron-hole
symmetric systems with μ = 0, t ′ = 0, and U = 9t . Four lines
correspond to v = 0, 0.4t , 0.8t , and t (increasing from above).
(a) T = 0.04t ; (b) T = 0.01t .

where

α� = (1 + cos kx)(1 + cos ky)/4,

αM = (1 − cos kx)(1 − cos ky)4, (21)

αX = (1 − cos kx cos ky)/2,

with −π � kx,ky � π . Since the low-frequency damping rates
of the � and M orbitals nearly vanish, as discussed above, we
obtain a low-frequency damping rate at a general 2D wave
vector,

γ (k) = 1 − cos kx cos ky

2
γX. (22)

This equation, which exhibits strong anisotropy as a function
of k, holds true in the region of μ corresponding to the energy
gap of the isolated monolayer and for a wide range of the
orbital mixing parameter v (0 < v � t).

C. Transport properties

We calculate the in-plane dc conductivity of the adsorbed
monolayer by using the Kubo formula,

σx = 2e2

πh̄

∫
dk

(2π )2

(
∂ε(k)

∂kx

)2

[ImG(k,ω = 0)]2 , (23)

where G(k,ω) denotes the Green function of the periodized
lattice, and the energy derivative of the Fermi distribution
function, ∂f/∂ω, is approximated by δ(ω) assuming that the
integrand is a moderately varying function of ω. Okamoto
et al.37 have demonstrated that while Eq. (23) neglects
vertex corrections, it reproduces rather well the conductivity

FIG. 10. (Color online) (a) In-plane conductivity of the overlayer,
σx , as a function of μ at T = 0.01t , and (b) σx as a function of 1/T

for half-filled systems with μ = 0.0. (c) Out-of-plane conductance
of the overlayer, σz, as a function of μ at T = 0.01t , and (d) σz as a
function of 1/T for μ = 0.0. U = 9t and t ′ = 0 in all panels. Crosses
and triangles correspond to two orbital mixing parameters, v = t and
v = 0.8t , respectively.

obtained by using the formulation of Lin et al.38 where
vertex corrections are included within the dynamical cluster
approximation in DMFT. As in the work of Okamoto et al.,37

we calculate the approximate periodic Green function of the
lattice by

G(k,iωn) = 1

4

4∑
i,j=1

eik·(xi−xj )Gij (iωn), (24)

where Gij (iωn) denotes the cluster Green function defined by
Eq. (5). To evaluate its value at ω = 0, we used a quadratic
extrapolation of the values of Gij (iωn) at the first three
Matsubara frequencies.

In Fig. 10(a), we plot σx in units of σ0 = 2e2/h for a range
of μ corresponding to the lower half of the original Mott
energy gap, where U = 9t , t ′ = 0, and T = 0.01t . Triangles
and crosses correspond to v = 0.8t and v = t , respectively. We
note that σx for the insulating monolayer with v = 0 vanishes
in the energy gap. It is seen that the calculated σx decreases
as μ approaches the center of the energy gap μ = 0. This
behavior can be understood from the μ dependence of the
imaginary part of the self-energy of the X orbital in the low-
frequency limit. As discussed in the preceding subsection,
its low-frequency scattering rate, γX, exhibits a large peak
structure centered at μ = 0 as a function of μ, which leads
to the reduction of the spectral function in the low-frequency
limit, A(k,0) = −π−1ImG(k,ω = 0), appearing in Eq. (23)
and thus to a concomitant decrease in σx .

In Fig. 10(b), we show the temperature variation of σx

at half-filling with the hybridization parameter v = t . In the
preceding subsection, we have shown that γX increases as the
temperature decreases from T = 0.04t to 0.01t . Extending
these calculations to even lower T , we find that γX continues
to increase with decreasing temperature down to T ∼ t/300.
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The temperature range below T < t/300 was not investigated,
since in the present exact diagonalization scheme, the fitting
of the Green function in Eq. (11) becomes more difficult as
the lowest Matsubara frequencies get closer to the real energy
axis with decreasing T . In accord with the increase in γX with
decreasing temperature, the calculated σx in Fig. 10(b) is seen
to decrease with decreasing T .

One may also be interested in the out-of-plane transport.
As seen from Eq. (6), the electronic structure of the present
overlayer system is exactly the same as that of a monolayer
film sandwiched between two semi-infinite noninteracting
substrates for which the coupling constant v between the
monolayer and each substrate is reduced by factor

√
2. The

conductance of such a sandwiched film in the normal direction
is given at low temperature and in the zero-bias limit by17,39

σz = 2e2

h

∫
dk

(2π )2
[2 Ims(k,μ)]2 |G(k,ω = 0)|2, (25)

where s(k,μ) denotes the embedding potential of the leads
on both sides. We assume that the right and left leads are the
same and coupled with the sandwiched monolayer with mixing
parameter v/

√
2 as mentioned above. Also, it is to be noted that

the integrand of Eq. (25) has a physical meaning as electron
transmittance probability in the noninteracting limit. We show
in Figs. 10(c) and 10(d) the calculated σz as a function of μ

at T = 0.01t and as a function of 1/T at half-filling (μ = 0),
respectively. The other parameters are the same as in panels
(a) and (b). While Eq. (23) for σx contains the imaginary part
of the lattice Green function in its integrand, Eq. (25) for σz

contains the absolute value of the Green function. In spite of
this difference, the characteristic features of the calculated μ

and T dependence of σz shown in Figs. 10(c) and 10(d) are
very similar to those of σx in panels (a) and (b).

D. Effect of the second neighbor interaction t ′: First-order
metal-to-metal transition

Having understood the physics involved in the systems with
t ′ = 0, we now consider the case in which the second nearest-
neighbor hopping interaction t ′ is nonvanishing. Specifically,
we choose t ′ as t ′ = −0.3t . As shown in Fig. 2(d), upon
introducing a finite t ′ value, the van Hove singularity in the
noninteracting DOS shifts to the hole-doping side for the
isolated monolayer with v = 0. With increasing v, this peak
in the DOS becomes gradually blurred.

In Fig. 11, we show n(μ) and −Gii(β/2) as a function of
chemical potential μ for v = 0, v = 0.8t , and v = t , where
we adopt again the parameters U = 9t and T = 0.04t . As in
Fig. 3, n(μ) for the isolated monolayer exhibits a plateau in the
Mott insulating phase. Correspondingly, −Gii(β/2) for v = 0
vanishes in the region of μ, which is slightly narrower than the
Mott gap. The metal-insulator transition on the hole-doping
side is continuous. On the other hand, in contrast to the case
of t ′ = 0, the transition on the electron-doping side reveals
a hysteresis, which agrees with the previous cluster DMFT
work.26 As in the case of t ′ = 0, the overlayer is metallized
when it is coupled to the metal substrate via the proximity
effect. It is seen that the plateau in n(μ) disappears and the
compressibility (dn/dμ)T becomes positive in the entire μ

range for v = 0.8t and v = t .

FIG. 11. (Color online) (a) Electron occupation per spin and
(b) integrated spectral weight around chemical potential, −Gii(β/2),
of an overlayer site as a function of chemical potential μ derived
within four-site cluster DMFT. U = 9t , T = 0.04t , and t ′ = −0.3t .
Filled circles, triangles, and crosses correspond to substrate-adatom
hybridizations, v = 0, v = 0.8t , and v = t , respectively.

In addition, for v = 0.8t , μ ≈ 2t (electron doping), n(μ)
shows a similar hysteresis as for v = 0. This behavior
demonstrates that, at moderate coupling to the substrate,
the overlayer exhibits two metallic phases separated by a
first-order phase transition. As seen from Fig. 11(b), the
integrated quasiparticle DOS around the chemical potential
in the μ range corresponding to the original Mott gap is very
small, indicating that the metallic phase in the original gap
is much more strongly correlated than the second metallic
phase beyond the gap. The origin of this strongly reduced
quasiparticle DOS is the large low-frequency scattering rate of
the X orbital as discussed in Sec. III B. To show that this holds
also for t ′ = −0.3t , we plot in Fig. 12 the real and imaginary
parts of the self-energy of the X orbital at the first Matsubara
frequency ω0 as a function of μ. The qualitative behavior of
the self-energy is seen to be very similar to that in Fig. 8: For
v = 0.8t , Im�X(iω0) exhibits a pronounced peak structure
inside the original gap. If the interaction with the substrate
is increased to v = t , metallicity in the overlayer is further
enhanced and the first-order transition between these metallic
phases is replaced by a continuous one. For hole doping, n(μ)
varies smoothly, regardless of the value of v.

E. Discussion

Before closing this section, we discuss several issues
concerning the metallization of the overlayer. As shown
in Fig. 2, the single-particle DOS of the overlayer site is
broadened with increasing orbital mixing parameter v. We
emphasize, however, that the metallization of the overlayer
cannot be explained in terms of such a broadening of the
DOS alone. To demonstrate this, we calculated the electronic
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FIG. 12. (Color online) (a) Real and (b) imaginary parts of the
self-energy of the X orbital at the first Matsubara frequency ω0 = πT

for v = 0 (filled circle), v = 0.8t (triangle), and v = t (cross).
U = 9t , T = 0.04t , and t ′ = −0.3t .

structure of model monolayers by applying the single-site
DMFT and the expression of the interacting Green function,

G(iωn) =
∫

dε
ρ0(ε)

iωn + μ − ε − �(iωn)
, (26)

where ρ0(ε) denotes the single-particle DOS given in Fig. 2.
We chose U = 12t instead of U = 9t , as critical Coulomb
energies in single-site DMFT are considerably larger. It was
found that the monolayer becomes a Mott insulator at half-
filling not only for the DOS curves in Figs. 2(a) and 2(d),
which exhibit van Hove singularities, but also for the broader
ones in the lower four panels.

On the other hand, the true overlayers on a metallic substrate
become metallic for the same Coulomb repulsion energy in
both single-site DMFT (see the Appendix) and cluster DMFT
calculations. What is essential for the metallization of the
overlayer is the embedding potential of the metallic substrate.
We note that Eq. (26), which is valid for a single-band system
within single-site DMFT, does not hold for the overlayer
system. Generally, the Green function of the overlayer is given
by

G(iωn) =
∑

k

G(k,iωn) (27)

and

G(k,iωn) = [iωn + μ − ε(k) − �(k,iωn) − s(k,iωn + μ)]−1,

(28)

where −π � kx,ky � π . The embedding potential s(k,ω) has
a finite imaginary part when real frequency ω lies within the
energy continuum of the substrate band at a given k. This
necessarily gives rise to a nonvanishing value of the k-resolved
spectral function A(k,ω) = −π−1ImG(k,ω), as long as the

FIG. 13. (Color online) (a) Imaginary part of the self-energy of
the X orbital as a function of ωn for large orbital mixing parameters.
Five lines correspond to v = t , 1.25t , 1.5t , 1.75t , and 2t from top
to bottom. (b) Integrated spectral weight around μ, −Gii(β/2), and
(c) spin correlation function χ12(τ = 0) for large v/t values. In all
panels, μ = 0, t ′ = 0, U = 9t , and T = 0.01t .

correlation-induced self-energy �(k,ω) in Eq. (28) does not
diverge. We have shown in the preceding subsections that the
self-energy diverges only for the isolated monolayer (v = 0)
at half-filling. Thus, as long as the chemical potential μ lies
in the energy continuum of the projected substrate band in a
finite portion of the surface Brillouin zone, the system has a
finite quasiparticle DOS at μ, i.e., the overlayer is metallic.

So far, we varied the overlayer-substrate orbital hybridiza-
tion strength between 0 � v � t and demonstrated that the
overlayer becomes a bad metal in a wide parameter range
as a function of chemical potential and temperature. While
it seems to be unlikely that the hopping interaction between
the overlayer and substrate sites in realistic systems exceeds
those between first nearest neighbors in the overlayer or in the
substrate, it is intriguing from a theoretical point of view to
investigate whether the overlayer undergoes a phase transition
from a non-Fermi-liquid to a Fermi-liquid state at some critical
v value, when the orbital mixing parameter v is increased. To
examine this issue, we performed additional cluster DMFT
calculations for several overlayer systems for v values larger
than t .

In Fig. 13(a), we show the imaginary part of the self-energy
of the X orbital as a function of ωn for five v values. The
system is electron-hole symmetric (t ′ = 0 and μ = 0), and the
parameters, U = 9t and T = 0.01t , are the same as those in
Im�X(iωn) in Fig. 9(b). Because of the large difference in the
vertical axis scale, we have chosen to plot Fig. 13(a) separately
from Fig. 9(b). From these two plots, one clearly sees that
Im�X(iωn) changes drastically with increasing orbital mixing
parameter v. The system is a Mott insulator at v = 0 while it
becomes a bad metal for v � t , as discussed in the preceding
subsections. As seen in Fig. 13(a), when v is increased
further, the overlayer is finally turned into a Fermi liquid
at v ∼ 1.75t , where Im�X(iωn) varies linearly with ωn and
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vanishes in the low-frequency limit. In Figs. 13(b) and 13(c),
we plotted −Gii(β/2) and −χ12(τ = 0) for these large v

values, respectively. It is seen that the spectral weight in the
Fermi-liquid phase grows rapidly while antiferromagnetic spin
ordering between nearest-neighbor sites is greatly reduced as
the overlayer enters a Fermi-liquid phase with increasing v. We
also performed calculations for large v values in the electron-
hole asymmetric system with U = 9t and t ′ = −0.3t and
found a similar critical value, v ∼ 1.75t , for the transition from
non-Fermi-liquid to Fermi-liquid behavior. It is unlikely that
such a large hybridization strength occurs in realistic materials.
Thus, in heterostructures, we expect cuprate superconductors
in the normal state to be a bad metal when placed in contact
with a weakly correlated metal.

In contrast, within single-site DMFT, the overlayer becomes
a Fermi liquid at much smaller v values when v is increased
from zero. For example, for the electron-hole symmetric
overlayer with a large Coulomb energy, U = 12t , the critical
v value at T = 0.01t is only ∼ 0.6t (see the Appendix). This
indicates that short-range Coulomb correlations included in the
cluster DMFT strongly reduce the metal proximity effect, and,
as a result, greatly increase the critical coupling strength for
the transition from non-Fermi-liquid to Fermi-liquid behavior
at a given temperature as compared with that in single-site
DMFT.

As shown above, the overlayer at a given temperature
becomes a Fermi liquid if v is assumed to be arbitrarily
large. Another interesting question is whether the overlayer
at moderate coupling v � t becomes a Fermi liquid at very
low temperatures. As discussed in Sec. III C, for v = t the
overlayer remains a bad metal even at T ∼ t/300, whereas
in single-site DMFT it is a Fermi liquid at T = 0.04t (see
the Appendix). This might suggest that the effective Fermi
temperature, TF , below which the overlayer exhibits Fermi-
liquid properties, is greatly reduced as a consequence of
short-range spatial fluctuations. The present results indicate
that TF < t/300 for v = t . It would be interesting to clarify
whether the overlayer with v � t exhibits a finite TF or whether
it remains a bad metal down to T = 0. Since finite-size effects
limit the range of accuracy of exact diagonalization at very
low temperatures, this issue must be left as an open question.

IV. SUMMARY

We have studied the electronic structure of the interface
between a Mott insulating monolayer and a semi-infinite
noninteracting metal substrate by applying dynamical mean-
field theory. In order to incorporate the effects of short-
range interatomic correlations in the plane, we performed
four-site cluster DMFT calculations. We have investigated
how the overlayer is metallized when it is coupled with
the substrate via orbital hybridization. While the 2D Mott
insulating overlayer becomes metallic in both single-site and
cluster DMFT calculations, there is an essential difference in
the electronic properties of the metallized overlayer: Within
the single-site approximation, the overlayer exhibits Fermi-
liquid properties at low temperatures, whereas short-range
Coulomb correlations induce bad-metallic behavior in the
overlayer in a much wider parameter range than expected from
single-site DMFT. The self-energy component representing

approximately the (π,0) sector of the 2D Brillouin zone
then exhibits a finite low-frequency scattering rate, which
increases with decreasing temperature, even when the orbital
hybridization between overlayer and substrate sites is as large
as the nearest-neighbor hopping energy inside the overlayer.
This leads to a strong anisotropy of the scattering rate of
electrons on the Fermi surface in the surface Brillouin zone. In
addition, we have shown that the first-order metal-insulator
transition of the isolated overlayer (for electron doping in
the presence of second-neighbor hopping) is converted into
a first-order transition between strongly and weakly correlated
metallic phases. In agreement with our previous work for
sandwiched films,17 the present results suggest that the normal
metal proximity effect is strongly reduced when spatial
fluctuations in the overlayer are taken into consideration.
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APPENDIX: SINGLE-SITE DMFT

For comparison with the cluster DMFT results discussed
above, we have also performed single-site DMFT calculations
for the Mott insulating overlayer in contact with a metal
substrate. Since critical Coulomb energies in a local picture are
considerably larger, we take U = 12t to ensure that the isolated
overlayer at half-filling is a Mott insulator. We show only the
results for t ′ = 0, since those for t ′ = −0.3t are qualitatively
very similar.

Figure 14 shows n(μ) as a function of μ for v = 0, v = 0.8t ,
and v = t . For the isolated monolayer, we find a plateau
n(μ) = 0.5 in the interval μh � μ � μe with |μh| = |μe| ≈
1.75t , where the monolayer is insulating. For finite v values,
the plateau in n(μ) is replaced by a smoothly increasing
variation, consistent with the metallization of the overlayer.
Although one can still identify a more strongly correlated
metallic phase in the range of the original Mott gap of the

FIG. 14. (Color online) Electron occupation per spin of an
overlayer site as a function of chemical potential, calculated within
single-site DMFT. U = 12t , T = 0.04t , and t ′ = 0. Solid circles,
triangles, and crosses correspond to v = 0, v = 0.8t , and v = t ,
respectively.
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FIG. 15. (Color online) (a) Imaginary part of overlayer self-
energy, calculated within single-site DMFT at half-filling, for t ′ = 0,
U = 12t , and T = 0.01t . The overlayer-substrate coupling increases
from v = 0 to v = t . (b) Same as (a) except for increasing chemi-
cal potential, μ = t, . . . ,2.5t , at fixed overlayer-substrate coupling
v = 0.8t .

isolated monolayer, the transition to the weakly correlated
region at larger electron or hole doping in the local DMFT
is seen to be much more gradual than in the presence of
short-range fluctuations (see Figs. 3 and 11). Moreover, there
is no evidence for a first-order transition, including the case of
electron doping for v = 0.8t and t ′ = −0.3t (not shown).

Figure 15(a) shows the imaginary part of the overlayer
self-energy for several values of the adatom substrate coupling
v. For simplicity, we consider the electron-hole symmetric
case with μ = 0 and t ′ = 0. Also, to clarify the low-frequency
properties of the self-energy, we choose a lower temperature
T = 0.01t . For the isolated layer (v = 0), Im�(iωn) ∼ 1/ωn

FIG. 16. (Color online) Integrated spectral weight near the chem-
ical potential, −Gii(β/2), of an overlayer site as a function of μ within
single-site DMFT. U = 12t , T = 0.04t , and t ′ = 0. Filled circles,
triangles, and crosses correspond to substrate-adatom hybridizations,
v = 0, v = 0.8t , and v = t , respectively.

in the limit of ωn → 0, indicating that the layer is a Mott
insulator. For a relatively small mixing parameter v = 0.5t , the
condition T � TF (effective Fermi temperature) apparently
does not hold. As a result, Im�(iωn) tends to a finite value as
ωn → 0, suggesting that the overlayer is a bad metal. For
v � 0.6t , Im�(iωn) ∼ ωn at small ωn, indicating that the
overlayer is in a Fermi-liquid phase. To illustrate the effect
of electron doping, we show in Fig. 15(b) the imaginary part
of the overlayer self-energy for various chemical potentials at
fixed v = 0.8t . Since Im�(iωn) ∼ ωn at low ωn, the overlayer
is a Fermi liquid, with increasing quasiparticle weight for
increasing doping. Also, these curves vary smoothly across
the metal-insulator boundary of the isolated monolayer, μe ≈
1.75t . This behavior, obtained within local DMFT, suggests
that, in contrast to the isolated monolayer, and in contrast to
the cluster DMFT treatment as a result of the coupling to the
substrate, the overlayer does not undergo a phase transition as
a function of μ.

The Fermi-liquid behavior of the metallized overlayer can
also be clearly seen from the integrated spectral weight near
the chemical potential, −Gii(β/2), as shown in Fig. 16 for
the overlayers corresponding to Fig. 14. In striking contrast to
Fig. 3 obtained by using the cluster DMFT, −Gii(β/2) within
single-site DMFT grows rapidly in the original gap region with
increasing v, which originates from the quasiparticle DOS
peak at μ (Kondo peak) in the Fermi-liquid phase.
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7J. K. Freericks, V. Zlatić, and A. M. Shvaika, Phys. Rev. B 75,
035133 (2007).

8S. Yunoki, A. Moreo, E. Dagotto, S. Okamoto, S. S. Kancharla, and
A. Fujimori, Phys. Rev. B 76, 064532 (2007).

9S. Okamoto, Phys. Rev. Lett. 101, 116807 (2008).
10N. Reyren, S. Thiel, A. D. Caviglia, L. F. Kourkoutis, G. Hammerl,

C. Richter, C. W. Schneider, T. Kopp, A.-S. Rüetschi, D. Jaccard,
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