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Preface

This Winter School continues a series of schools and conferences in Computational Science organized by the John von Neumann Institute for Computing (NIC). The topics of the School, Quantum Monte Carlo and Quantum Molecular Dynamics, play an outstanding role in many NIC research projects which use the supercomputing facilities provided by the Central Institute for Applied Mathematics (ZAM) of the Research Centre Jülich. The programme of the Winter School covers modern quantum simulation techniques and their implementation on high-performance computers, in particular on parallel systems. The focus clearly is on numerical methods which are tailored to treat large quantum systems with many coupled degrees of freedom ranging from superfluid Helium to chemical reactions. Among others, the following topics are treated by twenty-five lectures:

- Diffusion and Green’s function Monte Carlo
- Path integral Monte Carlo and Molecular Dynamics
- Car-Parrinello / ab initio Molecular Dynamics
- Real-time quantum dynamics for large systems
- Lattice and continuum algorithms
- Exchange statistics for bosons and fermions / sign problem
- Parallel numerical techniques and tools
- Numerical integration and random numbers

This strongly interdisciplinary School aims at bridging three “gaps” in the vast field of large-scale quantum simulations. The first gap is between chemistry and physics, the second one between typical graduate courses in these fields and state-of-the-art research, and finally the one between the Monte Carlo and Molecular Dynamics communities. The participants will benefit from this School by learning about recent methodological advances within and outside their field of specialization. In addition, they get insight into recent software developments and implementation issues involved, in particular in the context of high-performance computing.

The lecturers of this Winter School come from chemistry, physics, mathematics and computer science and this is true for the audience as well. Participants from thirty mainly European countries attend the NIC Winter School, and eighty contributions have been submitted for the poster sessions. This overwhelming international resonance clearly reflects the attractiveness of the programme and demonstrates the willingness of the participants to play an active role in this high-level scientific School.

The scientific programme was worked out by Johannes Grotendorst (Research Centre Jülich), Dominik Marx (Ruhr-Universität Bochum), and Alejandro Muramatsu (Universität Stuttgart). The programme structure consists of overview lectures on various important fields, focus lectures on Quantum Monte Carlo and Quantum Molecular Dynamics methods, and special lectures on numerical and computational techniques.
Many organizations and individuals have contributed significantly to the success of this Winter School. Without the financial support of the European Commission within the framework of the specific research and training programme “Improving Human Research Potential” this one-week School on quantum simulation methods would not have been possible. We are grateful for the generous financial support by the Federal Ministry for Education and Research (BMBF) and by the Research Centre Jülich as well as for the help provided by its Conference Service and its Central Institute for Applied Mathematics.

We are greatly indebted to the local organization committee at Forschungszentrum Jülich who did the bigger part of the preparing work, namely Rüdiger Esser (Finance), Bernd Krahl-Urban (Accommodation and Registration) and Monika Marx (Web Management, Proceedings), and last but not least the conference secretaries Yasmin Abdel-Fattah, Elke Bielitza and Anke Reinartz. Special thanks go to Monika Marx for her tireless commitment concerning the editing and realization of this book. Furthermore, we appreciate the work of Stephan Brück who supported the difficult typesetting with great care. Finally, we would like to thank both the Ruhr-Universität Bochum and the Universität Stuttgart for their support of this activity in the area of high-end scientific education.

The nature of a Winter School requires the notes of the lectures to be available at the meeting. In this way, the participants have the chance to work through the lectures thoroughly during or after the lectures. We are very thankful to all authors who provided written contributions to this book of lecture notes. It is intended to serve as a future standard reference to the rapidly evolving field of quantum simulations of complex many-body systems. The articles give a broad review of modern time-independent and time-dependent methods as well as of the relevant state-of-the-art numerical and parallel computation techniques. In addition to such traditional text-based proceedings, audio-visual proceedings will be produced. All lectures will be recorded on video. After the School these recordings combined with the slides will be made available to the participants on DVD and to the general scientific community in the internet at http://www.fz-juelich.de/nic-series/volume10, the same place where the book of lecture notes is published.

Jülich, Bochum, and Stuttgart
February 2002

Johannes Grotendorst
Dominik Marx
Alejandro Muramatsu
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Monte Carlo Methods: Overview and Basics

Marius Lewerenz
LADIR/Spectrochimie Moléculaire, UMR 7075
Bât F74, BP 49, Université Pierre et Marie Curie
4, Place Jussieu, F-75252 Paris Cedex 05
E-mail: lewerenz@spmol.jussieu.fr

The first part of this introductory lecture on Monte Carlo methods gives an overview of the essential ideas of Monte Carlo, discusses the relation between the basic sampling concept and statistical mechanics and the probabilistic interpretation of quantum mechanics, and provides a classification of existing Monte Carlo methods. This part is followed by a summary of essential concepts of probability and statistics, the construction of random walks, and the application of random sampling in the estimation of integrals.

1 Introduction

The original title of this lecture was supposed to be “Classical Monte Carlo”, which is somewhat surprising for a winter school about quantum simulations. Since this is the first scientific lecture of this week I decided to interpret the title in a more general sense of (i) providing a sort of classification of the existing Monte Carlo methods, (ii) discussing certain algorithmic elements which were originally invented for classical Monte Carlo simulations but turn out to be useful also for quantum simulations, and last but not least (iii) giving some guidelines of how to handle the stochastic nature of the results. Many of these subjects will be revisited by other speakers in specialized lectures during this week.

The speakers in this workshop come from chemistry, physics, mathematics, and computer science and this is probably true about the audience as well. This fact illustrates the generality of both Monte Carlo and Molecular Dynamics methods and reflects the algorithmic challenges implicit in the simulation of ever larger systems on computers of increasing complexity. The requirements on the stability of trajectories over long simulation times or on the quality of random numbers are continuously increasing.

The section on elementary aspects of random variables and random walks is important because quantum chemists in the broad sense, ranging from electronic structure to reaction dynamics, are mostly not used to error bars in their data. Of course this does not imply the absence of errors in these deterministic calculations, but at least for certain computational techniques we know that we should observe monotonic convergence to a well defined result if a computational parameter (basis set size, grid resolution etc.) is changed. The presence of statistical noise in the result of a computation requires a different spirit in the assessment of the reliability of a calculation and a redefinition of the idea of convergence. The finite error margin on the result from any kind of Monte Carlo calculation can also make it hard to detect subtle errors in a code or deficiencies in the quality of the underlying source of randomness.\textsuperscript{1,2}

In production mode a proper Monte Carlo code will give a different result each time it is run. For test purposes, however, perfect reproducibility has to be possible as an option. A typical Monte Carlo code is far less complex than an electronic structure code but this
apparent simplicity should not lead to an underestimate of the possible troubles. We want to use random numbers to produce results, but we do not want these results to be random!

1.1 What is Monte Carlo

The keyword “Monte Carlo” in the name of a method only indicates that there is some stochastic element in it.\(^3\)\(^-\)\(^8\) Stochastic methods are clearly appropriate for the description of stochastic processes but we will see that it can be useful to replace a deterministic problem by an equivalent stochastic problem. We will restrict ourselves here to stochastic methods of physical or chemical relevance.

The central idea of Monte Carlo methods is to represent the solution of a mathematical (or in our case physical) problem by a parameter of a true or hypothetical distribution and to estimate the value of this parameter by sampling from this distribution. This idea provides a direct tie to the ensemble concept introduced into statistical mechanics by Gibbs and the probabilistic interpretation of wave functions in quantum mechanics. Since we know how to translate a thermodynamic problem into its corresponding ensemble we have, at least in principle, a direct prescription for the computation of an observable, namely to construct a sufficiently large number of microstates compatible with the specified macroscopic variables and to average their properties. The distribution function for the microstates in generally known for this type of problem.

Once we know the wave function of a physical system we can imagine to compute expectation values by drawing samples from the associated probability density. This quantum Monte Carlo approach is very interesting because it provides a very practical interpretation of the abstract concept of a wave function. Unfortunately exact wave functions are known for only a very limited number of systems. However, as you will learn during this workshop, there are several Monte Carlo methods which achieve the difficult goal of simultaneously creating and sampling from the a priori unknown quantum distribution.

Monte Carlo methods play a very important role in statistical physics\(^9\)\(^-\)\(^14\) and have led to a very high technical standard of algorithms and methods to quantify systematic and statistical errors. While classical Monte Carlo has a well established place in chemistry in particular in the (numerical) theory of liquids,\(^15\)\(^,\)\(^16\) the group of methods customarily referred to as quantum Monte Carlo is used by only a relatively small, but rapidly increasing number of people. Unfortunately the transfer of methodological knowledge between statistical physics, electronic structure applications of quantum Monte Carlo, and the rapidly growing group of people interested in dynamical applications is still relatively poor. Specifically in my own field of the application of quantum Monte Carlo techniques to vibrational problems a number of far from optimal algorithms are in widespread use. Hopefully this workshop can contribute to change this situation.

1.2 Monte Carlo vs Molecular Dynamics

Monte Carlo methods, which are usually based on random walks and thus sequences of events, contain an apparent dynamics. It is, however, crucial to recognize that the sequence of events does not correspond to a sequence in real time, as opposed to the role of time as an explicit variable in molecular dynamics methods. The sequence of events is generally independent of the physical phenomena which we wish to describe by a Monte
Carlo method and depends on the chosen algorithm. The creation of smart sequences is in fact an important design goal in the construction of efficient Monte Carlo algorithms.

The absence of time in Monte Carlo algorithms implies the fundamental inability to describe non-equilibrium processes. We will, however, encounter the concept of imaginary time, which should rather be regarded as inverse energy, in several quantum Monte Carlo methods in the lectures of my colleagues J. Anderson and D. Ceperley.

Why then do we need Monte Carlo methods if the most common ensembles of statistical mechanics (microcanonical and canonical) are equally well accessible by molecular dynamics methods which give access to time dependent and time independent properties? Besides being easily able to describe situations, which are difficult (e.g., grand canonical ensemble) or impossible (e.g., discrete models, see F. Assaad, S. Sorella) to cast into equations of motion, well designed Monte Carlo methods offer more chances of overcoming one of the most severe problems of simulation methods, namely exhaustive sampling of the relevant configuration space. The local configuration updates imposed by the small time steps in the discretized version of the equations of motion (systematic discretisation error!) allow only slow exploration of configuration space by dynamical methods through a sequence of very many small steps. Our only chance for improvement is a faster computer and maybe a better code design.

Monte Carlo methods do not have the equivalent of a time step error (the target distribution is sampled exactly with only statistical errors) and they allow a great degree of freedom in the design of the sequence of steps, potentially including smart global configuration updates which permit rapid exploration of problems which may suffer from significant ergodicity problems in an equivalent dynamical simulation. Monte Carlo methods allow to replace computer power by creative brain power. There are also relatively straightforward applications of Monte Carlo methods to quantum systems, as you will see in the other lectures of this winter school.

The essential conclusion is that molecular dynamics and Monte Carlo methods do not compete but complement each other.

### 1.3 Classical vs Quantum Monte Carlo

The existing Monte Carlo methods can be divided into methods which assume that classical mechanics is applicable and that consequently energy is a continuous variable and those which are based on the idea of discrete quantum energy levels. While all of the latter methods are sometimes referred to as quantum Monte Carlo methods, I personally prefer to distinguish methods which assume a known set of energy levels (usually from a model Hamiltonian) from those in which the Monte Carlo method is actually used to find these energy levels.

This difference becomes evident if we look at the other physically important distinction, namely the role of temperature. In the classical limit the investigation of the system at \( T=0 \) corresponds to finding the global minimum on a multidimensional potential surface, which is conceptually simple (but in practice can be formidable problem). At finite temperature, Monte Carlo methods are used to sample points in configuration space according to a known probability distribution for the available energies (e.g., the Boltzmann distribution). Averages over these points are used to estimate the expectation value of any property of interest which is formally defined as an integral in statistical mechanics. Here
we have a typical example for the replacement of a deterministic problem (performing a high dimensional integral) by an equivalent stochastic problem.

The same basic techniques can be applied to model quantum systems, where the T=0 situation now corresponds to finding the combination of discrete variables (quantum numbers, spin orientations etc.) which give the lowest energy. This is again a conceptually simple problem, even though in practice the huge size of the available (now discrete) configuration space can still be very troublesome. The computation of thermodynamic averages at T > 0 for this type of system does not require any profound modifications of the algorithms of classical Monte Carlo. Instead of performing a random walk in continuous coordinates one attempts to flip discrete spins or to change quantum numbers (sometimes with very elaborate algorithms\cite{17,18}) before evaluating the quantum energy of the system from a simple formula, which then in turn determines the continuation of the random walk. The Monte Carlo method is used here only to perform the average over available states, but not to actually compute the quantum states or their properties.

The situation becomes much more complicated if we do not even know the states which are available in a given quantum system. Searching for the properties of individual pure quantum states, independent of their occupation, eliminates temperature as a variable, which can formally be set to zero. The simplest of these states, and of course the only one occupied at T=0, is the quantum ground state. The goal of methods like variational Monte Carlo (VMC), Green’s function Monte Carlo (GFMC),\cite{19-21} and its most common variant diffusion Monte Carlo (DMC)\cite{22-24} is the calculation of wave functions, energies, and other properties of pure states. Whereas the VMC method relies on exploring a proposed quantum distribution and its subsequent optimisation, the distribution from which

<table>
<thead>
<tr>
<th>Classical</th>
<th>Quantum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 0$</td>
<td>Single occupied quantum state of known energy</td>
</tr>
<tr>
<td>Locating the minimum of a multidimensional surface, e.g. Simulated annealing</td>
<td>Single quantum state(s) with unknown properties: variational Monte Carlo (VMC), diffusion Monte Carlo (DMC)</td>
</tr>
<tr>
<td>Classical Monte Carlo (CMC) in various ensembles (Integration over continuous states)</td>
<td>Summation over discrete states (lattice model Hamiltonians, Ising etc.), technically similar to CMC</td>
</tr>
<tr>
<td>$T &gt; 0$</td>
<td>Direct averaging over many quantum states: path integral Monte Carlo (PIMC)</td>
</tr>
<tr>
<td>known energy levels $E_i$</td>
<td>unknown energy levels $E_i$</td>
</tr>
</tbody>
</table>
the samples should be taken is a priori unknown in GFMC and DMC and is constructed in
the course of the Monte Carlo calculation.

Once a sufficiently complete set of eigenstates has been computed by one of these
methods, thermodynamic averages at \( T > 0 \) could in principle be computed by direct sum-
mation or application of sampling techniques as above. Unfortunately even the computa-
tion of a few states is still not easy, as we will see in this workshop.

However, if we are willing to sacrifice detailed knowledge of individual quantum states,
direct sampling of the density matrix is possible by the numerical implementation of the
path integral approach to quantum mechanics,\(^ {25,26} \) which again replaces integrals by aver-
ages over samples and is known as path integral Monte Carlo (PIMC). This latter method
can be mapped onto a classical problem\(^ {27} \) with specific modifications to account for quan-
tum statistics.\(^ {28} \)

This last group of methods merits the designation “quantum Monte Carlo” in the more
precise sense of attempts to use Monte Carlo techniques to solve the actual quantum prob-
lem. You will hear more about the theory underlying these methods and their implementa-
tion and application to actual problems in other lectures of this course. Most of the ef-
fords of advancing quantum Monte Carlo technology in molecular physics (VMC, GFMC,
DMC) are oriented towards electronic structure\(^ {29,24,30–33} \) but the methods are equally ap-
plicable to rovibrational problems. While the fermion statistics of electrons causes partic-
ular trouble in the construction of stable algorithms for electronic structure problems, the
rovibrational ground state of most molecular systems can be computed exactly with these
methods.

1.4 Why do we need Quantum Monte Carlo?

Quantum Monte Carlo methods are not here to replace other methods in electronic or
vibrational structure, but are an interesting complement to these more conventional meth-
ods. The GFMC approach, and DMC as its most common implementation, in principle
only needs a potential energy surface. While basis set methods have problems to provide
enough flexibility to span large configuration spaces and usually require basis sets specially
tailored to a given problem in order to remain technically feasible, DMC is an intrisically
global method.

Due to its general applicability its value is probably even higher in vibrational prob-
lems where the different shapes of interaction potentials require a lot of care in basis func-
tion design as opposed to electronic structure, where the potential is always just a sum of
Coulomb terms and where there is a well developed general technology based on Gaussian
basis functions. The construction of the random walks allows the treatment of large
amplitude motion and of wave functions which are spread over a large number of potential
minima. Of course we have to pay a price for this: DMC will only give a single wave
function and not a whole spectrum, and even this single wave function has an unusual
representation and the extraction of unbiased expectation values is rather complicated.

Being an exact method except for statistical errors, one can easily follow the evolution
of the quantum properties of systems of increasing complexity (e.g. cluster size effects)
without biasing the results through the introduction of more and more approximations or
more stringent basis limitations. This attractive scaling of the accuracy is accompanied
by a relatively modest growth of the computational effort. The only serious, and often
underestimated, problem is the practical achievement of the full exploration of the relevant configuration space, in other words the ergodicity of a random walk of finite length.

Presenting this topic to an audience of young researchers is probably a good occasion to give a brief list of open problems which might be interesting to look into. On the NCSA web site http://archive.ncsa.uiuc.edu/Apps/CMP/topen/topen.html you can find the following list of reasons why quantum Monte Carlo methods are still not very popular in electronic structure theory.

Top reasons why quantum Monte Carlo is not generally used in chemistry:

- We need forces, dummy!
- Try getting O₂ to bind at the variational level.
- How many graduate students lives have been lost optimizing wavefunctions?
- It is hard to get 0.01 eV accuracy by throwing dice.
- Most chemical problems have more than 50 electrons.
- Who thought LDA or HF pseudopotentials would be any good?
- How many spectra have you seen computed by QMC?
- QMC is only exact for energies.
- Multiple determinants. We can’t live with them, we can’t live without them.
- After all, electrons are fermions.
- Electrons move.
- QMC isn’t included in Gaussian 90. Who programs anyway?

From my own experience with rovibrational problems I might add:

- How to construct trial wave functions for arbitrary potentials?
- We want a lot of excited states.
- We want rigid body constraints.
- How to handle almost degenerate states?

2 Review of Probability and Statistics

This section introduces several basic notions which we will need to describe the data produced by a Monte Carlo calculation and to specify individual components in the construction of random walks. The presentation follows essentially the discussion given in Ref. 4.
2.1 Probabilities and Random Variables

We consider a reservoir of possible outcomes \( \{E\} \) for a random event.

\[
\{E\} = \{E_1, E_2, E_3 \ldots E_n\}
\]  

We associate a probability \( p_k \) with each \( E_k \):

\[
P(E_k) = p_k \quad 1 \geq p_k \geq 0
\]  

Properties of \( p_k \):

1. The following relations hold for any pair of \( E_i, E_j \).

\[
P(E_i \land E_j) \leq p_i + p_j
\]  

\[
P(E_i \lor E_j) \leq p_i + p_j
\]  

2. If \( E_i \) and \( E_j \) are mutually exclusive

\((E_i \Rightarrow \neg E_j, E_j \Rightarrow \neg E_i)\):

\[
P(E_i \land E_j) = 0
\]  

\[
P(E_i \lor E_j) = p_i + p_j
\]  

3. For a class of mutually exclusive events, which contains all possible events we have:

\[
P(\text{some } E) = 1 = \sum_i p_i
\]  

2.2 Joint and Marginal Probabilities

Suppose that the events \( E_i \) and \( F_j \) satisfy the conditions defined above with associated probabilities \( p_{i} \) and \( p_{2j} \),

\[
P(E_i) = p_{1i} \quad P(F_j) = p_{2j}
\]  

and we are interested in the probability of the combined event \( (E_i, F_j) \). We define the probability of this event as the joint probability

\[
P(E_i, F_j) = p_{ij}
\]  

The events \( E_i \) and \( F_j \) are called independent if the probability of the combined event can be expressed as

\[
p_{ij} = p_{i} p_{2j}
\]  

If the events \( E_i \) and \( F_j \) are not independent, i.e. \( p_{ij} \neq p_{i} p_{2j} \), it is useful to decompose the joint probability as follows:

\[
p_{ij} = \left( \sum_k p_{ik} \right) \left[ \frac{p_{ij}}{\sum_k p_{ik}} \right]
\]  

\[
p_{ij} = p(i) \left[ \frac{p_{ij}}{\sum_k p_{ik}} \right]
\]
The quantity \( p(i) \) is called the marginal probability for the event \( E_i \), the probability of observing \( E_i \) combined with any event in the reservoir \( \{F\} \). Clearly \( p(i) = p_{i1} \) and 
\[ \sum_i p(i) = \sum_i \sum_k p_{ik} = 1. \]

The second factor \( \frac{p_{ij}}{\sum_k p_{ik}} = p(j|i) \) defines the conditional probability of observing \( F_j \), provided \( E_j \) has occurred. Since we are certain to observe one of the possible \( F_j \) in combination with \( E_i \) we clearly have
\[ \sum_j p(j|i) = \sum_j \frac{p_{ij}}{\sum_k p_{ik}} = \frac{\sum_j p_{ij}}{\sum_k p_{ik}} = 1 \quad \text{(13)} \]

The concept of conditional probability is an important element in the construction of random walks, because certain events will be possible only if they are preceded by particular other events.

### 2.3 Random Variables and Expectation Values

The random events discussed above \( E, F \) can be anything of numerical or non numerical character (e.g. a noise amplitude or a logical decision). If we can associate a numerical value \( x_i \) with each random event \( E_i \), we call \( x \) a random variable.

We define the expectation value \( E(x) \) of a random variable \( x \) as
\[ E(x) = \langle x \rangle = \sum_i p_i x_i \quad \text{(14)} \]

Assume that \( g \) is a function of \( x \), \( g(x_i) = g_i \). Then also \( g_i \) will be a random variable and we define
\[ E(g(x)) = \langle g(x) \rangle = \sum_i p_i g(x_i) \quad \text{(15)} \]

Suppose that \( g(x_i) = g(x) = \text{const} \):
\[ E(g(x)) = \sum_i p_i g(x_i) = g(x_i) \sum_i p_i = g(x) \quad \text{(16)} \]

We conclude that the expectation value of a constant is a constant.

In the next step we prove the linearity of the expectation value of two random functions \( g_1(x) \) and \( g_2(x) \) by substitution of the definition of an expectation value in terms of probabilities:
\[
\begin{align*}
E(\lambda_1 g_1(x) + \lambda_2 g_2(x)) &= \langle \lambda_1 g_1(x) + \lambda_2 g_2(x) \rangle \\
&= \sum_i p_i (\lambda_1 g_1(x_i) + \lambda_2 g_2(x_i)) \\
&= \lambda_1 \sum_i p_i g_1(x_i) + \lambda_2 \sum_i p_i g_2(x_i) \\
&= \lambda_1 \langle g_1(x) \rangle + \lambda_2 \langle g_2(x) \rangle
\end{align*}
\]
2.4 Moments of a Distribution

We define the \( n \)th moment of a distribution as

\[
\mu_n = \langle x^n \rangle = \sum_i p_i x_i^n
\]  

(17)

These powers of \( x \) are nothing but special cases of the random functions \( g(x) \).

**Principal moments:**

\[
\mu_1 = \sum_i p_i x_i \quad \text{mean of the distribution}
\]

\[
\mu_2 = \sum_i p_i x_i^2
\]

**Central moments:**

\[
\langle m_n(x) \rangle = \langle (x - \mu_1)^n \rangle
\]

\[
= \sum_i p_i (x_i - \langle x \rangle)^n
\]

The special case of \( n = 2 \) is called the variance:

\[
\text{Var}\{x\} = \langle m_2(x) \rangle = \langle x^2 \rangle - \langle x \rangle^2
\]  

(18)

The variance is particularly important because \( \text{Var}\{x\} \) and \( \mu_1 \) are sufficient to uniquely specify the important Gaussian distribution which usually results from the superposition of a sufficiently large number of random events from arbitrary underlying distributions.

2.5 Variance of a Random Function

By extension of the definition of the variance of a random variable we can define the variance of a random function \( g(x) \):

\[
\text{Var}\{g(x)\} = \langle (g(x) - \langle g(x) \rangle)^2 \rangle
\]

\[
= \sum_i p_i g^2(x_i) - 2\langle g(x) \rangle \sum_i p_i g(x_i) + \langle g(x) \rangle^2 \sum_i p_i
\]

\[
= \langle g^2(x) \rangle - \langle g(x) \rangle^2
\]

2.6 Variance of a Linear Combination of Random Functions

By insertion of the definition and linearity of expectation values we can find the result for a linear combination of random functions:
In short, this result can be expressed through the variances of the random functions $g_1$ and $g_2$ and an extra term:

$$\text{Var}\{\lambda_1 g_1(x) + \lambda_2 g_2(x)\} = \lambda_1^2 \text{Var}\{g_1(x)\} + \lambda_2^2 \text{Var}\{g_2(x)\} + 2\lambda_1\lambda_2 \langle g_1(x)g_2(x) \rangle - \langle g_1(x) \rangle \langle g_2(x) \rangle$$

$$= \langle (\lambda_1 g_1(x) + \lambda_2 g_2(x) - \langle \lambda_1 g_1(x) + \lambda_2 g_2(x) \rangle)^2 \rangle$$

$$= \langle ((\lambda_1 g_1(x) + \lambda_2 g_2(x) - \lambda_1 \langle g_1(x) \rangle - \lambda_2 \langle g_2(x) \rangle)^2) \rangle$$

$$= \langle ((\lambda_1 [g_1(x) - \langle g_1(x) \rangle] + \lambda_2 [g_2(x) - \langle g_2(x) \rangle])^2) \rangle$$

$$= \langle (\lambda_1^2 [g_1(x) - \langle g_1(x) \rangle]^2 + \lambda_2^2 [g_2(x) - \langle g_2(x) \rangle]^2)$$

$$+ 2\lambda_1\lambda_2 [g_1(x) - \langle g_1(x) \rangle][g_2(x) - \langle g_2(x) \rangle] \rangle$$

$$= \lambda_1^2 \langle [g_1(x) - \langle g_1(x) \rangle]^2 \rangle + \lambda_2^2 \langle [g_2(x) - \langle g_2(x) \rangle]^2 \rangle$$

$$+ 2\lambda_1\lambda_2 \langle [g_1(x)g_2(x) - \langle g_1(x) \rangle \langle g_2(x) \rangle] \rangle$$

$$- \langle g_1(x) \rangle \langle g_2(x) \rangle$$

(19)

In short, this result can be expressed through the variances of the random functions $g_1$ and $g_2$ and an extra term:

$$\text{Var}\{\lambda_1 g_1(x) + \lambda_2 g_2(x)\} = \lambda_1^2 \text{Var}\{g_1(x)\}$$

$$+ \lambda_2^2 \text{Var}\{g_2(x)\}$$

$$+ 2\lambda_1\lambda_2 \langle g_1(x)g_2(x) \rangle$$

$$- \langle g_1(x) \rangle \langle g_2(x) \rangle$$

(20)

2.7 The Covariance

The mixed term in the preceding equation is called the covariance of $g_1(x)$ and $g_2(x)$.

$$\text{Cov}\{g_1(x), g_2(x)\} = \langle g_1(x)g_2(x) \rangle - \langle g_1(x) \rangle \langle g_2(x) \rangle$$

This term can be positive or negative and we will show in the next section that this term is related to the mutual dependence between the two random functions $g_1$ and $g_2$.

We have the following special cases for simple random variables $x$ and $y$:

$$\text{Cov}\{x, y\} = \langle xy \rangle - \langle x \rangle \langle y \rangle$$

$$\text{Cov}\{x, x\} = \langle xx \rangle - \langle x \rangle \langle x \rangle = \text{Var}\{x\}$$

Depending on the sign of the covariance, the variance of a linear combination of random functions or variables can be larger or smaller than the sum of the individual variances.

$$\text{Var}\{g_1 + g_2\} = \text{Var}\{g_1\} + \text{Var}\{g_2\} + \text{Cov}\{g_1, g_2\}$$

(21)

The possibility of negative covariance can be exploited in special sampling techniques (correlated sampling, antithetic variates) to achieve variance reduction.

$$\text{Var}\{g_1 + g_2\} < \text{Var}\{g_1\} + \text{Var}\{g_2\}$$

(22)
2.8 Properties of the Covariance

\[ \text{Cov}\{x, y\} = \langle xy \rangle - \langle x \rangle \langle y \rangle \]
\[ \langle xy \rangle = \sum_{ij} p_{ij} x_i y_j \]  
(23)

If the random variables \(x\) and \(y\) are independent, the \(p_{ij}\) can be decomposed according to

\[ p_{ij} = p_1 p_2 \]
(24)

\[ \langle xy \rangle = \sum_{ij} p_1 x_i p_2 y_j \]
\[ = \left( \sum_i p_1 x_i \right) \left( \sum_j p_2 y_j \right) \]
\[ = \langle x \rangle \langle y \rangle \]
\[ \Rightarrow \text{Cov}\{x, y\} = 0 \]
(25)

Independence of two random variables \(x, y\) is clearly a sufficient but not a necessary condition for \(\text{Cov}\{x, y\}\) to be zero!

2.9 Correlation and Autocorrelation

The correlation coefficient \(r(x, y)\) is the normalized version of the covariance:

\[ r(x, y) = \frac{\text{Cov}\{x, y\}}{\sqrt{\text{Var}\{x\} \text{Var}\{y\}}} \]
(26)

\[ -1 \leq r(x, y) \leq 1 \]
(27)

If one considers the values of \(y\) as copies of \(x\) with a constant offset \(\delta\) (in time or some pseudotime establishing an order)

\[ y_j = x_i = x_{j-\delta} \]
(28)

one can compute a correlation coefficient for each offset \(\delta\).

\[ r(x, y; \delta) = A(x; \delta) \]
(29)

This function \(A(x; \delta)\) is called the autocorrelation function and varies between -1 and +1 as a result of the normalisation by the variances of \(x\) and \(y\).

The computation of the autocorrelation function is an important tool to assess the statistical independence of events within a sequence of random events. If \(A(x; \delta) \neq 0\) we can be sure that there is some serial correlation between events separated by an offset \(\delta\). Conversely \(A(x; \delta) = 0\) can occur if either the covariance is systematically zero due to statistical independence of the events or accidentally zero in spite of serial correlation.

All random walk methods require careful autocorrelation analysis.
2.10 Continuous Distributions

In the preceding section we have assumed discrete random events to simplify the presentation, but generally random variables can also be continuous.

For a one-dimensional case we have

\[ -\infty \leq x \leq \infty \]

We can define a cumulative distribution function \( F(x) \) as

\[ F(x) = P\{ \text{randomly selected } y < x \} \]

(30)

Assume that \( x_2 > x_1 \). Then the events \( x_2 > y \geq x_1 \) and \( x_1 > y \) are mutually exclusive and we conclude:

\[ P\{ x_2 > y \geq x_1 \} + P\{ x_1 > y \} = P\{ x_2 > y \} \]

(31)

It follows that \( F(x) \) is a monotonically increasing function.

\[ F(-\infty) = 0 \quad , \quad F(\infty) = 1 \]

(32)

The function \( F(x) \) is not necessarily smooth. In differentiable regions one can define the probability density function \( \rho(x) \):

\[ \rho(x) = \frac{dF(x)}{dx} \geq 0 \]

(33)

2.11 Moments of Continuous Distributions

The concept of moments can be generalised to continuous distributions by the replacement of summations by integrations and of probabilities \( p_k \) by \( dF(x) \).

\[ E(x) = \langle x \rangle = \int_{-\infty}^{\infty} x dF(x) \]

(34)

\[ \int_{-\infty}^{\infty} \rho(x) dx = F(\infty) = 1 \]

(35)

\[ E(g(x)) = \langle g(x) \rangle = \int_{-\infty}^{\infty} g(x) dF(x) \]

(36)

The variance is now given as

\[ V a r \{ x \} = E(x^2) - E(x)^2 \]

\[ = \int_{-\infty}^{\infty} x^2 \rho(x) dx - \left[ \int_{-\infty}^{\infty} x \rho(x) dx \right]^2 \]

It is important to note that the variance is not a well defined quantity for all probability densities \( \rho(x) \). An well known example is the Cauchy-Lorentz-distribution with an arbitrary width parameter \( \alpha \)

\[ \rho(x) = \frac{1}{\pi} \frac{\alpha}{x^2 + \alpha^2} \]

(37)

for which \( E(x) = 0 \) and \( E(x^2) = \infty \).
2.12 Sums of Random Variables

- Suppose we have random variables \( x_1, x_2, \ldots, x_n \) which are distributed according to some probability density function \( \rho(x) \). The variable \( x_i \) may represent a multidimensional point.

- We evaluate functions \( g_i(x_i) \) for each \( x_i \) where the functions \( g_i \) may or may not be identical. The \( g_i(x_i) \) are then random variables.

- We define a weighted sum \( G \) over these functions and its expectation value \( E(G) \):

\[
G = \sum_{i}^{n} \lambda_i g_i(x_i) \quad \lambda_i \in \mathbb{R}
\]

\[
E(G) = \langle G \rangle = \sum_{i}^{n} \lambda_i \langle g_i(x_i) \rangle
\]

(38)

(39)

- A special choice is to use \( \lambda_i = 1/n \) for all weights and to consider all \( g_i \) to be identical

\[
E(G) = E \left( \frac{1}{n} \sum_{i}^{n} g(x_i) \right) = \frac{1}{n} \sum_{i}^{n} E(g) = E(g)
\]

(40)

We find that the expectation value \( E(G) \) for the sum \( G \) is identical with the expectation value \( E(g) \) for the function. Consequently \( G \) can serve as an estimator for \( E(g) \). This is in fact the basis of all Monte Carlo methods: Expectation values, which generally correspond to integrals, are approximated by a sum (here \( G \)) over values of the integrand (here \( g(x) \)) sampled at a finite set of points \( x_i, i = 1 \ldots n \). We now have to establish a measure of the rate of convergence of the estimator \( G \) to the true expectation value if we increase \( n \).

2.13 Variance of the Sum of Random Variables

- Assume for simplicity that all \( x_i \) are independent. In this case the covariance is zero for all combinations of random variables and the variance of \( G \) can be expressed simply as the sum of the variances of its terms:

\[
Var \{ G \} = \sum_{i}^{n} \lambda_i^2 Var \{ g_i(x) \}
\]

(41)

- Again assume identical weights and functions \( \lambda_i = 1/n, g_i(x) = g(x) \)

\[
Var \{ G \} = \sum_{i}^{n} \frac{1}{n^2} Var \{ g(x) \} = \frac{1}{n} Var \{ g(x) \}
\]

(42)

The variance of the estimator \( G \) decreases in proportion to \( 1/n \) with a generally unknown proportionality factor. The determination of this factor would involve the computation of an integral over \( g \), which is of the same complexity as the direct computation of the
expectation value $E(g)$ by integration. If we could compute this integral we would not resort to sampling and summation in the first place!

**Statistical convergence:**

The deviation of $G$ from $E(g)$ will not decrease monotonically towards zero with increasing $n$ as a result of the random nature of each new term entering the sum. The concept of convergence has to be accordingly redefined: The deviation $\delta$ of the estimator from the true value will exceed a specified limit $\Delta$ with a probability which diminishes as $n \to \infty$.

The non monotonic convergence of results is probably the single most irritating feature of Monte Carlo methods for newcomers, in particular for those who are used to other quantum mechanical methods using basis set expansions or grids.

3 Sources of Randomness

Monte Carlo methods require the creation of random events according to specified probability densities. There are three classes of sources:

- Natural sources of (true ?) randomness.
  Historically interesting but inefficient, not reproducible, and of hardly quantifiable quality.

- Deterministic algorithms producing a sequence of numbers with properties which are indistinguishable from a true random sequence as measured by a battery of statistical tests.

- Random walks constructed from primitive random events for all complicated multi-dimensional distributions.

We will look in detail only at random walk methods and assume the availability of a good uniform random number generator.

3.1 Random Number Generators

We will not attempt an exhaustive discussion of this subject, which is an active subject of research in number theory and cryptography. There is a very rich literature on the subject, including modern developments in the context of parallel computers and the problem of generating independent subsequences on many processors. Many useful methods for the generation of random numbers with a variety of distributions are discussed in Refs. 3, 5, 8, 36. Artefacts and diagnostic tests for the quality of random numbers are discussed in Refs. 1, 37–39. A detailed discussion of random number generators is the subject of other special lectures in this series.

The key features of contemporary random number generators can be summarized as follows:
- No true random sequence due to the underlying deterministic algorithm, therefore more precisely called **pseudo random number generators**, PRNG.
- Construction on the basis of number theory and by extensive statistical testing.
- Usually generation of a sequence of numbers $0 < u \leq 1$ with uniform distribution, $F(u) = u$.
- Several common types: linear congruential generators (LCG), lagged Fibonacci generators (LFG), combined generators.
- Other distributions by transformation algorithms.
- High speed and quality, perfect reproducibility of the sequence for test purposes.
- Deterministic algorithm implies some subtle sequential correlation.
- **There is no publicly known PRNG without at least one reported case of failure.**
- In case of doubt, try a generator of different type and verify statistical consistency.
- New challenges posed by the arrival of parallel computers (Creation of uncorrelated parallel sequences).

### 3.2 Random Walks

The random walk method has been introduced into statistical physics in the hallmark paper of Metropolis et al. and is enormously flexible for the creation of random events with any conceivable distribution.

The method allows to generate samples from specified probability density functions $\rho(x)$, in particular if the space $x$ has a high dimensionality. In fact we need not even be able to compute the absolute value of $\rho(x)$ for a given $x$, which implies a normalisation which in itself involves a multidimensional integration. It is generally sufficient to compute ratios between values of $\rho(x)$ at points $x_i$ and $x_j$. Random walks are a sequence of events $x_1, x_2, x_3, \ldots$, constructed such that the probability $P\{x_{\text{new}}\}$ of finding $x_{\text{new}}$ is some function of $f(x_{\text{new}}, x_{\text{last}})$ of the previous events. The function $f(x_{\text{new}}, x_{\text{last}})$ describes a strategy to propagate the walk and corresponds in fact to a conditional probability $P(x_{\text{new}}|x_{\text{last}})$. This is the key difference to direct sampling methods where $P(x_{\text{new}})$ is independent of the previous event $x_{\text{last}}$. The process has a memory and implies serial correlation.

Random walks are a special example for a Markov process.

The general conditions for random walks which are supposed to generate samples with distribution $\rho(x)$ can be summarized as follows

1. Every point $x$ where $\rho(x) \neq 0$ must be accessible.
2. It must be possible to revisit the same point $x$ any number of times.
3. The walk must not *periodically* pass through the same points $x$ again.
These conditions are equivalent to requiring *ergodicity* of the random walk.
We should bear in mind that even if the fundamental construction principle of a random walk may ensure ergodicity, there is no guarantee that a random walk of finite length has explored all relevant parts of configuration space for a given physical problem. Insufficient length of random walks is the probably most common source of incorrect Monte Carlo results.

### 3.3 The Stochastic Matrix

Consider for a moment a system with discrete ’states’ (position, orientations, quantum numbers etc.) \(x_1, x_2, \ldots, x_n\).

\(p(x_j | x_i)\) is the conditional probability to observe \(x_j\) provided that we had \(x_i\) just before and is the transition probability for a Markov process. The ensemble of all \(p(x_j | x_i)\) for all combinations of \(x_i\) and \(x_j\) can be arranged in matrix form, where we use the short notation \(p_{ij} = p(x_j | x_i)\) for the transition from \(x_i\) to \(x_j\).

\[
P = \begin{pmatrix}
P_{11} & P_{12} & P_{13} & \cdots & P_{1n} \\
P_{21} & P_{22} & \vdots & & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
P_{n1} & \cdots & \cdots & \cdots & P_{nn}
\end{pmatrix}
\]  

(43)

The matrix \(P\) is a stochastic matrix

All \(p_{ij} \geq 0\) because they represent probabilities and \(\sum_j p_{ij} = 1\) for all \(i\) because each transition from \(i\) must lead to one of the available ’states’.

### 3.4 Properties of the Stochastic Matrix

Consider a row vector

\[
\rho^{(0)} = \{\rho_1^{(0)}, \rho_2^{(0)}, \ldots, \rho_n^{(0)}\}
\]

(44)

which describes an initial state in which \(\rho_i^{(0)}\) is the probability of initially finding the system in state \(i\).

Each step in the Markov chain can be formulated as a multiplication of this row vector with the stochastic matrix \(P\):

\[
\rho^{(1)} = \rho^{(0)} P \\
\rho^{(2)} = \rho^{(1)} P \\
\vdots \\
\rho^{(k)} = \rho^{(0)} P^k
\]

The asymptotic distribution \(\rho\) for \(k \to \infty\) is

\[
\rho = \lim_{k \to \infty} \rho^{(0)} P^k 
\]

(45)
Repeated multiplication of $\rho^{(0)}$ with $P$ converges to a stationary situation if

$$\rho = \rho P$$

which implies that $\rho$ is an eigenvector of $P$ with eigenvalue 1. Here we already see that $\rho$ can be multiplied by any scalar without changing the result. The asymptotic distribution is independent of the initial 'state' $\rho^{(0)}$ and depends exclusively on the matrix $P$. All initial vectors (except for other eigenvectors of $P$) converge to the same asymptotic distribution.

Matrices generally have a spectrum of eigenvalues. It is relatively easy to show that repeated multiplication of a vector with a matrix will project out the vector belonging to the eigenvalue with the largest modulus. To complete the proof of the validity of the random walk construction we have to prove that 1 is the largest possible eigenvalue of a stochastic matrix.

### 3.5 Detailed Balance

In the typical Monte Carlo situation we know which probability density $\rho$ we want to sample, while the preceding argument will generate a probability density according to a given stochastic matrix. The key question is how to construct a matrix $P$ which has an eigenvector corresponding to the desired probability density $\rho$.

The eigenvector equation can be written out explicitly as

$$\sum_{i} \rho_i p_{ij} = \rho_j$$

(47)

If we now impose detailed balance according to

$$\rho_i p_{ij} = \rho_j p_{ji}$$

(48)

we obtain the result

$$\sum_{j} \rho_j p_{ij} = \sum_{j} \rho_j p_{ji} = \rho_j \sum_{i} p_{ji} = \rho_j$$

(49)

This is exactly the condition required for an eigenvector of $P$ with eigenvalue 1. Detailed balance guarantees $\rho P = \rho$ and is therefore a sufficient condition to construct a matrix $P$ with the desired asymptotic distribution but it is not necessarily the only possible way!

### 3.6 Decomposition of the Transition Process

We can arbitrarily decompose each $p_{ij}$ into a factor describing the probability of proposing a particular transition $t_{ij}$ and a factor $a_{ij}$ describing the probability of accepting this choice.

$$p_{ij} = t_{ij} a_{ij}$$

(50)

This decomposition is valid if the two processes are successive and independent.
Substitution into the detailed balance relationship yields

\[ \frac{p_j}{p_i} = \frac{p_{ij} - t_{ij}a_{ij}}{p_{ji} - t_{ji}a_{ji}} \]  

(51)

Since we assume that \( \rho \) is a known probability density to be generated by the walk, and since we can pick a transition strategy specifying \( t_{ij} \) according to our taste, it is useful to convert this expression into a form which defines the required acceptance probability:

\[ \frac{a_{ij}}{a_{ji}} = \frac{\rho_j t_{ji}}{\rho_i t_{ij}} \]  

(52)

Note that the construction of the random walk requires only that we are able to compute the ratio of probability densities. We can consequently work with densities \( \rho \) which are not normalized!

### 3.7 Accepting Proposed Transitions

There are two conventional choices for the acceptance probabilities \( a_{ij}, a_{ji} \) which satisfy this relation:

1. **Metropolis (1953):**

   \[ a_{ij} = \min \left( 1, \frac{\rho_j t_{ji}}{\rho_i t_{ij}} \right) \]  

   (53)

   Proof by verification of the two possibilities:

   (a) \( \rho_j t_{ji} \geq \rho_i t_{ij} \Rightarrow a_{ij} = 1 \)

   \[
   a_{ji} = \frac{\rho_{ij}}{\rho_{ji}} \]

   \[
   \frac{a_{ij}}{a_{ji}} = \frac{\rho_j t_{ji}}{\rho_i t_{ij}} q.e.d.
   
   (b) \( \rho_j t_{ji} < \rho_i t_{ij} \Rightarrow a_{ij} = \frac{\rho_{ij}}{\rho_{ji}} \)

   \[
   a_{ji} = 1 \]

   \[
   \frac{a_{ij}}{a_{ji}} = \frac{\rho_j t_{ji}}{\rho_i t_{ij}} q.e.d.
   
2. **Glauber**

   \[ a_{ij} = \frac{1}{1 + \frac{\rho_i t_{ij}}{\rho_j t_{ji}}} \]  

   (54)

   Verification by substitution:

   \[
   \frac{a_{ij}}{a_{ji}} = \frac{1 + \frac{\rho_i t_{ij}}{\rho_j t_{ji}}}{1 + \frac{\rho_i t_{ji}}{\rho_j t_{ij}}} \]  

   (55)

   \[
   \frac{a_{ij}}{a_{ji}} = \frac{(\rho_j t_{ij} + \rho_j t_{ji})\rho_j t_{ji}}{(\rho_j t_{ji} + \rho_i t_{ij})\rho_i t_{ij}} \]  

   (56)

   \[
   \frac{a_{ij}}{a_{ji}} = \frac{\rho_j t_{ji}}{\rho_i t_{ij}} q.e.d. \]  

(57)
3.8 Random Walks in Continuous Spaces

The fundamental ideas of the construction of random walks via the stochastic matrix and a detailed balance ansatz can be generalized to an infinite number of states.

\[
a(x \to x') = \min \left[ 1, \frac{\rho(x')t(x' \to x)}{\rho(x)t(x \to x')} \right]
\]  

3.9 Coordinates of a Random Walk

The coordinates or ‘states’ of random walks are defined very broadly and can be

- All discrete (e.g. spins on a lattice)
- All continuous (e.g. atomic coordinates in simulations of liquids)
- Any mixture of the two (e.g. particles with spin and continuous space coordinates)

Specifically also the particle number in physical simulations can be a (discrete) coordinate (Grand canonical Monte Carlo).

3.10 The Transition Function \( t \)

A common simplification consists in the assumption

\[
t(x' \to x) = t(x \to x')
\]

and specifically the choice \( t(x \to x') = t(|x - x'|) \).

The formula for the Metropolis acceptance probability is then simply

\[
a(x \to x') = \min \left[ 1, \frac{\rho(x')}{\rho(x)} \right]
\]

Examples:

- Proposing a new position \( x' \) with uniform probability from a volume surrounding \( x \) (e.g. a hypercube of predefined size in the majority of simple random walk methods).
- Picking a new position \( x' \) according to a multidimensional Gaussian centered on \( x \):

\[
t(x \to x') \propto \exp \left( -\frac{|x - x'|^2}{2\sigma^2} \right)
\]

Explicit inclusion of \( t(x \to x') \) in the formulation allows guided random walks. Guided random walks play a major role many smart sampling techniques like Force bias Monte Carlo, J-walking, improved variational quantum Monte Carlo, and diffusion Monte Carlo with importance sampling. The construction of the transition strategy is very often closely tied to the nature of the problem and no general guiding rules can be given here.
A good strategy tends to propose moves which strike a good compromise between large displacement in the underlying coordinate space to minimize the serial correlations and a good acceptance ratio. In diffusion quantum Monte Carlo the transition strategy is given once a trial wave function has been chosen, but in many other cases there is considerable space for human imagination, making this one of the key parts of Monte Carlo algorithms where brain power can beat supercomputer power.

3.11 How to Accept a Proposed Change of State?

The translation of the algebraic relationship for the probability $a$ of accepting a move into a practical algorithm is in fact very simple. The cumulative distribution function $F(x)$ for the probability $P\{u \leq x\}$ that a random number $u$ distributed in the interval $[0, 1]$ with a uniform probability density $\rho(u) = 1$ is less then or equal $x (x \leq 1)$ is given by $P\{u \leq x\} = \int_0^x \rho(u)du = \int_0^a du = x$. Consequently $u \leq a$ will be true with probability $a$ and we can accept the proposed move whenever a uniform random number $u$ satisfies $u \leq a$. It is worthwhile to note here that the quality of the uniform random number generator for $u$ has to be very high.

3.12 Summary of Important Random Walk Features

Good features:

- Random sampling from distributions in spaces of high dimension.
- No need to be able to normalize the probability density function (which would involve a multidimensional integration).
- Very general coordinate definition and very broad applicability.

Troublesome Features:

- The desired distribution is reached only asymptotically. When is a random walk in its asymptotic regime?
- Serial correlation between sampling positions. Requires careful autocorrelation analysis.

4 Monte Carlo Integration

4.1 The Principle of Monte Carlo Integration

We have seen that the expectation value of the sum of random variables $g(x_i)$ with $x_i$ drawn according to the probability density $\rho(x)$ is identical with the expectation value of $g(x)$ over the underlying distribution:

$$E(G) = E(g(x))$$
Now recall the original definition of the expectation value as an integral over the distribution:

\[ G = \frac{1}{n} \sum_{i}^{n} g(x_i) \quad , \quad x_i \propto \rho(x) \quad \text{(63)} \]

The following conclusions can be drawn from this formula:

- The statistical error for the integral is independent of the dimensionality of the integral.
- The statistical error diminishes proportional to \(1 / \sqrt{n}\).
- The proportionality constant controlling the absolute size of the error bar depends on the variance of \(g\).
- The integrand need not even be smooth.

The most important observation is the first one, which indicates that Monte Carlo integration can be interesting for multidimensional integrals. While all true random sampling techniques will lead to an error bar on the result which diminishes in proportion to \(n^{-\frac{1}{2}}\) for \(n\) samples, there are in fact special methods based on so-called quasirandom numbers which achieve a somewhat faster rate of statistical convergence for problems with a moderate number of dimensions.

What we can influence by smart sampling techniques is the prefactor of \(n^{-\frac{1}{2}}\) since it depends on the variance of the function being sampled. If parts of the function can be integrated analytically or factored out as a density accessible for direct sampling we may end up with a residual function to be sampled by Monte Carlo which has a smaller variance than the original one. These variance reduction techniques allow significant improvements of the statistical errors but do not affect the \(n^{-\frac{1}{2}}\) convergence rate.

The last point is also of certain interest in particular in comparison to highly accurate grid based quadrature rules. The latter (e.g. Gaussian quadratures) are very powerful, but require the existence of high order derivatives of the integrand. Functions with discontinuities can be very troublesome to integrate unless one can subdivide the integration domain according to the location of the discontinuities. Monte Carlo is very robust and works for ‘spiky’ integrands. So even for low dimensional cases where Monte Carlo is not the most efficient method it may be an interesting way to produce a crude estimate due to its simplicity.

We should point out, however, that Monte Carlo integration of oscillatory function is notoriously difficult, as the computation of any integral which is small compared to the variance of the integrand, unless we can devise a trick to absorb the oscillations.

4.2 Efficiency of Monte Carlo Integration

In order to get an idea about the efficiency of Monte Carlo integration and to derive a criterion for the number of dimensions where Monte Carlo becomes interesting we make the following assumptions

\[
E(g(x)) = \int \rho(x) g(x) \, dx = \lim_{n \to \infty} \frac{1}{n} \sum_{i}^{n} g(x_i) \quad \text{(64)}
\]
• \( g(x) \) is a \( d \)-dimensional function.

• We have fixed resources which allow the evaluation of \( g(x) \) at a fixed number of points \( n \).

• We dispose of a grid based product integration rule with leading error \( h^q \) in the grid step \( h \) (e.g. Simpson \( q = 5 \)).

• In a balanced treatment of all dimensions the grid step size will then be \( h \propto n^{-1/d} \).

**Efficiency analysis:**

• The product rule quadrature will have overall accuracy

\[
\varepsilon_{\text{Grid}} \propto n^{-q/d} \tag{65}
\]

• The Monte Carlo quadrature will have overall accuracy

\[
\varepsilon_{\text{MC}} \propto n^{-1/2} \tag{66}
\]

• Monte Carlo will be more efficient if \( d > 2q \).

**References**

Quantum Monte Carlo methods have proved remarkably successful in providing accurate predictions of energies and structures for molecular systems. These methods are ‘exact’ for systems of a few electrons and highly accurate for systems of as many as a thousand electrons. The scaling of computation effort with molecular size is highly favorable relative to that of other methods. The most commonly used quantum Monte Carlo methods – diffusion and Green’s function – are introduced in these notes.

1 Introduction

For systems containing a few electrons – such as the molecular ion H$_3^+$, the dimer He-He, the trimer He$_3$, the pair He-H, and the molecule H$_2$ – a quantum Monte Carlo method provides absolute accuracies of better than 0.01 kcal/mole without systematic error. When an ‘exact’ potential energy surface for the reaction H + H$_2$ → H$_2$ + H is needed a quantum Monte Carlo method is the choice ... providing 60,000 points on the surface with accuracies in the range of 0.01 to 0.10 kcal/mole.

For systems containing hundreds of electrons – such as the electron gas, metallic lithium, clusters of carbon atoms, crystals of N$_2$, large molecules Si$_m$H$_n$, and solid silicon – quantum Monte Carlo methods provide the most accurate solutions available. When the stable, lowest-energy structure of C$_{20}$ is desired a quantum Monte Carlo method gives the most reliable result.

Of course, quantum Monte Carlo methods are not so easily packaged as many other methods and they have far fewer practitioners. The program QMagiC is not as user-friendly as Gaussian98. But, there are many problems that demand solutions of very high accuracy – if only to provide benchmarks for calibrating other methods – and these are problems which demand QMC methods. The scaling of QMC methods with the number of electrons is generally favorable compared to that of other methods (see Table 1), and the scaling of QMC methods with increasing accuracy is especially favorable at high accuracies compared to that of other methods.

In these notes we describe the several quantum Monte Carlo methods and discuss their characteristics, their advantages and disadvantages. We present a representative sampling of results of QMC calculations to illustrate the range of systems which have been treated successfully. Our object is to provide an introduction together with an overview of the field.

We call attention to several prior reviews in the QMC area which give different insights and additional details. These include one book of general coverage, review articles of a general nature, a review of ‘exact’ methods, a discussion of fixed-node calculations, and a review of applications to solids.
### Table 1. Scaling of computation requirements with number of electrons. Based in part on a table by Head-Gordon.²

<table>
<thead>
<tr>
<th>Theoretical Method</th>
<th>Computational Dependence on Number of Electrons</th>
<th>Maximum Feasible Molecular Size (atoms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCI</td>
<td>(N!)</td>
<td>2</td>
</tr>
<tr>
<td>CCSD(T)</td>
<td>(N^7)</td>
<td>8 – 12</td>
</tr>
<tr>
<td>CCSD</td>
<td>(N^6)</td>
<td>10 – 15</td>
</tr>
<tr>
<td>MP2</td>
<td>(N^5)</td>
<td>35 – 50</td>
</tr>
<tr>
<td>HF</td>
<td>(N^{3.5} - N^4)</td>
<td>50 – 200</td>
</tr>
<tr>
<td>KS-DFT</td>
<td>(N^{3.5} - N^4)</td>
<td>50 – 200</td>
</tr>
<tr>
<td>FNQMC</td>
<td>(N^3)</td>
<td>50 – 200</td>
</tr>
</tbody>
</table>

2  **History and Overview**

Among the various ways in which Monte Carlo methods can be utilized in solving the Schrödinger equation there are four methods commonly termed ‘quantum Monte Carlo’ methods (QMC). These are the variational quantum Monte Carlo method (VQMC), the diffusion quantum Monte Carlo method (DQMC), the Green’s function quantum Monte Carlo method (GFQMC), and the path integral quantum Monte Carlo method (PIQMC). These methods are by their nature strongly related and each has its own peculiar advantages and disadvantages relative to the others.

The variational method VQMC is the same as the conventional analytic variational method except that the required integrals are evaluated using special Monte Carlo methods. It has its roots in a numerical method reported by Frost in 1942. In Frost’s own words: “A method of approximation to the Schrödinger equation has been developed in which variation functions are used but no integrations are involved. The procedure involves evaluation of the energy for a set of representative points in configuration space. The parameters in the variation function are then chosen by applying the condition that the mean square deviation of the energy from the average should be a minimum.” As a part of this calculation Frost estimated the expectation value of the energy \(\langle E \rangle\) from the local energies \(E_{\text{loc}} = H\Psi_0/\Psi_0\) for a trial wavefunction \(\Psi_0\) using \(\Psi_0^2\) as a weighting factor according to

\[
\langle E \rangle = \frac{\int \Psi_0^2 H\Psi_0^2 d\tau}{\int \Psi_0^2 d\tau} \approx \frac{\sum \Psi_0^2 H\Psi_0^2}{\sum \Psi_0^2},
\]

where the summations are for points in the configuration space of the electrons, chosen in a manner “to be determined through experience”. Frost was successful in investigating preliminary applications to a few simple molecules.

The Monte Carlo aspect of choosing points was introduced by Conroy in 1964. Conroy proposed picking points at random in the configuration space of the electrons with probabilities proportional to \(\Psi_0^2\) and equal weights. Conroy noted “If ... the density function [is] \(\Psi_0^2\), ... then clearly optimum Monte Carlo sampling has the density of random points proportional to the density of electrons in the actual molecule.” The procedure leads to a good approximation of the ratio of the integrals in Eq. (1) for a large number of points.
and to the exact value in the limit of a large number of points. Conroy was able to obtain some excellent values for the energies of $H_2^+$, $H^-$, $HeH^{++}$, $He$, $H_2$, and $Li$. His calculation for $Li$ was the first application of VQMC to a fermion system with nodes.

Conroy’s VQMC calculations were followed very soon by those of McMillan\textsuperscript{17} for liquid helium using the Metropolis algorithm to sample the configuration space for points with probabilities proportional to $\Psi_0^2$. Only very recently has a much more efficient method for choosing points - anticipated to some extent by Conroy - been devised.\textsuperscript{18}

The DQMC method is based on the similarity of the Schrödinger equation and the diffusion equation. It has its roots in the Monte Carlo simulation of neutron diffusion and capture by Fermi and others at Los Alamos in the 1940’s. Metropolis and Ulam\textsuperscript{19} first outlined the method in 1947: “… as suggested by Fermi, the time-independent Schrödinger equation

$$-\frac{1}{2} \nabla^2 \Psi(x, y, z) = E \Psi(x, y, z) - V \Psi(x, y, z)$$  \hspace{1cm} (2)$$
could be studied as follows. Re-introduce time by considering

$$\Psi(x, y, z, t) = \Psi(x, y, z) e^{-Et} .$$  \hspace{1cm} (3)$$
and $\Psi(x, y, z, t)$ will obey the equation

$$\frac{\partial \Psi(x, y, z, t)}{\partial t} = \frac{1}{2} \nabla^2 \Psi(x, y, z, t) - V \Psi(x, y, z, t) .$$  \hspace{1cm} (4)$$
This last equation can be interpreted however as describing the behavior of a system of particles each of which performs a random walk, i.e., diffuses isotropically and at the same time is subject to multiplication, which is determined by the value of the point function $V$. If the solution of the latter equation corresponds to a spatial mode multiplying exponentially in time, the examination of the spatial part will give the desired $\Psi(x, y, z)$ -- corresponding to the lowest ‘eigenvalue’ $E$.” The first applications of DQMC to electronic systems were reported by Anderson\textsuperscript{20} in 1975 and were followed by a large number of additional developments, along with applications to a wide variety of chemical problems.

The GFQMC method was proposed by Kalos\textsuperscript{21} as an alternative to the DQMC method. As Kalos noted, “It seemed more natural and promising to look for an integral equation formulation of the Schrödinger equation and attempt its solution by Monte Carlo methods.” The first applications of GFQMC were in determining the binding energies of three- and four-body nuclei.\textsuperscript{21} For problems having appropriate boundary conditions and potential energy functions the GFQMC method is preferred, but it is not well suited for most electronic systems. However, it provides the basis for ’exact’ (i.e., without systematic error) solutions for systems of a few electrons.

The PIQMC method is the result of coupling of Feynmann’s path integral formulation of quantum mechanics\textsuperscript{22} with Monte Carlo sampling techniques to produce a method for finite-temperature quantum systems. In the limit of zero temperature the method is closely related to the GFQMC method. The earliest applications of PIQMC were made to lattice models, but a number of applications to continuum systems of bosons have been made, including some very successful calculations of properties of liquid helium.\textsuperscript{23} Applications to fermion systems are more difficult, but a few studies have been carried out.\textsuperscript{24}
3 Variational Quantum Monte Carlo

In the variational quantum Monte Carlo (VQMC) method the expectation value of the energy $\langle E \rangle$ and/or another average property of a system is determined by Monte Carlo integrations. The expectation value of the energy is typically determined for a trial function $\Psi_0$ using Metropolis sampling based on $\Psi_0^2$. It is given by

$$\langle E \rangle = \frac{\int \Psi_0^2 \frac{H\Psi_0}{\Psi_0} d\tau}{\int \Psi_0^2 d\tau} = \lim_{n \to \infty} \frac{\sum_{i=1}^{n} \frac{H\Psi_i}{\Psi_0}}{\sum_{i=1}^{n} 1},$$  \hspace{1cm} (5)

where the summations are for samples of equal weights selected with probabilities proportional to $\Psi_0^2$. As in analytic variational calculations the expectation value $\langle E \rangle$ is an upper limit to the true value of the energy $E$.

$$\langle E \rangle \geq E.$$  \hspace{1cm} (6)

The term $\frac{H\Psi_0}{\Psi_0}$ is a local energy $E_{\text{loc}}$. In determining $\langle E \rangle$ it is not necessary to carry out analytic integrations; and, since only differentiation of the trial wavefunction is required to evaluate the local energy, the trial wavefunction may take any desired functional form. It may even include inter-electron distances explicitly. Thus, relatively simple trial functions may incorporate electron correlation effects rather accurately and produce expectation values of the energy well below those of the Hartree-Fock limit. Except in the limit of a large number of terms the VQMC method is not an exact method.

The Metropolis sampling procedure provides a means of sampling points in configuration space with specified probabilities, in this case, with probabilities proportional to the square of the wavefunction. Starting from an arbitrary initial point, one chooses a new point at a fixed distance (or from a distribution of fixed distances) in a random direction. One then calculates the ratio of weights new-to-old, $\Psi_i^2(\text{new})/\Psi_i^2(\text{old})$, and accepts the move to the new point with the probability given by the ratio. If the ratio is greater than unity the move is accepted. If the move is not accepted the old point is treated as a new point. The result of a large number of iterations is a guided random walk which samples points in configuration space with frequencies proportional to $\Psi_0^2$. The reader might wish to consider a two-point system of $a$ and $b$ with weights $W_a$ and $W_b$ for which a near-equilibrium distribution is obtained in sampling with just a few steps.

The step sizes for a typical Metropolis walk are usually chosen to give an acceptance ratio of about one-half in order maximize the rate of ’diffusion’ and improve the sampling speed. Serial correlation of points is usually high. In many-dimensional (or many-electron) systems the steps may be taken one dimension (or one electron) at a time or all at once. The optimum step sizes and/or combinations of steps depend strongly on the nature of the system treated.

The Metropolis procedure can be made more efficient by using a bias of each step in the direction of higher weight as indicated by the derivative of the weight at the old point. In the limit of small steps this leads to the Fokker-Planck equation, which is applicable to diffusion with drift and is directly related to the ’importance sampling’ in diffusion quantum Monte Carlo discussed below. For many systems this type of sampling is more efficient than Metropolis sampling, but care must be taken to eliminate the time-step error associated with simulation of the Fokker-Planck equation. The procedure is somewhat more
complicated, offers a greater opportunity for error, and is used less often than Metropolis sampling.

Another alternative, likely to be more efficient than Metropolis sampling, is the use of probability density functions. These relatively simple functions which mimic the density of the more complex function $\Psi_0^2$ can be sampled directly without a Metropolis walk and the associated serial correlation. Sample points of unit weight are obtained with probabilities proportional to the probability density $P$ and their weights are multiplied by the factor $\Psi_0^2 / P$ to give overall $\Psi_0^2$ weighting. The expectation value of the energy $\langle E \rangle$ is then given by

$$\langle E \rangle = \frac{\int \Psi_0^2 \frac{H\Psi_0}{\Psi_0} d\tau}{\int \Psi_0^2 d\tau} = \lim_{n \to \infty} \frac{\sum_{i=1}^{n} (\Psi_0^2 / P) \frac{H\Psi_0}{\Psi_0}}{\sum_{i=1}^{n} (\Psi_0^2 / P)} ,$$

where the summations are for samples of equal weights selected with probabilities proportional to $P$.

## 4 Diffusion Quantum Monte Carlo

The diffusion quantum Monte Carlo method (DQMC) approaches the solution of the Schrödinger equation in a way completely different from that of variational methods. The basic ideas were given above in the succinct description quoted from the original paper by Metropolis and Ulam. Here we give a more complete description.

The DQMC method is basically a simple game of chance involving the random walks of particles through space and their occasional multiplication or disappearance. It may be viewed as based on the similarity between the Schrödinger equation and the diffusion equation (i.e., Fick’s second law of diffusion) and the use of the random walk process to simulate the diffusion process. Following the early discussions in the 1940’s by Metropolis and Ulam and by King a number of related techniques were proposed and discussed in succeeding years, but it was not until fast computers became available that applications to multicenter chemical systems became practical.

The equation to be solved is the time-independent Schrödinger equation, $H \Psi = E \Psi$, or

$$- \sum_i \frac{\hbar^2}{2m_i} \nabla_i^2 \Psi(\vec{X}) + V(\vec{X}) \Psi(\vec{X}) = E \Psi(\vec{X}) ,$$

where the summation is over the electrons or other particles $i$ having masses $m_i$, and the nomenclature is standard. Since we are concerned with the time-independent Schrödinger equation the wavefunction may be treated as a real number rather than a complex number. For simplicity we consider the equation for a single particle of mass $m$, rearranged to become

$$\frac{\hbar^2}{2m} \nabla^2 \Psi(\vec{X}) - V(\vec{X}) \Psi(\vec{X}) = -E \Psi(\vec{X}) .$$

The equation has as solutions the wavefunctions $\Psi_0(\vec{X})$, $\Psi_1(\vec{X})$, ..., which exist only for specific energies $E_0$, $E_1$, ....
The wavefunction may be treated as a function of an additional variable $\tau$ defined according to

$$\Psi(\vec{X}, \tau) = \Psi(\vec{X}) e^{-E \tau}.$$  

(10)

The function then behaves according to

$$\frac{\partial \Psi(\vec{X}, \tau)}{\partial \tau} = -E \Psi(\vec{X}, \tau)$$  

(11)

and we have

$$\frac{\partial \Psi}{\partial \tau} = \frac{\hbar^2}{2m} \nabla^2 \Psi - V \Psi.$$  

(12)

The function $\Psi(\vec{X}, \tau)$ in Eq. (11) may be considered general, but at large values of $\tau$ its solution is given by the $\Psi(\vec{X}, \tau)$ of Eq. (10) corresponding to the lowest-energy or ground-state wavefunction for the system. Since higher-energy states decay faster according to Eq. (10) an arbitrary initial function consisting of a sum of terms containing the wavefunctions for the ground-state and any or all the higher states decays to the ground-state wavefunction. The arbitrary initial function evolves to the ground-state solution of the time-independent Schrödinger equation.

Because of its similarity to the time-dependent Schrödinger equation, Eq. (12) is often referred to as the Schrödinger equation in imaginary time. The analogy is formally correct since solutions of the time-dependent Schrödinger equation have equivalent real and imaginary parts under steady-state conditions.

The Schrödinger equation in imaginary time $\tau$ has the same form as the diffusion equation with an added first-order reaction term,

$$\frac{\partial C(\vec{X}, t)}{\partial t} = D \nabla^2 C(\vec{X}, t) - k C(\vec{X}, t).$$  

(13)

The concentration $C$ corresponds to the wavefunction $\Psi$, the diffusion coefficient $D$ corresponds to the group $\frac{\hbar^2}{2m}$, and the rate constant $k$ corresponds to the potential energy $V$.

Differential equations are normally used to model the behavior of physical systems and the diffusion equation above is normally used to model the behavior of a system in which particles undergo diffusion by a random walk process. In quantum Monte Carlo calculations the random walk process is used to simulate the differential equation. Of course, the connection between the random walk process and quantum mechanics may be considered to be direct. In the absence of the Schrödinger equation one might still use the Monte Carlo method to obtain solutions to quantum mechanical problems, but the connection between random walks and quantum mechanics is most easily made with the aid of the Schrödinger equation as above.

The random walk process and the diffusion equation are related through the diffusion coefficient by the Einstein equation,\textsuperscript{29}

$$D = \frac{(\Delta x)^2}{2 \Delta \tau},$$  

(14)
which gives the diffusion coefficient for particles moving a distance $\Delta x$ at random positive or negative at intervals of time $\Delta \tau$. In the simulation of the Schrödinger equation in imaginary time the time and distance steps are chosen to produce the appropriate value of $D$ (or $\frac{h^2}{2m}$) given by Eq. (13).

The standard quantum mechanical problem of the harmonic oscillator may be used to illustrate the diffusion quantum Monte Carlo method. The potential energy is given by the function $V = \frac{1}{2} k x^2$. The potential energy may be shifted by an arbitrary constant energy to make $V$ negative in the central region near $x = 0$ and positive away from the center.

An initial collection of particles, typically termed ‘walkers’ but occasionally termed ‘psips’ and perhaps a dozen other names, is distributed in the region about $x = 0$. Time is advanced one step $\Delta \tau$. To simulate the diffusion term of Eq. (13) each walker is moved right or left at random a distance $\Delta x$. To simulate the multiplication term of Eq. (13) each walker then gives birth to a new walker with a probability $P_b = -V \Delta \tau$ if $V$ is negative or disappears with a probability $P_d = V \Delta \tau$ if $V$ is positive. Time is advanced another step and the process is repeated. If the number of walkers falls below an acceptable lower limit or increases beyond an acceptable upper limit, their number may be adjusted by the random multiplication or removal of walkers present. (See comment below on avoiding bias with such adjustments.) For the harmonic oscillator as indicated the walkers diffuse away from the center and disappear at the sides in the regions of high potential energy, but they are replaced by walkers multiplying near the center at negative potential energies. After a large number of iterations the distribution of walkers approaches a fluctuating ‘steady-state’ distribution – the function $\exp(-\alpha x^2)$ with $\alpha = \frac{1}{2} \sqrt{k}$ – which corresponds to the wavefunction for the ground state of the harmonic oscillator.

The procedure is readily extended to problems having a higher number of dimensions and is clearly most useful for problems in which the number of dimensions is large. A system of $n$ electrons free to move in three dimensions each can be simulated by a collection of walkers moving in $3n$ dimensions each.

For a molecule the procedure is similar. For the case of H$_2$ the Schrödinger equation in imaginary time for the two-electron system with both nuclei fixed is given, in atomic units, by

$$\frac{\partial \Psi}{\partial \tau} = \frac{1}{2} \nabla_1^2 \Psi + \frac{1}{2} \nabla_2^2 \Psi - V \Psi . \quad (15)$$

With the electrons labeled 1 and 2 and the two protons labeled A and B the potential energy $V$, exclusive of the internuclear term, is

$$V = -\frac{1}{r_{1A}} - \frac{1}{r_{1B}} - \frac{1}{r_{2A}} - \frac{1}{r_{2B}} + \frac{1}{r_{12}} , \quad (16)$$

in which $r_{1A}$ is the distance between electron 1 and proton A and so forth. It is convenient to introduce a reference potential $V_{ref}$ so that the operating equation becomes

$$\frac{\partial \Psi}{\partial \tau} = \frac{1}{2} \nabla_1^2 \Psi + \frac{1}{2} \nabla_2^2 \Psi - (V - V_{ref}) \Psi . \quad (17)$$

In terms of the diffusion equation we then have $D = 1/2$ and $k = (V - V_{ref})$.

The random walk in six dimensions is usually executed with non-uniform step sizes in each dimension selected from a Gaussian distribution with probabilities $P$ of step sizes.
\( \Delta x \) given by

\[
P(\Delta x) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(\Delta x^2)}{2\sigma^2}\right).
\]  

\( \Delta x \) given by

\[
P(\Delta x) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(\Delta x^2)}{2\sigma^2}\right).
\]  

The probability of birth is given by \( P_b = -(V - V_{\text{ref}})\Delta \tau \) for \((V - V_{\text{ref}})\) less than zero and the probability of disappearance is given by \( P_d = (V - V_{\text{ref}})\Delta \tau \) for \((V - V_{\text{ref}})\) greater than zero. After each move a random number in the interval \((0, 1)\) for each walker is compared with \( P_b \) (or \( P_d \)) and if smaller than \( P_b \) (or \( P_d \)) then a birth (or death) is completed.

A calculation is begun with a collection of 1000 or more walkers in positions corresponding to electron configurations in the region of the nuclei and allowed to approach the steady-state distribution. The step size is then fixed at a small value to improve the accuracy of the results in the accumulation of data after steady-state is reached.

In order to maintain the number of walkers approximately constant the arbitrary reference potential \( V_{\text{ref}} \) may be adjusted occasionally, but to avoid bias a large delay prior to adjustment is advised. At steady-state the energy \( E \) corresponding to a wavefunction \( \Psi \) may be evaluated using Eq. (11) rearranged as

\[
E = -\frac{1}{\Psi} \frac{\partial \Psi}{\partial \tau}.
\]  

For a given distribution the wavefunction is proportional to the total number of walkers \( N \) and one has

\[
E = -\frac{1}{N} \frac{\partial N}{\partial \tau}.
\]  

In the case of the ground state of \( \text{H}_2^+ \), which has no boundaries serving as sinks or sources for walkers, the total number of walkers is not directly affected by the diffusion terms of Eq. (17) but changes according to

\[
\frac{\partial N}{\partial \tau} = -\sum_N (V - V_{\text{ref}}).
\]  

The energy is thus given by the average potential energy \( \overline{V} \) according to

\[
E = \overline{V}.
\]  

After steady-state is reached the energies at each time step are retained for a subsequent determination of the overall average for a large number of samples.

There are five important sources of error in these first diffusion Monte Carlo calculations: (a) Statistical or sampling error associated with the limited number of independent sample energies used in determining the energy from an average of variable potential energies, (b) the use of a finite time-step \( \Delta \tau \) rather than an infinitesimal time-step as required for the exact simulation of a differential equation, (c) numerical error associated with truncation and/or round-off in computing, (d) imperfect random number quality, (e) failure of the distributions to reach the steady-state or equilibrium distributions in a finite number of steps. Sources (c), (d), and (e) are common problems in computing. They can be detected relatively easily and eliminated, and they are not found to limit the calculations in any significant way. Sources (a) and (b) seriously limit the accuracy of most DQMC calculations, but twenty years of refinement of methods to reduce time-step error as well as the higher speeds of computers have reduced greatly the magnitude of these errors and uncertainties.
For systems containing two or more electrons of the same spin or other indistinguishable particles, an additional problem appears: the node problem. For these systems it is necessary to restrict the form of the total wavefunction (space and spin parts) such that it is antisymmetric to the exchange of electrons. For any electronic state other than the ground state it is necessary to restrict further the properties of the wavefunction. The effect of these restrictions is the imposition of nodal surfaces, on which \( \Psi(\vec{X}) = 0 \), in the space part of the wavefunction. For systems of a few electrons the node problem can be overcome by exact cancellation methods (described below) and solutions free of systematic error can be obtained. For systems of more than a few electrons the fixed-node method, which in not an exact method, is usually required.

5 Green’s Function Quantum Monte Carlo

For certain boundary conditions the diffusion equation may be solved with the use of standard Green’s function methods, and the diffusion equation with an added first-order reaction term may be treated by these methods. The Green’s function quantum Monte Carlo method is similar to the DQMC method but takes advantage of the properties of Green’s functions in eliminating time-step entirely in treating the steady-state equation. The GFQMC method makes possible very large step sizes, but some of the advantages of large steps are lost for fixed-node calculations. The Green’s function quantum Monte Carlo method was proposed by Kalos\(^{21}\) for nodeless systems. Procedures for introducing fixed nodes were developed later.

The time-independent Schrödinger equation, Eq. (9), may be written in the form

\[
-\nabla^2 \Psi(\vec{X}) + k^2 \Psi(\vec{X}) = k^2 \frac{V(\vec{X})}{E} \Psi(\vec{X}),
\]

(23)

where

\[
k^2 = -\frac{2mE}{\hbar^2}.
\]

(24)

To keep \( k^2 \) positive the energy must be made negative. This can be done by adjusting the reference or zero of the potential energy by an appropriate offset of energy.

The Green’s function for Eq. (9) which satisfies the boundary conditions for a problem in electronic structure (i.e., \( \Psi \to 0 \) as \( \vec{X} \to \infty \)) is known and is given by

\[
G(\vec{X}, \vec{X}') = \frac{1}{(2\pi)^d} K \frac{\pi}{\nu} (k|\vec{X} - \vec{X}'|)/(k|\vec{X} - \vec{X}'|)^{\nu - 1},
\]

(25)

where \( K \nu \) is the modified Bessel function of the second kind.

The Green’s function method is carried out iteratively with steps analogous to time steps. Repetitive sampling is based on the property of the Green’s function which reproduces the wavefunction from itself,

\[
\Psi(\vec{X}) = \int G_o(\vec{X}, \vec{X}') \frac{V(\vec{X}')}{E} \Psi(\vec{X}') d\vec{X}'.
\]

(26)

The repeated application of Eq. (26) to an initially arbitrary wavefunction \( \Psi(\vec{X}') \) produces a wavefunction \( \Psi(\vec{X}) \) which is the lowest-energy solution to the Schrödinger equation for
the boundary conditions specified. A walker in the distribution \( \Psi(X) \) may be transferred to the distribution \( \Psi(X') \) by multiplying its weight by \( \frac{G(X,X')}{Z} \), sampling the Green’s function distribution \( G(X,X') \), and moving the walker to its new position \( X' \). Repetition for an initially arbitrary collection of walkers leads to a set of walkers which is a sample of points from the lowest-energy wavefunction for the boundary conditions and any other constraints imposed. As in DQMC the calculations must be carried out until a ‘steady-state’ distribution is obtained and sampling is carried out by continuing the calculations.

The imposition of additional boundaries corresponding to nodes for fixed-node calculations has been described by Ceperley,\(^{30}\) by Skinner et al.,\(^{31}\) and by Moskowitz and Schmidt.\(^{32}\) The procedures involve conditional sampling together with smaller steps for walkers in the vicinity of the nodes.

6 Node Structure

The structure and properties of the nodal hypersurfaces of the wavefunctions for atomic and molecular systems have received very little attention. In analytic variational calculations the wavefunctions obtained are seldom examined and although electron densities are often examined, these reveal little or nothing about the node structure. Examination of the basis set of a determinantal wavefunction also reveals little or nothing because the many operations of the determinant scramble the properties of the basis functions. Only recently, with a knowledge of node structure required for developing Monte Carlo methods, have the structure and properties of nodal hypersurfaces been examined in detail.

For a system of either bosons or fermions the wavefunction must have the correct properties of symmetry and antisymmetry. Except in the simplest cases the wavefunction for a system of \( n \) fermions is positive and negative in different regions of the \( 3n \)-dimensional space of the fermions. The regions are separated by one or more \( (3n-1) \)-dimensional hypersurfaces which cannot be specified except by solution of the Schrödinger equation.

The procedures described above for DQMC and GFQMC lead to the lowest-energy solutions for boson systems which are nodeless ground-state wavefunctions. They also lead to the ground-state in the case of two electrons (fermions) of opposite spin for which the wavefunction is symmetric to the exchange of the two electrons. For a system of two or more electrons of the same spin the wavefunction must be antisymmetric to the exchange of electrons of the same spin and must contain one or nodal hypersurfaces. The treatment of systems with nodes requires that the solutions be constrained to the appropriate antisymmetry.

Several properties should be noted for a system of two electrons of the same spin. The configuration space of the electrons is divided in half by the nodal surface. The two halves are similar in shape and are nested together face-to-face. The positions of the two electrons are represented by a single point in configuration space and interchange of the two electrons moves the point across the nodal surface to a similar position in the other half of configuration space.

One of the simplest cases is that of the 1s2s \(^3\)S helium atom for which the wavefunction may be regarded as a function of the electron-nucleus radii \( r_1, r_2 \) and the angle \( \theta \) between them. The nodal surface is the 5-dimensional hypersurface on which the electron-nucleus distances \( r_1 \) and \( r_2 \) are equal to each other. It is completely specified by the symmetry
of the function. In this case the \( (r_1, r_2, \theta) \) configuration space is divided by the nodal surface into two equivalent sections, one with the wavefunction positive and one with the wavefunction negative. This is the nodal structure given by the simplest single-determinant wavefunction \( \Psi = 1s(1)2s(2) - 1s(2)2s(1) \). For \( r_1 = r_2 \) the wavefunction is zero and the nodal surface occurs for \( r_1 = r_2 \) regardless of the functions 1s and 2s provided they are functions of \( r_1 \) only and \( r_2 \) only.

In the case of 1s2p \(^3\text{P}\) helium the situation is not so simple. For 1s2p \(^3\text{P}\) He the symmetry properties alone are insufficient to specify the node structure. The node structure is not determined by geometric symmetry alone because there are many possible wavefunctions which have the required anti-symmetry on reflection in the \( z = 0 \) plane and on exchange of electrons. The simplest is given by \( \Psi = 1s(1)2p(2) - 1s(2)2p(1) \). But, there is an infinite number of different 1s and 2p functions which may be used and the node structures of the resulting wavefunctions are different. Thus, the symmetry properties alone are insufficient to specify the node structure for this case.

A detailed examination\(^33\) has been made of the node structure of 1s2p \(^3\text{P}\) helium for very accurate wavefunctions. It should be noted that the nodal surface is not a simple plane passing through the origin in the three-dimensional space of one or the other of the electrons. The wavefunction is not the product function \( \Psi = 2s(1)2p(2) \) and its node structure is not that of the product function. The node structure is similar to that of the determinantal function and very much different from that of the product function.

DQMC calculations for atoms and molecules such as H\(_2\), H\(_3\), Be, H\(_2\)O, and HF using fixed-node structures obtained from optimized single-determinant SCF calculations typically recover more than 90 percent of the correlation energies of these species and yield total electronic energies lower than the lowest-energy analytic variational calculations. These results suggest that optimized single-determinant wavefunctions have node structures which are reasonably correct.

An investigation of the node structure of the wavefunction in the 30-dimensional configuration space of a 10-electron molecule is not an easy task, but it has been carried out for the water molecule. The node structure for the ground state is that suggested by earlier investigations for smaller systems. For a molecule with \( m \) spin-up electrons and \( n \) spin-down electrons the node structure is approximately that of the product of two functions, one for spin-up and the other for spin-down electrons. The \( 3m \)-dimensional configuration space of spin-up electrons is divided by a \( (3n - 1) \)-dimensional nodal hypersurface into two geometrically similar regions nested together face-to-face. The \( (3n - 1) \)-dimensional nodal hypersurface for the spin-down electrons has equivalent characteristics.

### 7 Importance Sampling

One very important means of improving the accuracies is the technique called “importance sampling” which was introduced by Grimm and Storer\(^34\) in 1971. As is clear from their work, one should be able to take advantage of prior knowledge of the properties of wavefunctions to make quantum calculations of many types more efficient. Such prior knowledge is available in the form of wavefunctions from analytic variational calculations at several levels of approximation. It is possible to obtain very high accuracies by extending diffusion quantum Monte Carlo calculations to calculate corrections to trial wavefunctions rather than the complete wavefunction. We discuss those correction methods in a separate
To obtain the importance-sampling version of diffusion quantum Monte Carlo, we first multiply the basic equation, Eq. (4) by a trial wavefunction \( \Psi_t \) and define a new term \( \nabla^2 f \) which is the product of the true wavefunction and the trial wavefunction. After several pages of rearrangement we obtain the basic equation for DQMC with importance sampling,

\[
\frac{\partial f}{\partial \tau} = \frac{\hbar^2}{2m} \nabla^2 f - \nabla \cdot (f \nabla \ln \Psi_t) - E_{\text{loc}} f .
\]  

(27)

The equation has terms on the right side corresponding to diffusion of walkers with a diffusion coefficient of \( \frac{\hbar^2}{2m} \), a drift term with a velocity given by \( \nabla \ln \Psi_t \), and a first-order rate term for the disappearance of walkers with a rate constant given by the local energy \( E_{\text{loc}} = \frac{\hbar^2}{2m} \) for the trial wavefunction.

In DQMC the simulation of Eq. (27) is carried out in the same way as the simulation of Eq. (9) except that additional walker movement is required by the drift term and walker multiplication depends on the local energy rather than the potential energy. The diffusion and drift terms can be separately simulated. If the trial function is simply a constant the drift term is zero, the local energy is equal to the local potential energy, and the expression reduces to that for diffusion without importance sampling.

The drift term acts to produce a drift of walkers in the direction of higher \( \Psi_t \). The walkers are thus concentrated in the more important regions and their distribution, if \( \Psi_t \) is accurate, approximates that of \( \Psi_t^2 \), the square of the true wavefunction. In the vicinity of a nodal surface the velocity, which may be written as \( \nabla \Psi_t / \Psi_t \), is increased and as \( \Psi_t \) approaches zero at the nodal surface, the drift velocity approaches infinity in a direction away from the surface. Walkers are thus prevented from crossing the nodes of the trial function.

The computation procedure for diffusion with drift is similar to that of the basic random walk procedure described above. At each time step the values of \( E_{\text{loc}} = \frac{\hbar^2}{2m} \) and the drift velocity \( \nabla \ln \Psi_t \) must be determined from the potential energy and from the first and second derivatives of the trial wavefunction. The drift distance is given by the product of the vector drift velocity and the time step. Multiplication is based on the local energy.

A calculation generates a distribution of walkers with a concentration corresponding to the value of the function \( f = \Psi \Psi_t \). For the determination of energies an average of local energies is used. Following Grimm and Storer\(^{34} \) one can obtain the expression giving the energy as the average of local energies for the \( f \)-particles or walkers. Multiplying the time-independent Schrödinger equation by the trial function we obtain at any point

\[
\Psi_t H \Psi = \Psi_t E \Psi .
\]  

(28)

Integrating over all space yields

\[
\int \Psi_t H \Psi dX = \int \Psi E \Psi_t dX .
\]  

(29)

The Hermitian properties of wavefunctions, for identical boundary conditions and symmetries, allow a permutation to yield

\[
\int \Psi H \Psi_t dX = \int \Psi E \Psi_t dX ,
\]  

(30)
which may be rewritten as
\[
\int \Psi \Psi_1 \frac{H \Psi_1}{\Psi_1} dX = E \int \Psi \Psi_1 dX . \tag{31}
\]
This may be rearranged to give the energy as
\[
E = \frac{\int \Psi H \Psi_1 dX}{\int \Psi \Psi_1 dX} \tag{32}
\]
or
\[
E = \frac{\int f E_{loc} dX}{\int f dX} . \tag{33}
\]
The equivalent Monte Carlo expression, for equally weighted samples based on \( f \), gives the energy as the average of local energies,
\[
E = \frac{\sum \frac{\Psi \Psi_1}{\Psi_1}}{\sum \frac{1}{1}} = \frac{\sum E_{loc}}{\sum 1} . \tag{34}
\]

The first applications in diffusion Monte Carlo were made for the nodeless ground state of the molecular ion \( \text{H}_2^+ \).\(^{35}\) The effect was a substantial improvement in accuracy from an energy of \(-1.3414 \pm 0.0043\) hartrees in an earlier calculation to \(-1.3439 \pm 0.0002\) hartrees in a similar calculation using importance sampling. The statistical error is reduced by a factor of about 20 and any systematic error is presumed to be similarly reduced.

The nodes of the trial function become the fixed nodes of the wavefunction which is the exact solution for the Schrödinger equation for boundary conditions corresponding to the fixed nodes. As for simple diffusion with fixed nodes the energy determined is an upper bound to the true energy.

Importance sampling may also be incorporated into GFQMC calculations. Although GFQMC calculations must treat walkers corresponding to the wavefunction itself rather than the product \( \Psi \Psi_0 \), one can repeatedly 'split' and/or 'kill' the \( \Psi \)-walkers to adjust their weights to be approximately inversely proportional to the local value of \( \Psi_0 \). If this is done the individual weights in the summations of Eq. (34) may be made approximately equal and the calculations made reasonably efficient.

### 8 Trial Wavefunctions

In VQMC the accuracy of the trial function determines directly the accuracy in the energy obtained in a calculation. With importance sampling in either DQMC or GFQMC for systems without nodes the energy determined is, in principle, independent of the trial function, and only the uncertainty in the energy depends on the trial function. With fixed-node DQMC or GFQMC methods applied to systems with nodes the accuracy in the energy depends only on the accuracy of the node locations, and the uncertainty in the energy depends on the overall accuracy of the entire wavefunction. In any case, a more accurate trial wavefunction will improve a calculation by reducing the statistical uncertainty, by lowering the energy toward the exact value, and/or by reducing the extent of any systematic error such as time-step error.
The ideal trial wavefunction is simple and compact, has simple easily evaluated first and second derivatives, and is accurate everywhere. Since the local energy must be evaluated repeatedly the computation effort required for the derivatives makes up a large part of the overall computation effort for many systems. The typical trial wavefunctions of analytic variational calculations are not often useful, since they are severely restricted in form by the requirement that they be amenable to analytic integrations. The QMC functions are essentially unrestricted in form since no analytic integrations are required. First and second derivatives of trial wavefunctions are needed, but differentiation is in general much easier than integration and most useful trial wavefunctions have reasonably simple analytical derivatives. In most analytic variational calculations to date it has not been possible include the interelectron distances $r_{ij}$ in the trial wavefunction and these wavefunctions are not usually "explicitly correlated", but for QMC calculations of all types "explicitly correlated" functions containing $r_{ij}$ are the norm.

A simple wavefunction for $H_2$ in its ground electronic state may be written as

$$
\Psi_0 = (e^{-a_{r_{1A}} + e^{-a_{r_{2A}}} + e^{-a_{r_{2B}}}}) e^{\frac{kr_{ij}}{1+cr_{ij}}}.
$$

In this the uncorrelated product of the two one-electron terms containing the electron-nucleus distances $r_{iN}$ is multiplied by a Bijl or Jastrow function incorporating $r_{ij}$,

$$
J = e^{\frac{kr_{ij}}{1+cr_{ij}}}.
$$

For most molecules even the simplest of trial wavefunctions is remarkably accurate. For hydrocarbons a single-determinant SCF function constructed with a minimal basis set and mildly optimized has an expectation value for the energy which corresponds to about 99 percent of the true energy. The nodes of these functions are also remarkably accurate and may be incorporated in functions giving 99.99 percent of the true energy. That is not quite good enough in many cases – an error of 0.01 percent for methane corresponds to 2.5 kcal/mole – but it is a very good start.

The typical trial wavefunction for QMC calculations on molecular systems consists of the product of a Slater determinant multiplied by a second function which accounts to some extent for electron correlation with use of interelectron distances. The trial wavefunctions are most often taken from relatively simple analytic variational calculations, in most cases from calculations at the SCF level. Thus, for the 10-electron system methane the trial function may be the product of the SCF function, which is a ten-by-ten determinant made up of two five-by-five determinants, and a Jastrow function for each pair of electrons,

$$
\Psi_0 = \text{det}^{\text{up}} \text{det}^{\text{down}} \exp \left( \sum_{i<j} \frac{br_{ij}}{1 + cr_{ij}} \right).
$$

The values of $b$ and $c$ may be specified as 1/2 for pairs of electrons with opposite spins and as 1/4 for pairs with identical spins. This avoids infinities in the local energy for two electrons at the same position. The Jastrow functions incorporate the main effects of electron-electron interactions and give a significant improvement over simple SCF trial functions.

More accurate, more flexible expressions are available and these have been used with
considerable success. Schmidt and Moskowitz\textsuperscript{38} explored functions of the type

\[
\Psi_0 = \det^{\uparrow \uparrow} \det^{\downarrow \downarrow} \exp \left( \sum_{i<j} \sum_k c_k (q_i^n q_j^l + q_j^n q_i^l) q_{ij}^m \right) \tag{38}
\]

in which \(n, l, \) and \(m\) are integers varying with \(k\), and \(q = r/(r + 1.0)\). This particular form has been evaluated by Schmidt and Moskowitz\textsuperscript{38} for a variety of molecular systems, and it has been used recently by Lüchow and Anderson\textsuperscript{39} for first-row hydrides and by Alexander and Coldwell\textsuperscript{40} for atomic systems. Modifications and extensions of the Schmidt-Moskowitz functional form have been investigated by Umrigar, Nightingale, and Runge\textsuperscript{26} and by Alexander and Coldwell.\textsuperscript{40}

A variety of functional forms has been used for several very small systems. These include the molecules \(\text{H}_2\), the ion \(\text{H}_2^+\), and the dimer \(\text{He-He}\) for which Hylleraas functions, Singer polynomials, and explicitly correlated Gaussian functions of very high accuracies have been used in QMC of all types.

The optimization of these functions has usually been carried out using the technique of minimizing the variance in local energies described by Conroy\textsuperscript{16} in the 1960’s. In fact, it has only rarely been done in any other way.

9 Fixed-Node Calculations

The problem of node locations – the “sign problem in quantum Monte Carlo” – remains one of the major obstacles to obtaining exact solutions for systems of more than a few electrons. In analytic variational calculations and in VQMC the locations of the nodal surfaces of a trial function may be and usually are optimized along with the rest of the wavefunction in the attempt to reach a minimum in the expectation value of the energy. In DQMC and GFQMC the node locations are not so easily varied. For systems of a few electrons – excited \(\text{H}_2\),\textsuperscript{41} \(\text{H}-\text{H}-\text{H}\),\textsuperscript{42,43} \(\text{He-He}\),\textsuperscript{44,45} \(\text{H-He}\) – the node problem can be overcome by exact cancellation methods\textsuperscript{40} (described below) and ‘exact’ solutions (i.e., solutions free of systematic error) can be obtained. But, in general, the method of choice for systems of more than about ten electrons is the fixed-node method. Although the fixed-node method is variational in nature and does not yield exact results, it is the only choice available for quantum Monte Carlo calculations on many larger systems. The fixed-node method is remarkably accurate, and it generally yields energies well below those of the best available analytic variational calculations.

The fixed-node method was first applied in DQMC calculations for the systems \(\text{H}^2\text{P}\), \(\text{H}_2^3\Sigma_u^+, \text{H}_4^1\Sigma_g-,\) and \(\text{Be}^1\Sigma\textsuperscript{47}\). The results indicated that very good energies could be obtained with node locations of relatively poor quality. Since the nodal surfaces of ground-state systems may be expected to be located in regions of low electron density (i.e., \(\Psi_0^2\)), one might expect the calculated energies to be insensitive to small departures in node locations from those of the true wavefunctions.

The fixed-node method is easily demonstrated for the case of the first excited state of a particle in a two-dimensional rectangular box. The true wavefunction has a nodal surface which is a line dividing the region into two rectangles - one in which the wavefunction is positive and the other in which the wavefunction is negative. The wavefunction is zero at the nodal line. A DQMC calculation performed for the positive region or for the negative
region using the true node line as a boundary on which the wave function is zero will produce the true wavefunction and energy for either region. If the true wavefunction is not known in advance, then similar calculations may be made in the same way using the node line of an approximate wavefunction. The energies for the two regions must be the same and for many systems and particularly for electronic systems, this can be assured by choosing a nodal surface which divides the overall space into two regions of the same shape so that one calculation is sufficient to determine the wavefunction and energy for both. The Schrödinger equation is solved exactly within the boundaries.

Unless the assumed nodal surface is exactly correct the overall wavefunction will not be exactly correct and the energy obtained will be an upper bound to the true energy. The fixed-node method is thus variational with respect to node locations. If the nodes are wrong the calculated energy will be higher than the true energy. Approximately correct nodal surfaces are most readily available from approximately correct wavefunctions provided by analytic variational calculations.

Fixed-node calculations may be carried out using the simple diffusion quantum Monte Carlo procedure described above. The nodal surface typically divides the configuration space into identical regions such that a calculation in only one region is required. The boundary condition of $\Psi = 0$ at the nodal surface is enforced by eliminating (killing) any walker which diffuses across a node. Energies may be calculated from the growth rate as described above using Eq. (19), but Eq. (20) is not applicable since walkers may disappear at the boundaries.

The molecule H$_2$ in its triplet state $^3\Sigma_u^+$ was one of the first molecules to be treated using the fixed-node quantum Monte Carlo method and it serves as a simple example. It has two electrons of like spin and a single nodal surface of five dimensions in the six-dimensional configuration space of the electrons, but because of symmetries the nodal surface is easily illustrated. The early variational calculations of James, Coolidge, and Present$^{48}$ give a fairly good energy and a reasonably accurate wavefunction for an internuclear distance of 1.6 bohrs. Their calculations were made with a number of approximate wavefunctions of increasing complexity and flexibility.

Fixed-node calculations$^{47}$ for H$_2$ $^3\Sigma_u^+$ at an internuclear separation of 1.4 bohrs were carried out using a nodal surface given by $\Psi = 0$ for $z_1 = z_2$ as suggested by the analytical wavefunctions. The value obtained for the energy, $-0.79 \pm 0.01$ hartrees, was in good agreement with the value of $-0.7831$ hartrees obtained in analytic variational calculations by Kolos and Roothaan$^{49}$ and a more accurate value $-0.7842$ hartrees from more recent calculations.$^{41}$

10 Exact Cancellation Method

The exact cancellation method overcomes the node problem for small systems and is thereby able to provide ‘exact’ solutions, i.e., solutions without systematic error and free of any physical or mathematical assumptions beyond those of the Schrödinger equation itself. The method has been applied successfully to a number of systems such as H-H-H, He-He, H-He, and He-He-He.$^{41-46}$

The method was proposed first by Arnow, Kalos, Lee, and Schmidt$^{50}$ in 1982 and was developed further with several practical improvements$^{41}$ in 1991. We describe the improved method here. In its latest form it incorporates some of the best features of fixed-
node, released-node, and other cancellation methods. It takes full advantage of the symmetric and antisymmetric properties of wavefunctions and it offers pairwise cancellations of walkers as well as self-cancellations and multiple collective cancellations.

The basic idea of cancellation is most easily illustrated with the case of the first excited state of the one-dimensional harmonic oscillator. A quantum Monte Carlo calculation for the excited state can be carried out with positive and negative walkers, initially separated left and right of center. In the absence of cancellation the two populations spread throughout the available configuration space, penetrate each other, and independently approach the symmetric distribution for the ground state. If positive and negative walkers in close proximity are occasionally allowed to cancel each other, the two populations tend to cancel each other and produce separated distributions in which the net population on the left of center is positive and that on the right of center is negative. Without any control a fluctuation in populations will eventually lead to the dominance of either positive or negative walkers and a ground-state distribution all positive or all negative. But, if the two populations are controlled to maintain equal numbers of positive and negative walkers and if cancellations are properly executed, the net distribution evolves to that of the first excited state with the node at the center.

There are several ways of cancelling positive and negative particles. Some of these are rigorously correct but not efficient and some are efficient but not rigorously correct. One might cancel positive and negative particles occupying the same position, but the probability of two walkers occupying the same position is vanishingly small. For a one-dimensional system such as the harmonic oscillator one could efficiently cancel walkers passing each other, but that opportunity is not available for systems of higher dimensionality. One might cancel walkers within an arbitrary distance of each other, but that would lead to a bias in the distributions. Fortunately, there is one way which is rigorously correct and reasonably efficient for systems of a few electrons: cancellation on the basis of the overlap of the distributions to which the walkers are moved, specifically on the basis of Green’s functions in GFQMC.

The distributions of weights for two walkers with weights \( W_1 \) and \( W_2 \) and and Green’s functions \( G_1 \) and \( G_2 \) overlap by an amount \( O_{\text{overlap}} \) given by

\[
O_{\text{overlap}} = \int \min(W_1 G_1, W_2 G_2) dX, 
\]

where \( \min(W_1 G_1, W_2 G_2) \) is the smaller of \( W_1 G_0(X, X'_1) \) and \( W_2 G_0(X, X'_2) \). If the distance \( R \) separating the two walkers at positions \( X'_1 \) and \( X'_2 \) is zero the overlap is equal to the lesser of the two weights. For large separations the overlap approaches zero.

The partial cancellation of a pair of walkers may be carried out by a Monte Carlo procedure which may be generalized to multiple collective cancellations if desired.

The move for the first walker of the pair is selected unconditionally from the distribution \( G_0(X, X'_1) \) and its weight at the new position \( X'_1 \) becomes

\[
W_{1\text{(new)}} = \frac{\max([s_1 W_1 G_1 - s_2 W_2 G_2], 0)}{s_1 G_1}. 
\]

The move for the second walker is treated similarly and its new weight is given by

\[
W_{2\text{(new)}} = \frac{\max([s_2 W_2 G_2 - s_1 W_1 G_1], 0)}{s_2 G_2}. 
\]
Two walkers of the same weight and opposite sign at the same position cancel completely. In the limit of large separation the Green’s function for the partner’s move falls to zero and each walker keeps its original weight.

For the exact cancellation on the basis of overlapping Green’s functions to be useful cancellations must occur often enough to maintain an adequate ratio of positive to negative walkers in regions where the wavefunction is positive and a similar ratio of negative to positive walkers in regions where the wavefunction is negative. Since there are multiple steady-state solutions for the ground state, fluctuations can shift the system from one solution to the other. In the case of the harmonic oscillator one solution is left-positive/right-negative and the other is left-negative/right-positive. To prevent shifts from one to the other and the resulting loss of information there must be an adequate number of walkers as well as an adequate cancellation rate. The required number of walkers and the required cancellation rate depend on the system investigated. Some systems are inherently more stable than others.

The energy for collections of positive and negative walkers may be determined with the aid of an importance sampling trial function having the same symmetry properties imposed on the collection. Equation (4) may be applied directly and, with the use of signs and weights, becomes

\[
E = \frac{\sum s_i W_i \Psi_0 \left( \frac{H\Psi_0}{\Psi_0} \right)_i}{\sum s_i W_i \Psi_0},
\]

where the summation is over all walkers.

The most efficient calculations are those for which the sum of positive products \(\Psi_0 \Psi_0\) (or \(s_i W_i \Psi_0 \Psi_0\)) is large compared to the sum of negative products \(\Psi_0 \Psi_0\) (or \(s_i W_i \Psi_0 \Psi_0\)). This gives the highest signal-to-noise ratio in computing the energy.

The obvious way of increasing walker density to produce a high signal-to-noise ratio is to increase the number of walkers up to the limit of available computer memory. Beyond that one can make full use of symmetry to concentrate walkers in a single region of configuration space. For example, a system with rotational symmetry can be rotated to place a specific electron of a walker configuration in a specific plane. This decreases the distance between them and increases the overlap. Similarly, electrons of the same spin can be ordered spatially by even numbers of permutations without changing the sign of their walker.

The choice of \(E\) affects the ratio of positive to negative walkers in several ways. Since \(E\) can be adjusted by arbitrary shifts in the zero of potential energy it can be chosen to optimize the ratio. The multiplication term \((V/E)\) can switch the sign of a walker when the \(V\) is positive and \(E\) is negative. Since \(E\) must be negative the switching of signs can be reduced by shifting the zero of potential energy to make \(V\) negative in most regions of configuration space.

With increasing numbers of electrons the cancellation rate falls rapidly and beyond about four electrons, except in special cases, exact cancellation calculations become unstable. The 4-electron system LiH is difficult to treat, but the 8-electron He\(_4\) system with usually well-separated atoms is well within the range of such calculations.
11 Difference Schemes

The difference $\delta$ between a true wavefunction $\Psi$ and a trial wavefunction $\Psi_0$ may be determined directly in quantum Monte Carlo calculations. For an analytic trial function from any source the difference $\delta$ may be calculated and used to correct the trial function to obtain a wavefunction of higher accuracy and a more accurate eigenvalue. Successive corrections offer the possibility of unlimited accuracies. Thus far, the number of applications has been very few and the method has not been utilized in treating the problem of node locations, but difference methods offer some very interesting opportunities.

For many atomic and molecular systems approximate wavefunctions are easily obtained from SCF calculations with modest basis sets and the expectation values of the energies for these wavefunctions are typically within a few percent of the exact energies. Unfortunately, this is not good enough for most purposes. Nevertheless, such a wavefunction contains a significant amount of information and can provide a starting point for more accurate calculations.

Importance sampling, difference schemes, and their combinations all have the desirable characteristic of giving small errors for good trial wavefunctions and no errors in the limit of exact trial wavefunctions. Difference calculations have the additional desirable characteristic of correcting good trial wavefunctions to obtain better ones. Rather than calculate a complete wavefunction one may calculate the much smaller correction to a trial wavefunction. The statistical error normally associated with Monte Carlo calculations may then be limited to the correction term and thus reduced in size.

The difference method has been reported in two forms: first for simple diffusion QMC and second for importance sampling diffusion QMC with drift. In the case of simple diffusion one calculates the difference $\delta$ between a true wavefunction $\Psi$ and a trial wavefunction $\Psi_0$ defined according to

$$\delta(X, \tau) = \Psi(X, \tau) - \Psi_0(X, \tau).$$

Substituting for $\Psi$ in Eq. (4) and specifying $\Psi_0$ as fixed in time we obtain an equation for the change in $\delta$ with time

$$\frac{\partial \delta}{\partial \tau} = \frac{\hbar^2}{2m} \nabla^2 \delta - V \delta + \frac{\hbar^2}{2m} \nabla^2 \Psi_0 - V \Psi_0.$$

The equation is similar to Eq. (4). In addition to the diffusion and multiplication terms of Eq. (4) it has the term in brackets which corresponds to a distributed source fixed in time but varying with position.

As in simple diffusion QMC it is convenient to define the potential energy $V$ of Eq. (44) with respect to a reference energy $E_{ref}$. With this Eq. (44) becomes

$$\frac{\partial \delta}{\partial \tau} = \frac{\hbar^2}{2m} \nabla^2 \delta - (V - E_{ref})\delta + S.$$

The source term $S(X)$ may also be written in terms of the local energy $E_{loc} = H\Psi_0/\Psi_0$ at $X$ for the trial wavefunction. The source term then becomes

$$S(X) = -(E_{loc} - E_{ref})\Psi_0.$$

The source term has the desirable property that as $\Psi_0$ approaches the true wavefunction and $E_{ref}$ is adjusted to to equal the true energy $E$ the term approaches zero everywhere.
The procedure for determining \( \delta \) is that same as that determining \( \Psi \) directly except that additional walkers are fed to the system at each time step as required by the source term. Additional walkers are fed to the system with a probability proportional to \( \rho \) at each point in space. These may be positive- or negative-valued depending on the local sign of \( \rho \). When the reference energy \( E_{\text{ref}} \) is adjusted to maintain a fixed net weight (normally zero) of walkers their distribution approaches that of the function \( \delta \).

The continued feed of positive and negative \( \delta \)-walkers leads in time to a large number of walkers in the system and it is necessary to control their number in some way. Cancellation of positive and negative walkers beyond a specified age – i.e., elapsed time since being fed – is perhaps the simplest means. With increasing age walkers fed at any location tend to the same distribution and they may be selected at random for cancellation. The energy \( E \) associated with a steady-state distribution may be evaluated from the reference energy \( E_{\text{ref}} \) required to maintain a fixed net weight of walkers.

The possibilities for successive corrections are apparent. The difference \( \delta \) determined in a calculation with an input trial wavefunction \( \Psi_0 \) may be added to \( \Psi_0 \) to obtain an improved trial wavefunction \( \Psi_1 \). This, in turn, may be used as the input for a second calculation yielding \( \delta_2 \) and a second correction \( \delta_2 \). The procedure may be extended to produce a series of functions \( \Psi_1, \Psi_2, \Psi_3, \ldots \) of increasing accuracy.

The simple difference scheme above may be combined with the importance sampling method of Grimm and Storer. 

\[ g = (\Psi - \Psi_0)\Psi_0. \]  

When Eq. (47) is introduced to Eq. (27) we obtain upon rearrangement an equation for the feed, diffusion, drift, and multiplication of \( g \)-walkers,

\[
\frac{\partial g}{\partial \tau} = \frac{\hbar^2}{2m} \nabla^2 f - \nabla \cdot (f \nabla \ln \Psi_0) - \left( \frac{H\Psi_0}{\Psi_0} - E_{\text{ref}} \right) g
\]

\[
+ \left[ - \left( \frac{H\Psi_0}{\Psi_0} - E_{\text{ref}} \right) \Psi_0^2 \right]
\]

When \( \Psi_0 \) approaches the true wavefunction and \( E_{\text{ref}} \) approaches \( E \), the feed and multiplication terms both approach zero.

The last term in Eq. (48) is the source term \( S \) which may be written as

\[ S(X) = \left[ -(E_{\text{loc}} - E_{\text{ref}})\Psi_0^2 \right] \]  

or, in a more convenient form using the expectation value of energy \( E_{\text{var}} \),

\[ S(X) = \left[ -(E_{\text{loc}} - E_{\text{var}})\Psi_0^2 \right] + \left[ -(E_{\text{var}} - E_{\text{ref}})\Psi_0^2 \right]. \]

The procedure for determining the difference term \( g \) is similar to that for determining the difference \( \delta \) described above. In this case, however, the \( g \)-walkers are subject to drift as in a conventional importance sampling calculation to determine \( f \). As in calculating \( \delta \) it is necessary to control the number of walkers and cancellation of positive and negative walkers beyond a specified age has been found effective. Applications to obtain energies of high accuracy for several systems have recently been described.

Some of the most interesting prospective applications are those for systems of 10 to 100 or more electrons for which the available trial wavefunctions are SCF wavefunctions.
These are easily generated along with accurate values for many of integrals required in sampling the source terms for difference calculations. The functions are relatively smooth and may allow reasonably large time-steps with minimal time-step error. An even more interesting possibility - that of an extension to correct node locations - remains an elusive but tantalizing target.

12 Excited States

Both DQMC and GFQMC provide the lowest-energy solution to the Schrödinger equation subject to any constraints which may be imposed on the solution. For excited states one must impose the necessary constraints. In some cases this is relatively easy to do but in others it is difficult or as yet impossible. For these cases alternate methods are available: in particular, a matrix procedure applied to the evolution of several states at once in imaginary time.

The fixed-node method may be used for excited states when the nodes are known in advance as in the case of the $^3P$ helium atom for which the nodal surface occurs at $r_1 = r_2$. For electronic systems of more than two electrons such a specification cannot be made in advance, but for vibrations of diatomic and polyatomic molecules the nodes for many modes of vibration can be specified from geometric considerations. Thus, fixed-node calculations have a place in calculations for excited states – especially for the first few states of small systems.

In GFQMC calculations with exact cancellation the unique symmetry of a desired state may be imposed at each step of a calculation together with importance sampling using a trial function of the same symmetry. This procedure has been used successfully to determine energies in the region of the Jahn-Teller cusp of the H-H-H potential energy surface at which symmetric and antisymmetric potential energy surfaces cross.

One may also impose the restriction of orthogonality to a ground or other lower state if the wavefunction for that state is known. If the wavefunction for the lower state of interest is not known explicitly, it may be possible to generate it in the form of a distribution of walkers in concommitant Monte Carlo calculations and the excited state distribution may then be restricted to a (net) zero overlap with the ground state. Several example systems have been treated in this way.

The matrix procedure applied to the time evolution of states requires only a single distribution of walkers propagated with a guide function as in importance sampling. Using a basis set of $N$ trial wavefunctions one obtains the evolution of $N$ states and their energies from the matrix elements between basis functions. The variance in energies increases exponentially with number of steps as for the released-node method. Nevertheless, excellent results have been obtained for the vibrations of H$_2$CO with as many as eight levels of vibration each of several modes determined with very high accuracy.

13 Use of Pseudopotentials

Quantum Monte Carlo calculations, like analytic variational calculations, can be considerably simplified – without a great loss in accuracy – by the use of effective potentials to replace core electrons close to the nuclei. In general, it has been found as expected that
as in analytic variational calculations with effective potentials or with frozen core basis sets, the energies of the core electrons and their effect on valence electrons will be almost exactly cancelled in subtracting to obtain relative energies for nearly identical systems. Since the energies of core electrons in heavy atoms are usually very much greater than the energies of valence electrons, including core electrons in QMC calculations is very much more expensive computationally when statistical error in the total energy must be reduced. In terms of local energy the core electrons are very 'noisy' and they contribute a disproportionate share of the variance in local energies. In addition, the sharper gradients in the core region lead to a requirement of much smaller time steps for accuracy in treating core electrons. The acceptable time-step size is much larger for outer electrons. The advantages of eliminating core electrons are large in proportion to the number of core electrons eliminated.

When core electrons are eliminated the Hamiltonian for the valence electrons of an atom becomes

\[
\hat{H}_{\text{val}} = -\sum_i \frac{Z_{eff}}{r_i} + \sum_{i<j} \frac{1}{r_{ij}} + \sum_i \hat{W}_i .
\]

(51)

where the electrons are indexed \(i\) and \(j\). \(Z_{eff}\) is an effective nuclear charge and \(\hat{W}_i\) is a pseudopotential operator for electron \(i\).

The effective potentials normally used in analytic variational calculations are non-local potentials which involve angular projection operators which cannot be simply transferred into QMC calculations. In the earliest QMC calculations to use effective potentials Hurley and Christiansen\textsuperscript{56} and Hammond, Reynolds, and Lester\textsuperscript{57} avoided this difficulty with the use of local potentials defined in terms of trial wavefunctions. The use of effective potentials is, by its nature, not exact and introduces systematic errors which, in most cases thus far, have been found to be small. In later work non-local effective potentials\textsuperscript{58–60} have been used with success as have their more-complex counterparts, effective Hamiltonians. These too introduce systematic errors of finite size, but the errors are not easily analyzed and for that reason it is difficult to make judgements about the relative merits of the several methods.

The results of calculations using effective core potentials of the several types may be compared with experimental measurements, but more useful comparisons can be made with all-electron calculations for the same systems. For example, in studying the use of effective core potentials in QMC calculations Lao and Christiansen\textsuperscript{61} calculated the valence correlation energy for Ne and found excellent agreement with previous full-CI benchmark calculations. They recovered 98 to 100 percent of the valence correlation energy and could detect no significant error due to the effective potential approximation.

The advantage of the use of pseudopotentials is very dramatically illustrated by DQMC calculations for the Fe atom carried out by Mitas\textsuperscript{62} for (a) all-electrons, (b) for a neon-core pseudopotential, and (c) for an argon-core pseudopotential. The relative calculation effort for a fixed statistical uncertainty was in the same order (a) 6250, (b) 60, (c) 1 . Thus, the appeal of pseudopotentials very strong. Of course, the additional (systematic) uncertainty introduced with the use of pseudopotentials is a disadvantage. Additional work will undoubtedly resolve the relative advantages and disadvantages.

A sampling of studies using effective potentials, model potentials, effective Hamiltonians, and related devices is given in Table 2. The entries range from the three-electron case
Table 2. A sampling of QMC calculations with pseudopotentials.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Ref.</th>
<th>Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hammond, Reynolds, and Lester (1987)</td>
<td>57</td>
<td>Li/Li⁺, Na/Na⁺</td>
</tr>
<tr>
<td>Hurley and Christiansen (1987)</td>
<td>56</td>
<td>Li/Li⁻, K/K⁻</td>
</tr>
<tr>
<td>Fahy, Wang, and Louie (1988)</td>
<td>63</td>
<td>Solid C(diamond)</td>
</tr>
<tr>
<td>Christiansen and LaJohn (1988)</td>
<td>64</td>
<td>Mg/Mg⁺</td>
</tr>
<tr>
<td>Yoshida, Mizushima, and Iguchi (1988)</td>
<td>65</td>
<td>Cl/Cl⁻</td>
</tr>
<tr>
<td>Carlson, Moskowitz, and Schmidt (1989)</td>
<td>66</td>
<td>Li/LiH, Li₂/2 Li</td>
</tr>
<tr>
<td>Bachelet, Ceperley, and Chiocchetti</td>
<td>60</td>
<td>Na₂/Na/Na⁻/Na⁺/Na⁺</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mg, Si, Cl dimers and ions</td>
</tr>
<tr>
<td>Fahy, Wang, and Louie (1990)</td>
<td>67</td>
<td>Solid C(diamond), solid Si</td>
</tr>
<tr>
<td>Li, Ceperley, and Martin (1991)</td>
<td>68</td>
<td>Solid Si/Si</td>
</tr>
<tr>
<td>Shirley, Ceperley, and Martin (1991)</td>
<td>69</td>
<td>Be/Be⁺, Na/Na⁺, Sc/SC⁺</td>
</tr>
<tr>
<td>Flad, Savin, and Preuss (1992)</td>
<td>59</td>
<td>Be/Be⁺, also Mg, Ca, Sr, Ba, Li, Na, K mixed dimers</td>
</tr>
<tr>
<td>Schrader, Yoshida, and Iguchi (1993)</td>
<td>70</td>
<td>PsF/Ps+F, PsCl/Ps+Cl</td>
</tr>
<tr>
<td>Belohorec, Rothstein, and Vrbik (1993)</td>
<td>71</td>
<td>CuH (several states)</td>
</tr>
<tr>
<td>Tanaka (1993)</td>
<td>72</td>
<td>Solid NiO</td>
</tr>
<tr>
<td>Rajagopal, Needs, Kenny, Foulkes, and James (1994)</td>
<td>73</td>
<td>Solid Ge</td>
</tr>
<tr>
<td>Mitas (1994)</td>
<td>62</td>
<td>Fe/Fe⁺/Fe⁻</td>
</tr>
<tr>
<td>Mitas and Martin (1994)</td>
<td>74</td>
<td>N, N₂, solid N, solid N₂</td>
</tr>
<tr>
<td>Grossman, Mitas, and Raghavachari (1995)</td>
<td>75</td>
<td>C_{10}, C_{20}</td>
</tr>
<tr>
<td>Greeff and Lester (1997)</td>
<td>76</td>
<td>SiₙHₙ</td>
</tr>
<tr>
<td>Williamson, Rajagopal, Needs, Fraser, Foulkes, Wang, and Chou (1997)</td>
<td>77</td>
<td>Solid Si (1000 electrons)</td>
</tr>
</tbody>
</table>

of the Li atom, one of the earliest to be studied, to Cl atoms using neon-core pseudopotentials, to the atoms Al, Sc, and Fe, to clusters of Si and of silicon hydrides, to the diamond structure of solid C and Si, as well as that of GaAs.
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In these notes, we present the basis of path integral techniques for indistinguishable and boson particles. The numerical evaluations of physical equilibrium properties needs an accurate action for the many body problem and an efficient algorithm to sample the paths.

1 Introduction

Feynman’s path integral formulation of quantum mechanics has been proven to be very well suited to condensed boson systems, such as liquid or solid $^4$He, and fermion systems, such as liquid or solid $^3$He or a hydrogen plasma. Here we focus on problems than can be described by the following non-relativistic Hamiltonian:

\begin{equation}
\mathcal{H} = -\sum_{i=1}^{N} \lambda_i \nabla_i^2 + \sum_{i<j} v(|\mathbf{r}_i - \mathbf{r}_j|)
\end{equation}

where $N$ is the number of particles and $\lambda_i = \hbar^2 / 2m_i$. The pair potential is exactly known for hydrogen plasma ($v(r) = Z_i Z_j e^2 / r$) and also very well known for the interaction between helium atoms.\textsuperscript{2} The same method applies for both the smoother but long range Coulomb potential and for the short range but strongly repulsive interaction between helium atoms.

These notes are taken from the most part from the review article\textsuperscript{1} “Path Integrals in theory of condensed helium” published in Rev. Mod. Phys. 67 280 (1995) where the reader can find many more details concerning path integral techniques as well as the physics of condensed helium.\textsuperscript{4} In these notes we give a minimum needed to start with path integral computations.

The second part of the notes is devoted to the exact mapping of the quantum problem to a classical one and general considerations on how path integrals are done. Because most interesting physical quantum systems deal with indistinguishable particles, the second part is about Bose systems.
2 Mapping of the Quantum to a Classical Problem

All static properties of quantum system in thermal equilibrium are obtained from the thermal density matrix. It can be defined in terms of the exact eigenvalues and eigenfunctions:

$$\rho = e^{-\beta H} = \sum_i |\phi_i\rangle e^{-\beta E_i} \langle \phi_i|.$$  \hspace{1cm} (2)

The equilibrium value of an operator $\mathcal{O}$ is:

$$\langle \mathcal{O} \rangle = Z^{-1} \text{Tr} \rho \mathcal{O} = Z^{-1} \sum_i e^{-\beta E_i} \langle \phi_i | \mathcal{O} | \phi_i \rangle,$$ \hspace{1cm} (3)

where $Z$ is the partition function:

$$Z = \text{Tr} \rho = \sum_i e^{-\beta E_i}.$$ \hspace{1cm} (4)

In the previous equations, the traces have been expressed in the eigenfunction basis. In the following we shall work exclusively in a position basis where particles are labeled. In such a basis, the density matrix elements are non-negative and can be interpreted as probabilities. The density matrix elements are thus defined as:

$$\rho(R, R'; \beta) \equiv \langle R | e^{-\beta H} | R' \rangle = \sum_i \phi_i^*(R) e^{-\beta E_i} \phi_i(R'),$$ \hspace{1cm} (5)

where $R = (x^{(i)}, \ldots, x^{(N)})$, and $x^{(i)}$ is the position of the $i$th particle. In space dimension 3, $\rho(R, R'; \beta)$ is, in general, a function of $6N + 1$ variables. In position representation, Eqs. (3-4) become:

$$\langle \mathcal{O} \rangle = Z^{-1} \int dR \langle R | \mathcal{O} | R \rangle \hspace{1cm} \text{with} \hspace{1cm} (6)$$

$$Z = \int dR \rho(R, R'; \beta),$$ \hspace{1cm} (7)

where the identity $\mathbb{I} = \int dR' \langle R' | R \rangle$ is introduced. From the definition of $\rho(\beta)$ (Eq. 2), one derives the Bloch Equation:

$$-\frac{\partial \rho}{\partial \beta} = \mathcal{H} \rho$$ \hspace{1cm} (8)

with the initial condition $\rho(0) = \mathbb{I}$, which reads $\rho(R, R'; 0) = \delta(R - R')$ in the position representation.

2.1 Basis of Path Integral

The following equation is the basis of the path integral method:

$$\rho(\beta_1 + \beta_2) = e^{-(\beta_1 + \beta_2)\mathcal{H}} = e^{-\beta_1 \mathcal{H}} e^{-\beta_2 \mathcal{H}},$$ \hspace{1cm} (9)
and in position representation:

\[ \langle R' | \rho(\beta_1 + \beta_2) | R'' \rangle = \int dR'' \langle R' \rangle e^{-\beta_1 \mathcal{H}} \langle R'' \rangle e^{-\beta_2 \mathcal{H}} | R'' \rangle, \]

(10)

\[ \rho(R', R''; \beta_1 + \beta_2) = \int dR'' \rho(R', R''; \beta_1) \rho(R'', R' ; \beta_2) \]

(11)

By repeating this process \( M \) times, one has:

\[ e^{-\beta \mathcal{H}} = (e^{-\tau \mathcal{H}})^M \]

(12)

\[ \rho(R_0, R_M; \beta) = \int \cdots \int dR_1 dR_2 \cdots dR_{M-1} \rho(R_0, R_1; \tau) \]

\[ \times \rho(R_1, R_2; \tau) \cdots \rho(R_{M-1}, R_M; \tau), \]

(13)

where \( \tau = \beta / M \) is called the time step. The succession of the points \( (R_0, R_1, \ldots, R_M) \) is called a path. Note that Eq. (13) is exact for any \( M > 0 \). In the limit \( M \to \infty \), the path becomes continuous, but its derivative will be discontinuous at almost all points on the path. Equation (13) is useful because we can find sufficiently accurate analytical approximations of the density matrix at small \( \tau \).

In order to go further, we explicitly use the Hamiltonian. Let us suppose it is split in two pieces:

\[ \mathcal{H} = T + V, \]

(14)

where \( T \) and \( V \) are the kinetic and potential operators which, in general, do not commute. The primitive approximation neglects all commutators between \( T \) and \( V \):

\[ e^{-\tau \mathcal{H}} \approx e^{-\tau T} e^{-\tau V}, \]

(15)

where the error is proportional to \( \tau^2 \). One can think that such approximation will lead to large error when the number of steps \( M \) increases (\( \tau = \beta / M \to 0 \)). But, the Trotter formula shows this is a well controlled process provided the operators are bounded below:

\[ e^{-\beta \mathcal{H}} = \lim_{M \to \infty} \left[ e^{-\frac{\beta T}{M}} e^{-\frac{\beta V}{M}} \right]^M. \]

(16)

We now write the primitive approximation Eq. (15) in the position representation:

\[ \rho(R, R'; \tau) \approx \int dR'' \langle R' | e^{-\tau T} | R'' \rangle \langle R'' | e^{-\tau V} | R' \rangle. \]

(17)

Usually the potential is diagonal in position representation:

\[ \langle R'' | \exp(-\tau V) | R' \rangle = \exp(-\tau V(R')) \delta(R'' - R'). \]

(18)

The kinetic operator is diagonal in the reciprocal space. In a 3-dimensional box of length \( L \), the free particle density matrix elements reads:

\[ \rho_0(R, R'; \tau) = \langle R | e^{-\tau T} | R' \rangle \]

\[ = \sum_n L^{-3N} e^{-\tau \lambda n^2 / L^2} e^{-2i\pi n \cdot (R - R') / L} \]

\[ = \frac{1}{(4\pi \lambda \tau)^{3N/2}} \exp\left( -\frac{(R - R')^2}{4\lambda \tau} \right), \]

(19)
where \( \mathbf{n} \) is a vector with integer components and the last equality holds when the “size” of a particle (its thermal wavelength) is much smaller than the size of the box:\(^4\)

\[
\tau \lambda \ll L^2.
\]  

(20)

Inserting these expressions (Eqs. 18-19) in the primitive approximation (Eq. 17) and using it in Eq. (13) gives:

\[
\rho(R_0, R_M; \beta) = \int \ldots \int dR_1 dR_2 \ldots dR_{M-1}
\]

\[
\frac{1}{(4\pi \tau)^{3NM/2}} \exp \left( - \sum_{m=1}^{M} \left[ \frac{(R_{m-1} - R_m)^2}{4\lambda \tau} + \tau V(R_m) \right] \right).
\]  

(21)

Thus the density matrix can be calculated at any temperature from an integral over the paths \( R_1, \ldots, R_{M-1} \). Such an integral looks like a partition function of some classical system. In particular, we see here that the integrand is always non-negative and can be interpreted as a probability; an essential property for Monte Carlo simulations.

2.2 Classical Isomorphism

We have now all pieces to understand the classical isomorphism. Let us start with a single particle where \( V \) might be some external potential. The path consists of a list of points \( r_0, \ldots, r_M \). In Eq. (21), the first term in the exponential \( (r_{m-1} - r_m)^2/4\lambda \tau \) can be interpreted as the energy of a spring. Thus, a path is interpreted as a polymer where only first neighbors in the chain are connected with springs. Moving a quantum particle is equivalent to evolve this polymer.\(^5\) If we have many free particles, using the identity

\[
\sum_{m=1}^{M} (R_{m-1} - R_m)^2 = \sum_{m=1}^{M} \sum_{i=1}^{N} (r^{(i)}_{m-1} - r^{(i)}_m)^2 = \sum_{i=1}^{N} \sum_{m=1}^{M} (r^{(i)}_{m-1} - r^{(i)}_m)^2,
\]  

(22)

we see that each particle can be interpreted as a polymer with strings connecting nearest neighbors in each chain. Thus quantum particles are represented by polymers in Path Integral language. Now adding the potential interaction between particles does not change this picture (see Fig. 1). We only have interacting polymers. But these polymers are simpler than classical polymers as the potential interactions occur only at the same “time” in the path. Indeed, in Eq. (21), the potential term depends only on \( R_m \), which means that only the beads of the paths at the same time (\( \tau \text{MHz} \)) interact. In a real polymer, all beads interact with each other.

Most of the equilibrium quantities, such as energies, are obtained from the partition function (see Eq. (7)). In that case, the starting and ending beads of the polymers are the same: \( R_M \equiv R_0 \) (see Fig. 2). Quantum particles are represented by ring polymers, and the paths expression is symmetric under a cyclic permutation of \( (R_0, \ldots, R_{M-1}) \), thus any time can be chosen as a reference time. Note that this is true only for ring polymers. It is very instructive to keep in mind this picture that quantum particles are mapped on “classical polymers” with specific interactions.
Figure 1. Cartoon of a path for 3 particles (A, B, C) with $M = 4$, $\tau = \beta/4$. The kinetic terms are represented by zig-zag lines and potential by dotted lines. Note that dotted lines connect only beads of the polymers at the same time.

Figure 2. The trace of the close paths of six helium atoms at a temperature of $2K$ with $M = 80$. Straight lines (kinetic term) connect successive beads of the polymers. The filled circles are markers for the (arbitrary) beginning of the path. The paths have been replicated using the periodic conditions. The dashed lines represent the simulation cell.

2.3 Definition of the Action

The action is defined as minus the logarithm of the density matrix. For a given link $m$ (see Eq. 13), one has:

$$S_m \equiv S(R_{m-1}, R_m; \tau) \equiv -\ln[\rho(R_{m-1}, R_m; \tau)].$$

(23)
Then, the exact path integral expression (Eq. 13) becomes:

\[ \rho(R_0, R_M; \beta) = \int \cdots \int dR_1 dR_2 \cdots dR_{M-1} \exp \left( -\sum_{m=1}^{M} S_m \right). \]  

(24)

The action has an exact kinetic (free particle) contribution denoted \( K_m \):

\[ K_m = \frac{3N}{2} \ln(4\pi \lambda \tau) + \frac{(R_{m-1} - R_m)^2}{4\lambda \tau} \]  

(25)

All the rest of the action is the interaction (potential) contribution:

\[ U_m \equiv U(R_{m-1}, R_m; \tau) = S_m - K_m \]  

(26)

The primitive approximation reads:

\[ U_m \equiv \frac{\tau}{2} \left[ V(R_{m-1}) + V(R_m) \right], \]  

(27)

where Eq. (18) has been symmetrized, a property of the exact action.\(^5\) Note this symmetrized form of the primitive action leaves unchanged Eq. (21) only for ring polymers where \( R_0 \equiv R_M \).

With the primitive action one usually will need a large number of beads to get accurate properties, because this approximation is correct only at very small \( \tau \) (high temperature). Semi-classical expansions give expressions which are even more singular at short distances (as they involve derivatives of the potential which are usually singular at the origin). But, one can considerably reduce the number of beads by solving “exactly” all partial two body problems.\(^1\) It is then possible to write an \( N \)-body action that will be good as long as three body collisions are negligible. For helium such a good action is obtained at \( \tau = 1/40K \). See the review for how to get a “good” action.

### 2.4 Sampling the Path

Once, one has the “best” available action for the many-body system, one has to define the moves. Path Integral methods are usually used within the context of generalized Metropolis, or Markov chain Monte Carlo methods. Other contributions will consider the possibility of using Molecular Dynamics methods to sample path space, but such methods are not applicable when quantum statistics are important.

#### 2.4.1 Displacement

The simplest move consists in a translation of the whole path of a given number of particles. Such a move will not change the relative positions of the beads inside each polymer. Therefore, it does not change the kinetic energy. But they do change the potential energy as they do with classical Monte Carlo, though without relaxation of the internal bead position the potential so computed will be biased. Displacement moves are efficient to evaluate the potential energy, especially in the weak coupling regime.
2.4.2 Multislice Moves

To change the kinetic energy, one has to move the relative positions of the beads inside the polymer. Moving only one bead is very inefficient because of the springs connecting a bead with its neighbors. Thus it is necessary to have moves that will change several adjacent time-slices of the polymer. In practice, one cuts a slice \( r_m^{(i)} \ldots r_{m+l-1}^{(i)} \) of the polymer, and samples a new path starting at \( r_m^{(i)} \) and finishing at \( r_{m+l}^{(i)} \). Several algorithms may be used to reconstruct the path. One can start at one end and build a path constrained to reach the other end. One can also use the bisection algorithm which first samples the mid point and if it is accepted, it then sample the mid point of each link, and so on. The efficiency of each algorithm is problem dependent. For most simulations of dense systems the bisection algorithm has been successful. The choice of the number of slices \( l \) of the polymer which is moved may be fixed or even better may be chosen at random. Multislice moves change the center of mass of the polymer and a change in the potential energy also. One can think such moves are enough, but in practice, it is always better to allow as many types of moves as possible.

2.4.3 Acceptance Ratio

All kind of moves may be tried, but we do not want to waste computer time trying moves that will be always rejected. On the other hand, when all moves are always accepted, we might worry about really moving in the phase space. In classical Monte Carlo, the parameters of the moves are usually chosen to get acceptance ratio of roughly \( 1/2 \). For moves with no good \textit{a priori} sampling distribution, an acceptance ratio of \( 1/2 \) is correct. But when we have a very good \textit{a priori} sampling distribution, for example at very small \( \tau \), the acceptance ratio gets naturally close to 1. It is of great importance to check the acceptance ratio for each type of moves. For example, in the bisection algorithm, we often have a poor sampling distribution at the first levels and the acceptance ratio is small, but when a path is eventually accepted, it has moved far away. Then the rest of the path gets better chance to succeed as the sampling action gets better (because it corresponds to smaller \( \tau \)). In this algorithm, the time spent to evolve points with a poor action is much smaller than the time spent to evolve points with a good action.

3 Bose Symmetry

The Bose density matrix must be completely symmetric under any permutation of particle labels. It is also the solution of the Bloch equation (Eq. 8) with the symmetrized initial condition:

\[
\rho_B(R, R'; 0) = \frac{1}{N!} \sum_{\mathcal{P}} \delta(R - \mathcal{P}R') \tag{28}
\]

If \( \rho \) is solution for distinguishable particles, then the Bose density matrix is written in position representation:

\[
\rho_B(R, R'; \beta) = \frac{1}{N!} \sum_{\mathcal{P}} \rho(R, \mathcal{P}R'; \beta) \tag{29}
\]
The bad news is that we have now to evaluate \( N! \) terms and there is no efficient algorithm to calculate it explicitly; in mathematics it is called a “permanent.” The good news is that all terms are positive and therefore the sum can be sampled by Monte Carlo. One has an additional discrete variable \( P \), a variable in the permutation space of \( N! \) elements. Thus one has only to add another type of move to the list of Monte Carlo moves.

At high temperature, the identity permutation dominates, while at zero temperature, all permutations have equal an probability. In classical polymer language, the action of a cyclic permutation \( P \) with cycle length \( n \), consists in opening the ring polymers involved in this permutation and making a single polymer out of them\(^7\) with \( nM \) beads. Typically only 2, 3 and 4-body ring permutations are tried (see the Appendix). They have the highest probability of success and are enough to walk through the permutation space, because all permutations can always be written as a product of pair permutations. The permutation sampled after \( p \) Monte Carlo steps is the product of all the accepted permutation moves since the beginning of the simulation.

Using the classical isomorphism, one can now see how the permutations allow new physics: when the temperature decreases, the particles are less and less localized (the number of beads increases), but two adjacent beads of a polymer are still constrained by the kinetic action which prevents the decrease of the kinetic energy. At low temperature, the ring-polymers try to be as elongated as possible. When two of them collide (which means some of the same-time-beads are close together), only a few beads are concerned. Then when the pair-permutation is tried, it is tried on these few beads: in both polymers, the slices at the same times are cut and new paths connecting polymer 1 to polymer 2 are built. If this move is been accepted, we are left with a ring-polymer with twice as much beads. The resulting polymer is more spread out so the kinetic energy has decreased. At high temperature, the number of beads is small and a polymer looks like a ball and the probability to have exchanging polymers is small. As the temperature decreases, the number of beads increases and the probability of alignment increases. First to appear are pair permutations. Longer cycles appear as the temperature is lowered.

By still decreasing the temperature, more and more polymers join to build longer ones. At some temperature, like in a percolation transition, a polymer of macroscopic size forms, connecting all portions of the systems. When this happens, there is a phase transition, and we have a fraction of the atoms in a superfluid phase. Properties of the transition can be calculated within PIMC. In a periodic system, the order parameter is measured by the winding number: the number of times a polymer wraps around the periodic boundary conditions. With a winding polymer, it is not possible to enclose the polymer completely in the simulation cell by only moving the center of the periodic box. This transition does not change much the local arrangement of particles and thus the pair correlation function changes very little around the transition.

4 Applications

We close the paper with a short list of applications for atomic and molecular problems that have been done using PIMC.
4.1 Boltzmannons

First, there are applications considering only the diffraction effects of quantum mechanics and not the effect of statistics. This is important when the thermal wave length associated with the particles is no longer negligible with respect to the mean spacing between them. Examples are systems of helium atoms or hydrogen molecules for $T > 5K$. These calculations are often quantum corrections to the classical results. Some examples are:

- Quantum effects on the kinetic energy of helium and heavier atoms.$^8$
- Quantum effects on solids, melting or liquid-vapor transitions: $i$) the isotopic shift of the helium melting transition,$^9$ $ii$) Debye-Waller factor of solid helium,$^{10}$ $iii$) quantum effects on the critical point of helium.$^{11}$
- Atoms and molecules on various surfaces: $i$) rotations of molecules on a surface,$^{12}$ $ii$) wetting transition of helium.$^{13}$
- Quantum effects on excess volumes of liquid hydrogen and neon mixtures.$^{14}$

4.2 Bosons

There are a number of calculations concerned with the superfluid transition of $^4He$. Because $^4He$ is one of the simplest bosonic system for experimentalists as well as for theoreticians, it has been studied also in inhomogeneous conditions:

- droplets: superfluidity in doped helium/hydrogen droplets$^{15}$
- hydrogen molecules can also Bose condensed and have been studied on surfaces, in mixture with helium and in confined geometry. For a review of bosons in surfaces geometry see ref.$^{17}$

The hard sphere model is useful for the new Bose-Einstein condensation,$^{16}$ for helium in porous media$^{18}$ and vortices in High-$T_c$ map onto bosons.$^{19}$

Appendix

Permutation Sampling

In this section we describe the heat-bath algorithm to choose the permutation to be tried. The heat-bath probability for a permutation change between times $i$ and $i + m$ is:

$$T^*(P) \propto \rho(R_i, P R_{i+m})$$

(30)

Within the end-point approximation, these density matrix elements have the same potential part (thus can be dropped out) and $T^*$ depends only on the kinetic part:

$$T^*(P) = \frac{1}{C_1} \exp \left[ -\sum_{j=1}^{n} \left( r_i^{(j)} - r_{i+m}^{(j)} \right)^2 / (4 \lambda^* m \tau) \right],$$

(31)
where $C_f$ is a normalization factor, $\lambda^*$ is an effective mass to account off-diagonal contributions. $T^* (P)$ (Eq. 31) can be computed from the square matrix of the distances between end points:

$$t_{kj} = \exp \left[ - \frac{\left( r^{(k)}_j - r^{(j)}_{i+m} \right)^2}{(4\lambda^* m \tau)} \right].$$

(32)

A random walk through this table will try to make a permutation of $l$ atoms: the first atom $k_1$ is chosen at random, the second atom $k_2$ is selected according to the probability $t_{k_1,k_2}/h_{k_1}$ where $h_{k_1} = \sum_k t_{k_1,k}$. After all of the $l$ labels are selected and it is verified that they are unique, the trial permutation is accepted with the probability:

$$A = \min \left\{ 1, \frac{\sum_{i=1}^{l} h_{k_i}/t_{k_i,k_i}}{\sum_{i=1}^{l} h_{k_i}/t_{k_i,k_{i+1}}} \right\},$$

(33)

where $k_{l+1} \equiv k_1$. The sum of terms comes from the various starting point of the cyclic permutation. The probability of acceptance is rare because the last link $t_{k_i,k_1}$ has $1/N$ chance to be not small (i.e. when the cycle closes on itself). But the process of constructing each loop is very rapid.

The physics help to fix the parameter $l$. On dense liquid, it is much to permute 3 or 4 than 2 atoms. A Monte Carlo simulation starts with the identity permutation. It is thus difficult to get pair exchanges accepted. On the contrary, once three and quadruple exchanges have build long cycles, pair exchanges can efficiently add or subtract from them. Also to get winding number changes, the parameter $l$ must be large enough so that the permutation change can span the whole box.
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4. The volume of the box is proportional to the number of particles (at fixed density). Thus for large enough number of particles the condition of Eq. (20) is satisfied.
5. The density matrix is symmetric by the exchange of the end points. Thus any “good” approximation should have this property. Also if we expand Eq. (15) in power of $\tau$, the symmetrized form $\exp(-\tau H) \approx \exp(-\frac{\tau}{2} V) \exp(-\tau T) \exp(-\frac{\tau}{2} V)$ is correct to order 2 instead of order 1 for Eq. (15). Note also that this symmetrized form leaves unchanged the Trotter formula.
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7. Note that only Monte Carlo techniques allow such type of moves, where the polymers often cross each other.
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In 2d solids of fermion particles, such as helium 3 or electrons, the low temperature physics is governed by spin exchanges, according to the Thouless theory. We present Path Integral Monte Carlo (PIMC) calculation of ring exchange energies on “clean” 2d crystals of both helium 3 and electrons. We see a remarkable similarity of the results in these two “opposite” systems. They are both ferromagnetic in the semi-classical limit (strong coupling) antiferromagnetic near melting transition where the relative exchange energies become equivalent.

1 Introduction

In spin-less 2d solids, the low temperature physics is governed by the low excitations, the phonons. They provide a specific heat in $(T/\theta_D)^2$ in two dimensions, where the Debye temperature $\theta_D$ measures typical kinetic energy of a particle in its local potential. When $T/\theta_D \ll 1$, we can consider particles at zero temperature. Helium 3 atoms as well as electrons have a very large zero point motion. They eventually exchange their position resulting in a spin exchange that will modify the thermodynamics. Note here that helium 3 has a spin 1/2 nuclear spin whereas its two electrons are in a total spin 0 state. In the following we will consider helium 3 as atoms with a spin 1/2 interacting through a pair potential, say the Aziz potential. In the clean 2d Wigner crystal, electrons interact through the bare Coulomb potential.

The simplest effective model describing spin exchanges is the Heisenberg model:

$$H_{\text{spin}} = \sum_{\langle i,j \rangle} J P_{ij} = \sum_{\langle i,j \rangle} (2JS_i S_j - \frac{1}{2}).$$  \hspace{1cm} (1)$$

where $J$ is the energy associated to the spin permutation $P$, and the last equality holds for spin 1/2. Assuming that $J \ll \theta_D$, we look at the leading contribution of $H_{\text{spin}}$ to the specific heat at large temperature (meaning $J \ll T \ll \theta_D$) which behaves as $(J/T)^2$. The crossover between a $1/T^2$ and a $T^2$ law has been well established in specific heat measurements of helium 3 adsorbed on graphite (see Fig. 1). We see here a clear difference in
Figure 1. Specific heat measured by D. Greywall on 2d helium 3 adsorbed on graphite. One can see clearly the crossover between the spin contribution in $1/T^2$ and the phonon contribution in $T^2$.

energy scale between the degree of freedom associated to the spins and those associated to the spatial coordinates. In the intermediate regime $J \ll T \ll \theta_D$, particles can be considered both at zero temperature for their spatial degree of freedom, moving in their zero point motion, and without spin as they do not contribute anymore to the thermodynamics. In this intermediate regime we use Path Integral Monte Carlo on a spinless 2d solid system to evaluate ring exchange energies using a method first introduced by D. Ceperley for the three dimension solid of helium 3.$^2$

The full understanding of such a fermionic problem assume the Thouless theory can be applied.$^3$ In this approach, one consider the spin-less Hamiltonian in spatial coordinates. At low temperature, each particle oscillate with a zero point motion around a lattice position $Z$. If the particles are distinguishable, there are $N!$ possibilities of labeling the particles corresponding to $N!$ different points in the $2N$ dimensional phase space. If the barriers between those points would have been infinite the ground state would be $N!$ degenerate. Finite barriers allow tunneling effects between different points $Z$ and $PZ$ which differ in a permutation $P$ of their coordinates (labeling). There is an energy $J_P$ associated to such tunnel effect. The main point is that such an event is very rare ($J_P \ll \theta_D$) so that different permutations never occur simultaneously. Thus one can study each permutation separately. With PIMC, one evaluate the energy of the tunnel effect for various permutations. We find that usually not only the two body exchange is important but also the 3, 4, 5 and 6 exchanges have large contributions, specially near melting. In the semi-classical limit, WKB calculations provide useful informations,$^{13,12}$ specially for the Wigner crystal.$^{14}$

The various ring exchange energies are accounted in the Multi spin Exchange (MSE) Heisenberg model:

$$H_{\text{MSE}} = \sum_P J_P P.$$ (2)

This Hamiltonian lift the degeneracy of the spin-less Hamiltonian ground state. The eigen-
spectrum of this Hamiltonian has $2^N$ states that are the fermionic available states among the previous $N!$ states. The fermion problem is thus pushed at the level of the MSE model. Even if solving the MSE Hamiltonian is far from trivial, this is a simpler problem. Thus we solve this fermion problem in two steps. In the first one, PIMC is used on a spin-less solid to evaluate the exchange energies. Then those energies are introduced in the effective MSE Hamiltonian. Finally different techniques may be used to get informations on such Hamiltonian : exact diagonalizations,

4 high temperature series expansion,

5 spin wave or Schwinger bosons analysis,

6 Quantum Monte Carlo,

10 . . . .

The method to calculate exchange energy using PIMC has been already explained in details.

8, 9 Results on 2d helium 3 on graphite are in Ref.9 The helium-graphite potential has a very deep well which leads to up to two solid layers. The helium-helium pair-potential interaction is short range and has a strong repulsive part and each layer solidifies on a triangular lattice. The density of each layer can be tuned by changing the total amount of helium in the system. Helium is the only liquid at very low temperature and the graphite can be made to have very flat surfaces of a few hundred angstrom wide. Therefore, this is a very “clean” system where comparisons between experiments and theories should agree. The semi-classical limit is at high density and the melting occur at density around $6 \text{nm}^{-2}$.

Results on the Wigner crystal can be found in Ref.11 The Coulomb interaction is smooth but long range. Therefore, the semi-classical limit (strong coupling) is at low density. The 2d solid is also a triangular lattice. Such system can be found at the surface of helium or at the interface of semi-conductors.16 Informations on the phase diagram of the resulting MSE model has been obtained from exact diagonalizations.

In the next section we recall the basic idea of how exchange energies can be calculated by PIMC. In the following section we introduce a reaction coordinate that map the problem on a one-dimensional system. In section 4, we study in more detail a double well problem.

2 PIMC Method

When the temperature is lowered, the crystal of electron attains its ground state and the low energy phonons are frozen. Each electron still has a zero point motion with a substantial kinetic energy. When one continues to decrease the temperature, electrons start to exchange their positions by tunneling, resulting in a spin exchange.

Because exchanges are very rare, each exchange can be studied independently. Suppose we label the particles. There are $N!$ such labeling. Starting with a given numbering, one chooses a given permutation $P$. In the phase space, we denote by $Z$ the position of the original numbering and $PZ$ the position of the permuted system. We are left here with a two well problem in a multi dimensional space. In this two well system the ground state $\psi_0$ of energy $E_0$ is symmetrical and the first excited state $\psi_1$ of energy $E_1$ is anti symmetrical. Other states have much higher energies. The diagonal density matrix element $< Z | \exp(-\beta H) | Z >$ and the off-diagonal density matrix element $< Z | \exp(-\beta H) | PZ >$ can be expanded as:

$$< Z | \exp(-\beta H) | Z > = \psi_0^2(Z)e^{-\beta E_0} + \psi_1^2(Z)e^{-\beta E_1} + \ldots$$

(3)

$$< Z | \exp(-\beta H) | PZ > = \psi_0(Z)\psi_0(PZ)e^{-\beta E_0} + \psi_1(Z)\psi_1(PZ)e^{-\beta E_1} + \ldots$$

(4)

$$= \psi_0^2(Z)e^{-\beta E_0} - \psi_1^2(Z)e^{-\beta E_1} + \ldots$$

(5)
Figure 2. 3d plot of the one body density probability during exchanging paths for the Wigner crystal at $r_s = 40$, each data are represented from the side and from the top. The top 8 figures show 2, 3, 4 and 5 body exchanges, while the bottom 8 figures show the various 6 body exchanges. The “cones” represent the non exchanging particles. Notice that the center of mass of first neighbors of the exchanging particles are displaced from lattice position and their sizes are shrunked, especially in the 2 body exchange case. Note also the low probability density between electrons in the 6 body exchanges of the last row, indicating that those exchanges will be less probable.

where we have used the symmetry properties of the first two states. The ratio of these two density matrix elements is then:

$$F_P(\beta) = \frac{<Z|\exp(-\beta H)|PZ>}{<Z|\exp(-\beta H)|Z>} = \tanh(J_P(\beta - \beta_0)), \quad (6)$$
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where \( J_P \) is the exchange frequency and \( \beta_0 = \ln[\psi_1(Z)/\psi_0(Z)] \). Because \( J_P\beta \ll 1 \), one linearizes the previous equation and the slope of \( F_P(\beta) \) gives the exchange energy. In terms of path integrals, one interprets \( F_P(\beta) \) as the free energy necessary to make an exchange beginning with one arrangement of particles to lattice sites \( Z \) and ending on a permuted arrangement \( PZ \). To evaluate \( F_P(\beta) \), we use the method introduced by Bennett to calculate free energy differences of 2 chemical species \( A \) and \( B \). The idea is to try to transform \( A \) in \( B \) and to calculate only the probability of success. Bennett\(^7\) proposed an optimized scheme where one does 2 runs. The first one is an equilibrium run of \( A \) where the probability of finding \( B \) is calculated. The second run is the reverse. Here run \( A \) will be the non permuting system and run \( B \) will be the permuted one. In \( A \), we evaluate the probability of successful exchanges \( P \) and in \( B \) the probability of successful identity. The energy of each type of permutation is evaluated in an independent run. (More clever scheme can be certainly tried. More details can be found in refs.\(^6,8,9,11\) specially on the optimized Bennett’s method in ref.\(^9\).

Fig. 2 shows the probability of presence of particle in the \( xy \) plane during exchanging paths. The first neighbors of exchanging particles must move away in order to free space to exchange paths (in particular, see the 2 body exchange). In this pictures are represented the most important exchanges. Larger cycles as well as exchanges including second neighbor will have significantly smaller contributions.

\section{3 Reaction Coordinate}

As seen in Fig. 2, the exchanging particles are mostly localized around there lattice sites. During exchanges, only a small part of the path is involved while the main part of the path stays around \( Z \) or \( PZ \). The part of the path that does the exchange uses a “small” amount of imaginary time \( \beta_0 \). Such process is called an instanton. The instanton occurs at any time between 0 and \( \beta \). In the WKB calculations, where \( \beta \) goes to infinity, one has to remove first this degeneracy. In PIMC calculations, we must also find this degeneracy. We verify this property by calculating the exchange energy at the various imaginary time \( t \). But, because the beads at times 0 and \( \beta \) are kept fixed in PIMC, there is some effect when the instanton touch the time 0 or \( \beta \). For \( \beta > \beta_0 \), we find eventually a plateau. At large \( \beta \), it can take a huge amount of CPU before obtaining a nice plateau. It is indeed hard to move the instanton at different imaginary times.

In order to get insight in this process, we define a reaction coordinate that help to map this multi dimensional problem onto a one dimensional one. A reaction coordinate allows to determine which part of the path is close to \( Z \) or \( PZ \) or exchanging:

\[
 z(t) = \frac{(R(t) - Z)(PZ - Z)}{|PZ - Z|^2} \tag{7}
\]

For \( z(t) \) close to 0 (resp. 1), the path is close to \( Z \) (resp. \( PZ \)). The figure 3-a shows \( z(t) \) for the paths of run \( B \). The exchanges take place at all time \( 0 < t < \beta \), but most of the time \( z(t) \) is around 0 or 1. A crossing time \( t_c \) is defined by \( z(t_c) = 1/2 \). In figure 3-b are represented the same paths as functions of \( t - t_c \). We see that the exchanges take roughly the same time. Because the exchange is localized in imaginary time, they are called instantons. Fitting these curves with \( \tanh(2t/\beta_0) \), one defines the time \( \beta_0 \) needed for the path to go from \( Z \) to \( PZ \).
The reaction coordinate can be used to map the $3N$ problem to a one-dimensional one. First we build the probability distribution $P(z)$ from the value of $z(t)$, (see fig. 3-c). We define $\phi_0(z) = \sqrt{P(z)}$, where $\phi_0$ is ground state of the Schrodinger equation $-\frac{1}{\phi_0} \frac{d^2 \phi_0}{dz^2} = E_0 - U(z)$. The pseudo potential $U(z)$ is then fully determined assuming the ground state energy is $E_0 = 0$. The last step is to calculate the anti-symmetric states of this potential. The exchange energy (as well as the potential) is determined to a multiplicative constant $\lambda$ which represent an effective mass associated with this reaction coordinate. The comparison of this mapping with the direct method fixes this mass $\lambda$.

4 A One Dimensional Toy Model: A Particle in a Symmetrical Double Well

As an example suppose, we have a single particle in a symmetrical double well potential. The Hamiltonian reads: $\mathcal{H} = -\lambda \nabla^2 + V$, where $V$ is the potential shown in Fig. 4. The ground state $\phi_0$ of energy $E_0$ is symmetric and the first excited state $\phi_1$ of energy $E_1$ is anti-symmetric. A particle localized in the left well is described by $\phi_L = \frac{1}{\sqrt{2}}(\phi_0 + \phi_1)$ and in the right well by $\phi_R = \frac{1}{\sqrt{2}}(\phi_0 - \phi_1)$. Such a localized particle will oscillate between the left and right wells with a period $\hbar/(E_1 - E_0)$. The time associated with the motion of the particle inside one of the wells is $\hbar/K$ where $K$ is the kinetic energy of the
ground state. Let us suppose that \((E_1 - E_0) \ll K\). This means that the particle has a large number of zero-point vibrations in the left well before tunneling into the right well.

More generally, any permutation \(P\) may be viewed as a “particle” in two wells. The particle is the \(N\)-body system and the two wells represent the system around \(Z\) and \(PZ\). The system of particles stay in the well around \(Z\) and eventually jump into the well \(PZ\).

In order to understand how the exchange energies vary, we study the effects of the height \(V\), the width \(2a\) and separation \(2b\) of the wells on the energy difference between the (symmetric) ground state and the first (anti-symmetric) excited state (see fig. 4). For simplicity, we assume periodic boundary conditions.

Because of the periodic conditions and the symmetries of the wave functions, it is enough to study them in \([0, b]\) (\(\psi(-x) = \pm \psi(x)\) and \(\psi(b - x) = \psi(b + x)\)). The ground state reads:

\[
\psi_0(x) = A \cosh(x \sqrt{(V - E_0)/\lambda}) \quad x \in [0, b - a]
\]

\[
\psi_0(x) = B \cos((x - b) \sqrt{E_0/\lambda}) \quad x \in [b - a, b]
\]

The coefficients \(A\), \(B\) and \(E\) are determined by the continuity of the wave function and its derivative and the normalization condition. For \(x = b - a\) we have:

\[
A \cosh((b - a) \sqrt{(V - E_0)/\lambda}) = B \cos(a \sqrt{E_0/\lambda})
\]

\[
A \sinh((b - a) \sqrt{(V - E_0)/\lambda}) \sqrt{V - E_0} = B \sin(a \sqrt{E_0/\lambda}) \sqrt{E_0}
\]

The energy \(E_0\) is the solution of the ratio of Eqs.10-11:

\[
tanh((b - a) \sqrt{(V - E_0)/\lambda}) \sqrt{V - E_0} = \sqrt{E_0} \tanh(a \sqrt{E_0/\lambda})
\]

Note that \(E_0\) is also the ground state energy in a single periodic square well. The normalization condition reads:

\[
A^2 \left( \frac{\sinh(2(b - a) \sqrt{(V - E_0)/\lambda})}{\sqrt{(V - E_0)/\lambda}} + 2(b - a) \right) + B^2 \left( \frac{\sin(2a \sqrt{E_0/\lambda})}{\sqrt{E_0/\lambda}} + 2a \right) = 1.
\]
The ground state kinetic energy is given by:

\[
K_0 = \frac{1}{2} \frac{\sqrt{(V - E_0)/\lambda E_0} (V a - (V - E_0)bX)}{\sqrt{(V - E_0)/\lambda a + \sqrt{(1 - X)}) V + X \sqrt{(V - E_0)/\lambda (bE_0 - aV)}}. \tag{14}
\]

where \( X = 1 - \tan^2\left(\frac{(b - a)\sqrt{(V - E_0)/\lambda}}{a}\right) \). For small \( X \), one finds

\[
K_0 = \frac{1}{2} E_0 a \sqrt{(V - E_0)/\lambda}/(a \sqrt{(V - E_0)/\lambda + 1}).
\]

Similarly, the first excited state is defined by:

\[
\psi_1(x) = A \sinh(x \sqrt{(V - E_1)/\lambda x}) \quad x \in [0, b - a] \tag{15}
\]

\[
\psi_1(x) = B \cos((x - b) \sqrt{E_1/\lambda}) \quad x \in [b - a, b + a] \tag{16}
\]

\( E_1 \) is solution of:

\[
\frac{\sqrt{V - E_1}}{\tanh((b - a) \sqrt{(V - E_1)/\lambda})} = \sqrt{E_1} \tan(a \sqrt{E_1/\lambda}) \tag{17}
\]

Let us define the splitting energy by \( E_1 = E_0 + \delta \). Inserting this definition in Eq. (17) and using Eq. (12), we get to the leading contribution in \( \delta \):

\[
\delta = 8 \frac{(V - E_0) E_0 e^{-2(b - a)\sqrt{(V - E_0)/\lambda}}}{V (a \sqrt{(V - E_0)/\lambda} + 1)} \tag{18}
\]

The ratio \( \delta / K_0 \) reads:

\[
\frac{\delta}{K_0} = \frac{16}{V a \sqrt{(V - E_0)/\lambda}} \tag{19}
\]

Fig. 5 shows the variations of these quantities with respect to the potential height \( V \) and the distance \( 2(b - a) \) between the wells (\( V \) is measured in units of \( \lambda/a^2 \)).

When \( V \) increases to infinity, \( E_0 \) approaches \( \lambda (\pi/2a)^2 \), \( K_0 \) goes to \( E_0/2 \) and \( \delta \sim 8 E_0 e^{-2(b - a)\sqrt{V/\lambda}} \). The main dependence in \( \log(\delta) \) is \( -2(b - a) \sqrt{V/\lambda} \), where \( 2(b - a) \) represents the width of the barrier. The formula of Eq. (18) is accurate for \( (b - a)V/\lambda > 1 \). The exchange energy is thus exponentially small with the distance between the wells and with the square root of the potential height.

One can have a large potential barrier, when \( V \) is much larger then \( E_m \). But one can also consider a large kinetic barrier when \( V/E_m \) is or order of unity but the width \( b - a \) of the barrier is large.

### 5 Results and Magnetic Phase Diagram

At strong coupling (high density for helium and low density for electrons), semi-classical (WKB) calculations are accurate. For electrons, the exchange energies are given by:\(^{12,14}\)

\[
J_p = A_p b_p^{1/2} r_s^{5/4} e^{-b_p r_s^{1/2}}. \tag{20}
\]

where \( b_p r_s^{1/2} \) is the minimum value of the action integral along the exchanging path. This suggests to plot \( J_p \) versus \( r_s^{1/2} \) as it is shown in Fig. 6. At large \( r_s \), the 3-body exchange is dominant leading to a ferromagnetic ground state.
Figure 5. Top: Energies $E_0$ and $E_1$ versus $V$ in units of $\lambda/\alpha^2$ for $(\delta - \alpha)/\alpha = 1/2, 125$. Bottom: $\delta = (E_1 - E_0)$ and $10^{-3}$ times the kinetic energy.

Figure 6. Exchange energies versus $r_s^{1/2}$. For $r_s \geq 50$ non exchanging electrons are distinguishable, and for $r_s \leq 50$, there are polarized (preliminary results). One can see that near melting, exchange energies become comparable with the kinetic energy.
Figure 7. Helium 3 adsorbed on graphite: first layer exchange frequencies versus the density.

For helium 3 adsorbed on graphite, we find also strong variations with the density as shown in Fig. 7. The 3-body exchange is dominant for all densities and its exponent is also the smallest. This imply a ferromagnetic ground state at high density.

For both cases, at intermediate coupling the other 2, 4, 5 and 6 body exchanges are more and more important as the system approaches the melting transition. We put all these exchanges in the Hamiltonian defined in Eq. (2). The ferromagnetic 3 and 5 body exchanges are in competition with the antiferromagnetic 2, 4 and 6 ones. The nature of the ground state is sensitive to there relative values. The phase diagram of this Hamiltonian, obtained from exact diagonalization, is shown Fig. 8. For spin 1/2, the 3 body permutations can be written in terms of pair permutations defining an effective pair permutation $J^\text{eff}_2 = J_2 - 2J_3$ which can be positive or negative. Thus we choose $J_4$ to scale energies and we are left with 3 parameters: $J^\text{eff}_2 / J_4$, $J_5 / J_4$ and $J_6 / J_4$. The straight lines in Fig. 8 separates the ferromagnetic (F) region from the antiferromagnetic (AF) one. The “trajectories” of the Wigner crystal and the second solid layer of helium 3 adsorbed on graphite crosses the F-AF transition line. In the AF region, no long range order has been found but on the contrary they are in a spin liquid state with a gap in all excitations.

A remarkable feature is the similarity of the relative exchanges (the trajectories are closed to each other), in particular when approaching the melting transition. Yet the interactions of these two systems are very different from a short range strongly repulsive potential for helium to a long range smooth potential for electrons. The search of an underlying universal mechanism is thus highly desirable (possibly virtual vacancy-interstitial (VI) mechanism).
6 Conclusion

For fermionic solids, PIMC allows to evaluate exchange energies. These energies are then introduced in a MSE hamiltonian which in turn can be studied by different techniques. It is found that various two dimensional systems have a dominant 3 body exchange in the semi-classical limit (strong coupling) leading to a ferromagnetic ground state. As the quantum kinetic contributions increase, all exchanges become comparable with competitive ferro and antiferro interactions. Near melting it is found that the relative exchanges in the Wigner crystal are very similar with those obtained for a solid layer of helium 3 adsorbed on graphite, suggesting a possible universal behavior of the exchange mechanism near the melting transition.
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We present an elementary and self-contained account of the analogies existing between classical diffusion and the imaginary-time evolution of quantum systems. These analogies are used to develop a new quantum simulation method which allows the calculation of the ground-state expectation values of local observables without any mixed estimates nor population-control bias, as well as static and dynamic (in imaginary time) response functions. This method, which we name Reptation Quantum Monte Carlo, is demonstrated with a few case applications to $^4$He, including the calculation of total and potential energies, static and imaginary-time dependent density response functions, and low-lying excitation energies. Finally, we discuss the relations of our technique with other simulation schemes.

1 Introduction

The theory of stochastic processes plays an important role in modern developments of quantum mechanics both as a deep – and possibly not yet fully exploited – conceptual method$^{1,2}$ and as a powerful practical tool for the computer simulation of interacting quantum systems.$^3$ Quantum Monte Carlo simulations mainly rely on the static properties of a random walk of one kind or another that is used to sample the ground-state wave-function or finite-temperature density matrix of a system. Comparatively minor attention has been paid so far to the dynamical properties of the random walks used in quantum simulations. The main interest in these properties stems from the study of excitation energies, a notoriously difficult and ill-conditioned problem. These dynamical properties, also determine the magnitude of autocorrelation times which are necessary to estimate statistical errors.

The purpose of these lectures is to provide an elementary and self-contained presentation of the deep relations existing between diffusion in classical systems and the imaginary-time evolution of quantum systems, and to develop some ideas based on these relations$^4$ which lead to a new, promising technique for performing quantum simulations. For reasons which will become apparent in the following, we name this technique Reptation Quantum Monte Carlo (RQMC). The main features of RQMC are that it is based on a purely diffusive process without branching, that ground-state expectation values of local observables can be evaluated without any mixed estimates, and that static and dynamic (in imaginary time)
response functions are natural by-products of the ground-state simulation. Although some of the ideas presented here are not new, our method does not suffer from the drawbacks which affected their previous implementations.

2 From Classical Diffusion to Quantum Mechanics

The simplest phenomenological description of classical diffusion is given by the Langevin equation:

$$dx = f(x)d\tau + d\xi,$$

where $x$ is some generalized coordinate describing our system, $f(x) = -\frac{\partial U(x)}{\partial x}$ is the force acting on it – which we suppose to be derivable from a potential – $\tau$ is time and $\xi(\tau)$ is a Wiener process: $\langle d\xi \rangle = 0$, $\langle (d\xi)^2 \rangle = 2d\tau$. Although the random walk generated by the Langevin equation, Eq. (1), can be given a mathematically unambiguous meaning in the continuous limit, it is simpler – and more useful in view of applications to quantum simulations – to specialize to a given discretization of time: $\tau_k = k \times \epsilon$. The corresponding random walk is then described by the discrete Markov chain:

$$x_{k+1} = x_k + \epsilon f(x_k) + \xi_k,$$

where the $\xi$'s are uncorrelated Gaussian random variables of zero mean, $\langle \xi_i \rangle = 0$, and variance $2\epsilon$, $\langle \xi_i \xi_j \rangle = 2\epsilon \delta_{ij}$.

2.1 The Fokker-Planck Equation

The time evolution of the probability distribution for the variable $x$ is given by the master equation, which, in the one-dimensional case, reads (the generalization to many dimensions is straightforward):

$$P(x, \tau + \epsilon) = \int \mathcal{W}_\epsilon(x|y) P(y, \tau) \, dy,$$

where

$$\mathcal{W}_\epsilon(x|y) = \frac{1}{\sqrt{4\pi \epsilon}} e^{-\frac{(x-y-\epsilon f(y) - \xi)^2}{4\epsilon}}$$

is the conditional probability that the system is in configuration $x$ at time $\tau + \epsilon$, given that it is found in configuration $y$ at time $\tau$. When the conditional probability is independent of $\tau$ (as it is in the present case) the corresponding Markov process is said to be homogeneous. In order to convert the master equation, Eq. (3), into a differential equation, we perform a Taylor expansion of its right-hand side in powers of the time step $\epsilon$:

$$P(x, \tau + \epsilon) = \frac{1}{\sqrt{4\pi \epsilon}} \int \delta(x - y - \epsilon f(y) - \xi) e^{-\frac{\xi^2}{2\epsilon}} P(y, \tau) \, d\xi \, dy.$$

Taking into account that $\xi \sim \sqrt{\epsilon}$, we now formally Taylor-expand the $\delta$ function in powers of $(\epsilon f(y) + \xi)$, and we obtain:

$$P(x, \tau + \epsilon) = \int P(y, \tau) \left( \sum_{n} \frac{(-1)^n}{n!} \delta^{(n)}(x - y) \times (\epsilon f(y) + \xi)^n \right) \, dy,$$
where \( \langle \cdot \rangle \) indicates the Gaussian average of the polynomials in \( \xi \), and \( \delta^{(n)} \) is the \( n \)-th derivative of the \( \delta \) function:

\[
\langle (\epsilon f(y) + \xi)^n \rangle \equiv \frac{1}{\sqrt{4\pi \epsilon}} \int_{-\infty}^{\infty} (\epsilon f(y) + \xi)^n e^{-\frac{\xi^2}{4\epsilon}} d\xi = (-i\sqrt{\epsilon})^n H_n \left( \frac{i\sqrt{\epsilon}}{2} f(y) \right), \tag{7}
\]

\( H_n \) being the Hermite polynomial of order \( n \). To linear order in \( \epsilon \), the first few values of these Gaussian integrals are: \( \langle \epsilon f(y) + \xi \rangle = \epsilon f(y) \), \( \langle (\epsilon f(y) + \xi)^2 \rangle = 2\epsilon + \mathcal{O}(\epsilon^2) \), \( \langle (\epsilon f(y) + \xi)^3 \rangle = \mathcal{O}(\epsilon^2) \). Integrals of the derivatives of the \( \delta \) function are given by:

\[
\int g(y)\delta^{(n)}(x-y) \, dy = g^{(n)}(x) \text{.}
\]

Using this relation, Eq. (6) can be recast as:

\[
P(x, \tau + \epsilon) = P(x, \tau) + \epsilon \left( -\frac{\partial}{\partial x} \left( f(x) P(x, \tau) \right) + \frac{\partial^2 P(x, \tau)}{\partial x^2} \right) + \mathcal{O}(\epsilon^2) \tag{8}
\]

Eq. (8) is the discrete-time version of the Fokker-Planck equation which, in the continuous limit, reads:

\[
\frac{\partial P(x, \tau)}{\partial \tau} = \frac{\partial^2 P(x, \tau)}{\partial x^2} - \frac{\partial}{\partial x} \left( f(x) P(x, \tau) \right) \tag{9}
\]

The fact that this equation is first order in time is strictly related to the Markovian character of the random walk, Eq. (2). It is easily verified that \( P_x(x) \propto e^{-\epsilon(x)\tau} \) is a stationary solution of the Fokker-Planck equation, Eq. (9). Using Eq. (8) one sees that the stationary distribution of the discrete random walk, Eq. (2), differs from \( P_x \) by terms of order \( \epsilon \).

The conditional probability, \( \mathcal{W}_c \), defined in Eq. (4), can be seen as the exact probability that the system described by the discrete Markov chain, Eq. (2), makes a transition from configuration \( y \) to configuration \( x \) during the time step \( \epsilon \); alternatively, it can be seen as an approximation to the transition probability in the continuous limit, correct to order \( \mathcal{O}(\epsilon^2) \).

In the continuous limit the exact conditional probability is defined by the relation:

\[
P(x, \tau) = \int \mathcal{W}(x, \tau|y, 0) P(y, 0) \, dy. \tag{10}
\]

By inserting this definition into Eq. (9), one sees that \( \mathcal{W}(x, \tau|y, 0) \) satisfies Eq. (9) with respect to \( x \), subject to the boundary condition: \( \mathcal{W}(x, 0|y, 0) = \delta(x-y) \), i.e. \( \mathcal{W}(x, \tau|y, 0) \) is the Green’s function of the Fokker-Planck equation, Eq. (9). The Markovian character of random walk, Eq. (2), allows one to define a simple functional-integral representation for \( \mathcal{W}(x, \tau|y, 0) \) which closely resembles the path-integral representation of the Green’s function of the time-dependent Schrödinger equation. As we will see in the following, this resemblance is by no means accidental nor superficial.

Let \( X_N = \{x_0, x_1, \cdots, x_N\} \) be a given random walk generated by Eq. (2). Because of the Markovian character of the chain, the corresponding probability density, \( \mathcal{P}_c[X_N] \) satisfies the relation:

\[
\mathcal{P}_c[X_N] \equiv \text{Prob}[x(N\epsilon) = x_N; x((N-1)\epsilon) = x_{N-1}; \cdots; x(0) = x_0] = \mathcal{W}_c(x_N|x_{N-1}) \text{Prob}[x((N-1)\epsilon) = x_{N-1}; \cdots; x(0) = x_0] = \mathcal{W}_c(x_N|x_{N-1}) \mathcal{P}_c[X_{N-1}] \tag{11}
\]
where $x(\tau)$ is the configuration of the system at time $\tau$. By iterating this equation $N$ times, one obtains:

$$P_{\epsilon}[X_N] = W_c(x_N|x_{N-1})W_c(x_{N-1}|x_{N-2}) \cdots W_c(x_1|x_0) P(x_0, 0). \tag{12}$$

The probability density that the system is in configuration $x_N$ at time $\tau = N\epsilon$ is obtained from $P_{\epsilon}[X_N]$ by integrating out the $N$ variables, $\{x_0, \cdots, x_{N-1}\}$:

$$P(x_N, N\epsilon) = \int P_{\epsilon}[\{x_0, \cdots, x_N\}] dx_0 \cdots dx_{N-1} \tag{13}$$

By comparing Eq. (10) with Eq. (13), one obtains the desired functional-integral representation for $W$:

$$W(x, \tau y, 0) = \int W_c(x|x_{N-1})W_c(x_{N-1}|x_{N-2}) \cdots W_c(x_1|y) dx_1 \cdots dx_{N-1}, \tag{14}$$

where $\epsilon = \tau/N$. The above representation is exact for the discrete Markov chain described by Eq. (2). In the continuous limit ($\epsilon \to 0$) it is understood that it holds by letting $N = \tau/\epsilon \to \infty$, while keeping $\tau$ fixed.

### 2.2 The Classical-Quantum Mapping

In order to establish the link between classical diffusion and imaginary-time quantum evolution, we define a wave-function, $\Phi(x, \tau)$, through the relation:

$$P(x, \tau) = \Phi_0(x) \Phi(x, \tau), \tag{15}$$

where $\Phi_0(x) = \sqrt{P_0(x)} \propto e^{-v(x)/2}$. By inserting Eq. (15) into Eq. (8) and dividing by $\Phi_0(x)$, we obtain:

$$\Phi(x, \tau + \epsilon) = (1 - \epsilon \mathcal{H}) \Phi(x, \tau) + \mathcal{O}(\epsilon^2), \tag{16}$$

where:

$$\mathcal{H} = -\frac{\partial^2}{\partial x^2} + \mathcal{V}(x), \tag{17}$$

and

$$\mathcal{V}(x) = \frac{1}{4} \left( \frac{\partial v}{\partial x} \right)^2 - \frac{1}{2} \frac{\partial^2 v}{\partial x^2} = \frac{1}{\Phi_0(x)} \frac{\partial^2 \Phi_0(x)}{\partial x^2}. \tag{18}$$

The continuous-time limit of Eq. (16) is formally equivalent to an imaginary-time Schrödinger equation,

$$\frac{\partial \Phi(x, \tau)}{\partial \tau} = -\mathcal{H} \Phi(x, \tau), \tag{19}$$

which could as well have been derived directly by inserting Eq. (15) into Eq. (9).
The wave-function $\Phi_0$ is a solution of Eq. (19), which means that it is an eigenfunction of the time-independent Schrödinger equation, corresponding to a zero eigenvalue. A general theorem of quantum mechanics states that the ground-state eigenfunction of a Schrödinger equation with a local potential is non-degenerate and node-less. Orthogonality with respect to excited-state wave-functions implies that the ground state is the only node-less eigenfunction. We thus arrive at the conclusion that all the excited-state energies are strictly positive and that $\Phi_0(x)$ is the only time-independent solution of Eq. (19) or, equivalently, that $P_s(x) \propto e^{-v(x)}$ is the only stationary solution of the Fokker-Planck equation (9). Furthermore, any solution of Eq. (9) would tend to $P_s$ for large times, irrespective of the initial condition. If the spectrum of $\mathcal{H}$ has a gap, the approach to equilibrium is exponentially fast. This is easily seen by simple inspection. Consider a system whose probability distribution at time $\tau = 0$ is $P(x, 0)$ and its expression in terms of the eigenfunctions and eigenvalues of $\mathcal{H}$, which we indicate by $\Phi_n$ and $E_n$:

$$P(x, 0) = \Phi_0(x) \sum_n c_n \Phi_n(x).$$  \hspace{1cm} (20)

The time evolution of $P$ is readily derived from the time evolution of the $\Phi$’s:

$$P(x, \tau) = c_0\Phi_0(x)^2 + \sum_{n \neq 0} c_n e^{-E_n\tau} \Phi_0(x) \Phi_n(x).$$  \hspace{1cm} (21)

The normalization of $P(x, 0)$ and the orthonormality of the $\Phi$’s imply that $c_0 = 1$ and that the norm of $P(x, \tau)$ is conserved. The above equation shows that the thermalization time – i.e. the time necessary for the system to reach equilibrium – is $\tau_0 \approx 1/\tau_1$.

The fact that $P_s$ is the only stationary solution of the Fokker-Planck equation, Eq. (9), implies that classical expectation values over $P_s$ – or, equivalently, quantum expectation values over $\Phi_0(x)$ – can be expressed as time averages over the random walk, $x(\tau)$, generated by the Langevin equation, Eq. (1):

$$\int P_s(x) A(x) \, dx \equiv \langle \Phi_0 | A | \Phi_0 \rangle = \lim_{T \to \infty} \lim_{\epsilon \to 0} \frac{1}{t} \int_t^{T+t} A(x(\tau)) \, d\tau. \hspace{1cm} (22)$$

A comparison between Eq. (3) and Eq. (16) allows one to establish a relation between the transition probability of the classical random walk, $\mathcal{W}_c$, and the propagator of the quantum system associated with it:

$$\mathcal{W}_c(x|y) = \Phi_0(x) \mathcal{G}(x, y; \epsilon) / \Phi_0(y) + \mathcal{O}(\epsilon^2),$$  \hspace{1cm} (23)

where:

$$\mathcal{G}(x, y; \tau) \equiv \langle x|e^{-\tau \mathcal{H}}|y \rangle. \hspace{1cm} (24)$$

The fact that the error in Eq. (23) is indeed of second order in $\epsilon$, and not higher, can be proved by pushing the Taylor expansion of Eq. (6) to second order in $\epsilon$ and by noting, for instance, that the second-order term would give rise to a non-hermitian contribution to $\mathcal{G}$. Using Eqs. (12) and (23), the probability density for the random walk $X_N$ can be easily expressed in terms of a product of quantum propagators, $\mathcal{G}$. Assuming that the system is at equilibrium at $\tau = 0$ – i.e. that the probability distribution for $x_0$ is $P_s(x_0)$ – the
If the stochastic process is stationary (i.e. as it can be seen from Eq. (23), the above relation holds to time limit, this time-reversal invariance simply expresses the detailed balance condition: Inspection of Eq. (25) shows that the probability distribution \( \mathcal{P}[X] \) is invariant under time reversal:

\[
\mathcal{P}[\bar{X}] = \mathcal{P}[X],
\]

where \( \bar{X} \equiv \{x_N, \cdots, x_0\} \) is the path obtained from \( X \) under time reversal. In the short-time limit, this time-reversal invariance simply expresses the detailed balance condition:

\[
\mathcal{W}_e(x|y)P_s(y) \approx \mathcal{W}_e(y|x)P_s(x).
\]

As it can be seen from Eq. (23), the above relation holds to \( \mathcal{O}(\epsilon^2) \), and from a mathematical point of view it is strictly connected with the hermitian character of the quantum propagator, \( \mathcal{G} \).

### 2.3 Classical vs. Quantum Time Correlation Functions

Eq. (22) expresses the identity between classical thermal expectation values of local observables and quantum expectation values of the same observables calculated over the ground state of a suitably defined auxiliary system. Furthermore, these expectation values can be expressed in terms of time averages over a random walk. In the following we will see how this result can be extended to time correlation functions. It will result that (real) time correlation functions calculated over the random walk coincide with the ground-state imaginary-time correlation functions of the auxiliary quantum system.

The time auto-correlation function of an observable \( \mathcal{A}(x) \) is defined as:

\[
\langle \mathcal{A}(x)\mathcal{A}(0) \rangle = \int \mathcal{A}(x)\mathcal{A}(0) \text{Prob}[x(0) = y; x(\tau) = x] \, dx \, dy.
\]

If the stochastic process is stationary (i.e. if \( P(x, \tau) = P_s(x) \)), then one has:

\[
\text{Prob}[x(0) = y; x(\tau) = x] = \mathcal{W}(x, y|0)\mathcal{P}_s(y) = \Phi_0(x)\mathcal{G}(x, y|\tau)\Phi_0(y).
\]

By inserting this relation into Eq. (29), the auto-correlation function reads:

\[
\langle \mathcal{A}(x)\mathcal{A}(0) \rangle = \int \mathcal{A}(x)\mathcal{A}(0)\Phi_0(x)\mathcal{G}(x, y|\tau)\Phi_0(y) \, dx \, dy
\]

\[
= \langle \Phi_0 | e^{\mathcal{H}_c \tau} \mathcal{A}_0 \mathcal{G}(-\mathcal{H}_c \tau) \mathcal{A}_0 | \Phi_0 \rangle
\]

\[
= \langle \Phi_0 | -i\mathcal{H}_c \mathcal{A}(0) | \Phi_0 \rangle.
\]

---
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where we have used the fact that $e^{\mathcal{H}_t} |\Phi_0\rangle = |\Phi_0\rangle$ and the definition of a time-dependent operator in the Heisenberg representation: $\mathcal{A}(t) = e^{i\mathcal{H}_t} \mathcal{A} e^{-i\mathcal{H}_t}$.

Eq. (31) can be used to express the autocorrelation time of the observable $\mathcal{A}$ in terms of the spectral properties of the auxiliary quantum Hamiltonian, $\mathcal{H}$. The autocorrelation time is defined as the time integral of the normalized autocorrelation function:

$$\tau_A = \int_0^\infty \frac{\langle \mathcal{A}(\tau)\mathcal{A}(0) \rangle - \langle \mathcal{A} \rangle^2}{c_A(\tau)} d\tau.$$  

(32)

The integrand in Eq. (32) is defined in such a way that $c_A(0) = 1$ and $c_A(\infty) = 0$. When $c_A$ is exponential, $\tau_A$ is simply its decay constant: $c_A(\tau) = e^{-\tau/\tau_A}$. In practical simulations, $\tau_A$ determines the statistical errors in the measure of $\mathcal{A}$:

$$\langle \mathcal{A} \rangle \approx \frac{1}{N} \sum_{i=M+1}^{M+N} \mathcal{A}(x_i) \pm \sqrt{\frac{\Delta\mathcal{A}^2 \tau_A}{N\varepsilon}}.$$  

(33)

where $M$ is chosen large enough so that equilibrium is reached (i.e. $M > \frac{1}{\varepsilon \mathcal{A}_0}$), and $\Delta\mathcal{A}^2 \approx \frac{1}{N\varepsilon^2} \sum_i (\mathcal{A}(x_i) - \langle \mathcal{A} \rangle)^2$. In order to proceed further, we first consider the spectral resolution of the quantum propagator, $\mathcal{G}$:

$$\mathcal{G}(x, y; \tau) = \sum_n e^{-\varepsilon_n \tau} \Phi_n(x) \Phi_n(y).$$  

(34)

By inserting Eq. (34) into Eq. (31), the auto-correlation time can be easily cast into the form:

$$\tau_A = \frac{1}{\Delta\mathcal{A}^2} \sum_{n \neq 0} \frac{|\langle \Phi_n | \mathcal{A} | \Phi_0 \rangle|^2}{\varepsilon_n}.$$  

(35)

### 3 From Quantum Mechanics Back to Classical Diffusion

The purpose of many quantum simulation techniques is to study the ground-state properties of a system whose Hamiltonian is

$$\mathcal{H} = -\frac{\partial^2}{\partial x^2} + V(x),$$  

(36)

and whose (unknown) ground-state wave-function and energy we indicate by $\Psi_0$ and $E_0$, respectively. In the variational Monte Carlo method (VMC), an approximate wave-function, $\Phi_0$, is used to generate a random walk according to the discrete Langevin equation, Eq. (2), with

$$f(x) \equiv f_{VMC}(x) = -\frac{\partial}{\partial x} \left( -\log \Phi_0(x)^2 \right) = 2 \frac{1}{\Phi_0(x)} \frac{\partial \Phi_0(x)}{\partial x},$$  

(37)

and the ground-state expectation value of the operator $\mathcal{A}$ is estimated through Eq. (33), where $\mathcal{A}(x) = \frac{1}{\Phi_0(x)} \mathcal{A}\Phi_0(x)$. Systematic errors in Eq. (33) depend on the discretization
of time and are of order $\epsilon$. They can be eliminated in principle by enforcing the detailed-balance condition on the master equation, Eq. (3). A variational upper bound, $\bar{\mathcal{E}}$, to the ground-state energy can be estimated from Eq. (33):

$$\bar{\mathcal{E}} \equiv \langle \Phi_0 | H | \Phi_0 \rangle \approx \frac{1}{N} \sum_i \mathcal{E}(x_i),$$

(38)

where

$$\mathcal{E}(x) = \frac{1}{\Phi_0(x)} H \Phi_0(x)$$

(39)

is the so-called local energy. In the following we will show how the dynamical properties of the random walk (1) can be used to systematically improve upon this VMC procedure and to estimate, exactly within statistical noise, the ground-state properties of quantum systems.

Let us first observe that the trial wave-function, $\Phi_0$, implicitly defines a reference (unperturbed) Hamiltonian, $H_0$, whose exact ground state is $\Phi_0$. The potential function which defines $H_0$ is simply obtained by inverting the time-independent Schrödinger equation:

$$V_0(x) = \frac{1}{\Phi_0(x)} \frac{\partial^2 \Phi_0(x)}{\partial x^2} + \bar{\mathcal{E}}.$$  

(40)

A comparison between Eq. (40) and Eqs. (17,18) shows that the potential obtained from the inversion of the Schrödinger equation coincides up to a constant with the effective quantum potential resulting from the classical-quantum mapping discussed in Sec. 2.2 ($V_0(x) = \mathcal{V}(x) + \bar{\mathcal{E}}$), provided that the classical random walk, Eqs. (1,2), is driven by the VMC force defined in Eq. (37).

The original Hamiltonian, Eq. (36), can then be cast into the form:

$$H = \underbrace{-\frac{\partial^2}{\partial x^2} + \mathcal{V}(x) + \bar{\mathcal{E}} + \mathcal{E}(x) - \bar{\mathcal{E}}}_{\hat{\mathcal{H}}}.$$  

(41)

By construction, $\Phi_0$ is the ground state of $\hat{\mathcal{H}}$, and $\mathcal{E}(x) = E_0$ if $\Phi_0$ is the ground state of $\mathcal{H}$. When $\Phi_0$ is not the ground state of $\mathcal{H}$, the local energy $\mathcal{E}(x)$ is not a constant, and the ground-state properties of $\mathcal{H}$ can in principle be obtained by perturbation theory with respect to $\Delta \mathcal{H}$.

Let us calculate the corrections to the ground-state energy, $E_0$, up to second order in $\Delta \mathcal{H}$. The first-order correction vanishes by construction, given that $\langle \Phi_0 | H | \Phi_0 \rangle = \bar{\mathcal{E}}$. The second-order correction is given by:

$$\Delta E_0^{(2)} = -\sum_{n \neq 0} \frac{|\langle \Phi_0 | \mathcal{E} | \Phi_n \rangle|^2}{\mathcal{E}_n},$$  

(42)

where $\mathcal{E}$ is the local energy operator, and we have taken into account the fact that the unperturbed ground-state energy is zero ($\mathcal{E}_0 = 0$). By comparing this expression with Eq. (35), the second-order correction to the ground-state energy can be expressed in terms of the fluctuations of the local energy and of its auto-correlation time:

$$\Delta E_0^{(2)} = \tau_\mathcal{E} \Delta \mathcal{E}^2.$$  

(43)
In the following, we show how this relation between perturbative corrections to the ground-state energy and (integrals of) auto-correlation functions of the local energy along the random walk can be generalized to arbitrary order. The resulting perturbation series can be effectively summed to infinite order by an appropriate re-sampling of the random walks generated by the VMC Langevin equation, Eqs. (1,2,37).

### 3.1 Stochastic Perturbation Theory

Given the Hamiltonian \( \mathcal{H} \), Eq. (36), and a trial wave-function, \( \Phi_0 \), which we suppose to be non-orthogonal to its ground state, \( \Psi_0 \), the ground-state energy of \( \mathcal{H} \) can be expressed as:

\[
E_0 = \lim_{\tau \to \infty} \frac{\langle \Phi_0 | H e^{-\mathcal{H} \tau} | \Phi_0 \rangle}{\langle \Phi_0 | e^{-\mathcal{H} \tau} | \Phi_0 \rangle} = - \lim_{\tau \to \infty} \frac{d}{d\tau} \log \langle \Phi_0 | e^{-\mathcal{H} \tau} | \Phi_0 \rangle
\]

\[
= - \lim_{\tau \to \infty} \frac{1}{\tau} \log \langle \Phi_0 | e^{-\mathcal{H} \tau} | \Phi_0 \rangle.
\]

These equations are easily demonstrated by expressing \( \Phi_0 \) as a linear combination of the eigenfunctions of \( \mathcal{H} \), and by inserting this expression into Eqs. (44,45):

\[
\log \langle \Phi_0 | e^{-\mathcal{H} \tau} | \Phi_0 \rangle = - E_0 \tau + \log \left( \epsilon^2 \right) + O \left( e^{-(E_1-E_0) \tau} \right).
\]

The following basic identity holds:

\[
Z_0 \equiv \langle \Phi_0 | e^{-\mathcal{H} \tau} | \Phi_0 \rangle = \int e^{-\mathcal{S}[x]} \mathcal{P}[x] \mathcal{D}[x]
\]

\[
\equiv \langle e^{-\mathcal{S}[x]} \rangle,
\]

where \( \mathcal{P}[x] \) is the probability distribution for the random walk \( X \), Eq. (25), \( \mathcal{D}[x] = dx_0 \cdots dx_N \), and the action \( \mathcal{S}[x] \) is a functional of the random walk which in the continuum limit coincides with the time integral of the local energy:

\[
\mathcal{S}[x] = \epsilon \sum_{i=1}^N E(x_i) + O(\epsilon)
\]

\[
\approx \int_0^\tau E(x(x')) dx'.
\]

Eq. (47) is a generalization of the Feynman-Kac formula\(^{12} \) and can be demonstrated as follows.

\[
Z_0 = \int \Phi_0(x) G(x; y; \tau) \Phi_0(y) \, dx dy.
\]

where

\[
G(x; y; \tau) = \langle x | e^{-\mathcal{H} \tau} | y \rangle
\]

is the imaginary-time propagator of the full Hamiltonian. We now break the propagator in Eq. (49) into the product of \( N \) short-time propagators:

\[
Z_0 = \int \Phi_0(x_0) G(x_0, x_1; \epsilon) \cdots G(x_{N-1}, x_N; \epsilon) \Phi_0(x_N) \mathcal{D}[x].
\]

\[
\mathcal{P}[x]
\]
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Eqs. (47) and (51) can be seen as a definition of the action:
\[ \mathbf{P}[X] = \mathcal{P}[X] e^{-\mathcal{S}[X]} . \]  
By using the Trotter formula,
\[ G(x, y; \epsilon) = \mathcal{G}(x, y; \epsilon) e^{-\epsilon \mathcal{E}(y)} + \mathcal{O}(\epsilon^2) , \]
one sees that the action defined by Eq. (52) can indeed be expressed by the time integral given by Eq. (48).
\( Z_0 \) plays the role of a pseudo partition function, in the sense that the energy of the system – as well as other observables, as we will see – can be calculated by differentiating it much in the same way as one would do in classical statistical mechanics. In particular, the two expression (44) and (45) for the ground-state energy correspond to the zero-temperature limits of the internal and free energies, respectively. By inserting Eq. (47) into Eq. (45), one could derive a systematic perturbative expansion of the ground-state energy in powers of \( \mathcal{E}(x) - \bar{\mathcal{E}} \). Each term of the series is basically a cumulant of the action, which in turn can be seen as the integral of a suitably defined connected time correlation function of the local energy, calculated along the Langevin random walk. This kind of stochastic perturbation theory can be effectively carried on to infinite order by inserting Eq. (47) into Eq. (44). The final result reads:
\[ E_0 = \lim_{\tau \to \infty} \frac{\langle \mathcal{E}(x(\tau)) e^{-\mathcal{S}[X]} \rangle}{\langle e^{-\mathcal{S}[X]} \rangle} \equiv \lim_{\tau \to \infty} \langle \mathcal{E}(x(\tau)) \rangle , \]
where the double bracket (\( \langle \cdot \rangle \)) indicates that the average over the random walks (quantum paths) is re-weighted by the exponential of the action, Eq. (48).

Eq. (54) can be turned into an algorithm for calculating the ground-state energy. The calculation would proceed as in a standard VMC simulation, with the difference that the local energy must be weighted with the exponential of the action, \( e^{-\mathcal{S}} \), calculated along a segment of the random walk long \( \tau \) and ending at the time when the measure is taken. This algorithm, which was first proposed in Ref., is bound to fail in all those cases where the number of particles is so large or the quality of the trial wave-function is so poor that the fluctuations of the action make the weighting procedure impractical. As a matter of fact, the pure-diffusion Monte Carlo (PDMC) of Ref. has never been applied but to very simple quantum systems. In the next session we will show how the fluctuations of the action can be effectively dealt with through a new algorithm based on importance sampling. Before doing this, we want to show how the ideas exposed so far can be exploited to calculate general ground-state expectation values and response functions.

### 3.2 Calculation of Observables

Other local observables can be calculated along similar lines starting from the Hellman-Feynman theorem:
\[ \langle \Psi_0 | A | \Psi_0 \rangle = \left. \frac{dE}{d\lambda} \right|_{\lambda=0} , \]
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where $E_{\lambda}$ is the ground-state energy of a system whose Hamiltonian is

$$H_{\lambda} = H + \lambda A.$$  (56)

By using Eq. (45), $E_{\lambda}$ can be put in the form:

$$E_{\lambda} = -\lim_{\tau \to \infty} \frac{1}{\tau} \log \left\langle e^{-\mathcal{S}_{\lambda}[x]} \right\rangle,$$  (57)

where

$$\mathcal{S}_{\lambda}[x] = \int_{0}^{\tau} (\mathcal{E}(x(\tau')) + \lambda A(x(\tau'))) d\tau'.$$  (58)

The expectation value of $A$ can then be expressed as:

$$\langle \Psi_0 | A | \Psi_0 \rangle = \lim_{\tau \to \infty} \left\langle \frac{1}{\tau} \int_{0}^{\tau} A(x(\tau')) d\tau' e^{-\int_{0}^{\tau} \mathcal{E}(\tau')d\tau'} \right\rangle$$

$$= \lim_{\tau \to \infty} \left\langle \frac{1}{\tau} \int_{0}^{\tau} A(x(\tau')) d\tau' \right\rangle.$$  (59)

### 3.3 Response Functions

A simple extension of the ideas used in the previous section leads to a technique for evaluating response functions. Let us suppose that the system is coupled to a set of external variables, $\{\lambda_i\}$, through the local operators $\{A_i\}$:

$$H_{\{\lambda\}} = H + \sum_{i} \lambda_i A_i.$$  (60)

In the case of an external potential, for instance, the index $i$ labels the coordinate, $x$, $\lambda_i$ is the potential itself, $V_{ext}(x)$, and $A_i$ is the particle-density operator, $n(x)$. We define a generalized susceptibility, $\chi$, as the derivative of the expectation value of one of the $A$ operators with respect to one of the $\lambda$’s:

$$\chi_{ij} = \frac{\partial \langle A_i \rangle}{\partial \lambda_j}$$

$$= \frac{\partial^2 E_{\lambda}}{\partial \lambda_i \partial \lambda_j}.$$  (61)

By using Eq. (57), $\chi$ can be put in the form:

$$\chi_{ij} = -\lim_{\tau \to \infty} \frac{1}{\tau} \left\langle \left\langle \left( \int_{0}^{\tau} A_i(\tau') d\tau' \int_{0}^{\tau} A_j(\tau') d\tau' \right) \right\rangle - \left\langle \left( \int_{0}^{\tau} A(\tau') d\tau' \right)^2 \right\rangle \right\rangle$$

$$= -\lim_{\tau \to \infty} \frac{1}{\tau} \left\langle \left\langle \int_{0}^{\tau} d\tau_1 \int_{0}^{\tau} d\tau_2 \left( A_i(\tau_1) A_j(\tau_2) - \bar{A}_i \bar{A}_j \right) \right\rangle \right\rangle,$$  (62)

where $\bar{A}$ is the time average of $A$ over the random walk: $\bar{A} = \frac{1}{\tau} \int_{0}^{\tau} A(\tau') d\tau'$. We now split the domain of integration $[0 \leq \tau_1 \leq \tau; 0 \leq \tau_2 \leq \tau]$ into two sub-domains $[\tau_1 < \tau_2]$.
and \([\tau_2 < \tau_1]\), and change the variables of integration \(\{\tau_1, \tau_2\} \to \{\tau_1, \tau_2 - \tau_1\}\) and \(\{\tau_1, \tau_2\} \to \{\tau_1 - \tau_2, \tau_2\}\) in the two sub-domains respectively. In the large \(\tau\) limit, the susceptibility can then be cast into the form:

\[
\chi_{ij} = -\left\langle \left\langle \int_0^{\tau} \left[ c_{ij}(\tau') + c_{ji}(\tau') \right] d\tau' \right\rangle \right\rangle ,
\]

(63)

where the time auto-correlation function is defined by:

\[
c_{ij}(\tau) = \frac{1}{\tau} \int_0^{\tau} A_i(\tau') A_j(\tau') d\tau' - \frac{1}{\tau^2} \int_0^{\tau} A_i(\tau') d\tau' \int_0^{\tau} A_j(\tau') d\tau' .
\]

(64)

The symmetrized time correlation function \(c_{ij} + c_{ji}\) is a functional of the path, whose time integral (i.e. whose \(\omega = 0\) Fourier component) provides an estimator for the static response function. This argument can be easily generalized to show that other \((\omega \neq 0)\) Fourier components of the same time correlation function provide suitable estimators for the dynamic susceptibility.

4 The Algorithm

In the previous section we have shown that the calculation of ground-state expectation values and response functions can be reduced to the weighted average of suitable estimators over the space of random walks. A straightforward evaluation of these averages over a Langevin trajectory would be very inefficient because the weight, \(e^{-\mathcal{S}}\), may vary a lot. This problem can be solved by converting the weighting of the quantum paths into a re-sampling of them, through an appropriate Metropolis algorithm. As a by-product, the use of the Metropolis algorithm allows one to reduce the systematic errors due to the discretization of time in an efficient and convenient way.

Let \(G^{(n)}\) be any approximation to the full imaginary-time propagator, Eq. (50), correct to order \(n\) in \(\epsilon\), and \(P^{(n)}[X]\) the corresponding approximation to \(P[X]\), Eq. (51), which will be affected by errors of order \(n\). Let us also define the corresponding approximations for the unperturbed propagator, \(G^{(n)}\), Eq. (24), path probability distribution, \(P^{(n)}\), and time-discretization correction factor, \(Q^{(n)}\), Eq. (25), and action, \(S^{(n)}[X]\), Eq. (52). For instance, one can take:

\[
G^{(2)}(x, y; \epsilon) = \frac{1}{\sqrt{4\pi \epsilon}} e^{-\frac{|x-y|^2}{4\epsilon}} - \frac{1}{4\epsilon} \left( V(x) + V(y) \right) = G(x, y; \epsilon) + O \left( \epsilon^3 \right) ,
\]

\[
G^{(2)}(x, y; \epsilon) = \frac{1}{\sqrt{4\pi \epsilon}} e^{-\frac{|x-y|^2}{4\epsilon}} - \frac{1}{4\epsilon} \left( \frac{\phi_0^2(x)}{\phi_0(0)} + \frac{\phi_0^2(y)}{\phi_0(0)} \right) = G(x, y; \epsilon) + O \left( \epsilon^3 \right) ;
\]

\[
P^{(2)}[X] = \Phi_0(x_N) G^{(2)}(x_N, x_{N-1}; \epsilon \cdots \cdot \cdot G^{(2)}(x_1, x_0; \epsilon) \Phi_0(x_0) = \mathcal{P}[X] + O \left( \epsilon^2 \right) ,
\]

\[
S^{(2)}[X] = e^{-\frac{1}{\epsilon} \sum_{N-1} \langle \xi(x_i) + \xi(x_{i-1}) \rangle} = \mathcal{S}[X] + O \left( \epsilon^2 \right) .
\]

(65)

Any ground-state expectation value or response function can be put in the form:

\[
\langle \mathcal{F}[X] \rangle = \frac{\int P^{(n)}[X] \mathcal{F}[X] \mathcal{D}[X]}{\int P^{(n)}[X] \mathcal{D}[X]} + O \left( \epsilon^3 \right) .
\]

(66)
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In order to calculate the above expectation value through the Metropolis method, it is necessary to construct a Markov chain of random walks so that the corresponding transition probability, \( W[Y \leftarrow X] \), satisfies detailed balance:

\[
W[Y \leftarrow X] \times \mathbf{P}^{(n)}[Y] = W[X \leftarrow Y] \times \mathbf{P}^{(n)}[X]
\]

(67)

In the Metropolis algorithm, the transition probability \( W \) is split into the product of an a-priori transition probability, \( W^0 \), times a probability, \( A \), that a move proposed according to \( W^0 \) is accepted: \( W[Y \leftarrow X] = W^0[Y \leftarrow X] \times A[Y \leftarrow X] \). Detailed balance, Eq. (67), can be satisfied by choosing: \( A[Y \leftarrow X] = \min(1, R[Y \leftarrow X]) \),

(68)

where

\[
R[Y \leftarrow X] = \frac{W^0[Y \leftarrow X] \times \mathbf{P}^{(n)}[Y]}{W^0[X \leftarrow Y] \times \mathbf{P}^{(n)}[X]}
\]

(69)

Given a quantum path, \( X \equiv \{x_0, \ldots, x_N\} \), we propose a new path, \( Y \), by propagating the random walk forward by \( M < N \) steps, according to the VMC Langevin equation, Eqs. (2,37): \( Y \equiv \{x_M, \ldots, x_N\} \). The corresponding a-priori transition probability is:

\[
W^0[Y \leftarrow X] = \mathcal{W}_e(x_{N+M}|x_{N+M-1}) \cdots \mathcal{W}_e(x_{N}\mid x_{N}) \times \mathcal{P}^{(n)}[\{x_N, \ldots, x_{N+M}\}] \mathcal{Q}^{(n)}_e[\{x_N, \ldots, x_{N+M}\}] \big/ P_e(x_N),
\]

(70)

where we have used Eq. (25). By inserting this expression for the a-priori probability into Eq. (69), the latter can be cast into the form:

\[
R[Y \leftarrow X] = \frac{\mathcal{P}^{(n)}[\{x_M, \ldots, x_0\}] \times \mathcal{Q}^{(n)}_e[\{x_M, \ldots, x_0\}] \big/ P_e(x_M)}{\mathcal{P}^{(n)}[\{x_N, \ldots, x_{N+M}\}] \times \mathcal{Q}^{(n)}_e[\{x_N, \ldots, x_{N+M}\}] \big/ P_e(x_N)} 
\times \mathcal{P}^{(n)}[\{x_0, \ldots, x_N\}] \times \frac{e^{-\mathcal{S}^{(n)}[X]}}{\mathcal{P}^{(n)}[\{x_N, \ldots, x_{N+M}\}] \times e^{-\mathcal{S}^{(n)}[Y]}}.
\]

(71)

With the aid of the composition law for the random-walk probability distributions, Eq. (26), and of the time-reversal property, Eq. (27), the above equation finally reads:

\[
R[Y \leftarrow X] = e^{-\varepsilon (\mathcal{S}^{(n)}[Y] - \mathcal{S}^{(n)}[X])} \times \frac{\mathcal{Q}^{(n)}_e[\{x_M, \ldots, x_0\}] \big/ \mathcal{Q}^{(n)}_e[\{x_N, \ldots, x_{N+M}\}]}{\mathcal{Q}^{(n)}_e[\{x_N, \ldots, x_{N+M}\}] \times e^{-\mathcal{S}^{(n)}[Y]}).
\]

(72)

Notice that the ratio of the \( \mathcal{Q}^{(n)}_e \)'s goes to one in the continuous-time limit (\( \varepsilon \to 0 \)) and that for finite \( \varepsilon \) it can be explicitly calculated, providing thus a systematic way for reducing to any desired order the time-discretization errors.

The dynamical variables of our simulations are quantum paths, which can be formally associated with polymers, much in the same spirit as this is done in path-integral simulations. The polymer dynamics which would correspond to our algorithm is known in the literature as reptation.\(^{10}\) For this reason, we name our algorithm Reptation Quantum Monte Carlo (RQMC), and we refer to each individual quantum path as to a reptile.

The practical implementation of RQMC is extremely simple, at the level of a VMC simulation. The algorithm can be summarized as follows:
1. Using Eqs. (2) and (37), generate a reptile long enough that its end point, \( x(T) \), is distributed according to the square of the trial wave function, \( \Phi_0^2 \).

2. Generate a further segment of the reptile corresponding to the time interval \([T, T + \tau] \). \( \tau = N \epsilon \) should be large enough that the limit \( \tau \to \infty \) in Eqs. (54), (59), and (62) is reached to the desired accuracy. Set \( X \equiv \{ x_0, x_1, \cdots, x_N \} \leftarrow \{ x(T), x(T + \epsilon), \cdots, x(T + \tau) \} \).

3. Select a ‘direction of time’ (forward or backward) with equal probability. If the choice is backward, set \( X \leftarrow \bar{X} = \{ x_N, x_{N-1}, \cdots, x_0 \} \). This step is necessary to ensure the micro-reversibility of the algorithm.

4. Generate a segment of the reptile corresponding to the time interval \([T + \tau, T + \tau + \delta] \) and set \( Y \equiv \{ x_M, x_{M+1}, \cdots, x_{N+M} \} \leftarrow \{ x(\delta), x(T + \delta + \epsilon), \cdots, x(T + \tau + \delta) \} \). The value of \( \delta \) is sampled from an uniform deviate in the interval \([0, \Delta] \) whose width is chosen so as to minimize the auto-correlation times of the measured quantities. Sampling \( \delta \) instead of keeping it constant helps to avoid that the reptile remains occasionally stuck at a fixed position for a long time.

5. Evaluate \( \mathbf{R}[Y \leftarrow X] \) according to Eq. (72).

6. If \( \mathbf{R} > 1 \), set \( X \leftarrow Y \). If \( \mathbf{R} < 1 \), set \( X \leftarrow Y \) with probability \( \mathbf{R} \).

7. Accumulate the ground-state energy and other observables using appropriate estimators (see the next section for an optimal choice of the estimators).

8. Go to 3.

A preliminary test of this algorithm has been performed for the hydrogen atom using an approximate trial function. Exact results for the average of several moments of electron–nucleus distance have been reproduced within a statistical error pushed down to a small fraction of the difference between the exact value and the extrapolated estimate (i.e. twice the mixed average minus the variational average\(^{17}\)).

### 5 A Case Study of \(^4\)He

We now discuss the calculation of several properties of superfluid \(^4\)He, with the purpose of showing that the method can be successfully applied to systems of actual physical interest. Based on the limited experience gained in this case study, we also present some performance comparisons with related techniques.

#### 5.1 Details of the Simulation

We consider \( N_F = 64 \) \(^4\)He atoms interacting through a pair potential, as obtained from first-principles calculations.\(^{18}\) The simulation was performed in a cubic box with periodic boundary conditions at the experimental equilibrium density, \( \rho = 0.02186 \text{ Å}^{-3} \). The trial function \( \Phi_0 \) includes pair and nearly optimal three-body correlations.\(^{19}\) This is a relatively good trial function. The variational energy is less than 0.3 K above the exact ground-state energy.
Figure 1. Average of the potential energy in $^4$He, calculated on individual time slices along the path. The statistical error on the central slices is $\approx 0.03$ K. This result was obtained using a trial function with pair correlations only: note that $V$ converges to the same value given in Table 1, obtained using a trial function with pair and triplet correlations.

energy, whereas the variational bias is larger than 1.1 K using pair correlations only. The quantities we compute are total and potential energies, the imaginary-time correlations of the density fluctuation operators, $\rho_q = \sum_i \exp(-i\vec{q} \cdot \vec{r}_i)$:

$$F(q, \tau) = \langle \rho_q(\tau) \rho_{-q}(0) \rangle / N_P, \quad (73)$$

and the diffusion coefficient of the center of mass motion,

$$D(\tau) = \langle [r_{CM}(\tau) - r_{CM}(0)]^2 \rangle N_P / (6\tau). \quad (74)$$

The parameters of our simulations are as follows. The time step is $\epsilon = 0.001$ K$^{-1}$, which gives a systematic bias of the order of $10^{-2}$ K on the total energy. For the calculation of total and potential energy the length of the path was $\tau = 0.4$ K$^{-1}$, corresponding to $N = 400$ time slices. The calculation of imaginary-time correlations over a significant range required the use of longer paths, up to $N = 700$. The value of the energy resulting from the simulation with such longer paths confirmed that the finite-$\tau$ bias in the results obtained with $N = 400$ was smaller than statistical errors. Note that the length of the path adversely affects the efficiency, because the relaxation time of the polymer in the reptation algorithm is proportional to $N^2$. The number of time slices of each reptation move is uniformly sampled between 0 and 20, yielding an acceptance ratio of $\approx 80\%$. 
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Table 1. Ground-state energy, $E_0$, and potential energy, $V$, in $^4$He, as computed from RQMC and traditional diffusion Monte Carlo runs of $3 \times 10^6$ Monte Carlo steps. Units are K. The length of the path in the RQMC calculation is $\tau = 0.4$ K$^{-1}$, and the length of the forward walk for $V$ in the diffusion Monte Carlo calculation is 0.2 K$^{-1}$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$E_0$</th>
<th>$V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQMC</td>
<td>-7.4066(27)</td>
<td>-21.644(15)</td>
</tr>
<tr>
<td>BDMC</td>
<td>-7.3902(15)</td>
<td>-21.674(21)</td>
</tr>
</tbody>
</table>

Fluctuations in the average of the total energy are reduced using a symmetrized form of Eq. (54), i.e. accumulating $\langle \mathcal{E}(x(\tau)) + \mathcal{E}(x(0)) \rangle / 2$. Expectation values of local observables are computed averaging time integrals along the path, Eq. (59) and Eq. (62). Although these expressions are exact in the limit, the contributions coming from the extrema of the path are clearly biased. For instance, the average of $A$ in the initial or final time slices yields the mixed estimate:

$$
\lim_{\tau \to \infty} \frac{\langle A(x(0)) e^{-\int_0^\tau \mathcal{E}(\tau') d\tau'} \rangle}{\langle e^{-\int_0^\tau \mathcal{E}(\tau') d\tau'} \rangle} = \frac{\langle \Phi_0 | A_o e^{-H\tau} | \Phi_0 \rangle}{\langle \Phi_0 | e^{-H\tau} | \Phi_0 \rangle} = \frac{\langle \Phi_0 | A | \Psi_0 \rangle}{\langle \Phi_0 | \Psi_0 \rangle}, \quad (75)
$$

On the other hand any time slice a distance $\tilde{\tau}$ apart from the extrema, such that $\langle A(x(\tau)) \rangle$ and $\langle A(x(\tilde{\tau})) \rangle$ yields the unbiased estimate:

$$
\lim_{\tau \to \infty} \frac{\langle A(x(\tau)) e^{-\int_0^\tau \mathcal{E}(\tau') d\tau'} \rangle}{\langle e^{-\int_0^\tau \mathcal{E}(\tau') d\tau'} \rangle} = \frac{\langle \Phi_0 | A_o e^{-H\tau} | \Phi_0 \rangle}{\langle \Phi_0 | e^{-H\tau} | \Phi_0 \rangle} = \frac{\langle \Phi_0 | A | \Psi_0 \rangle}{\langle \Phi_0 | \Psi_0 \rangle}.
$$

5.2 Results

Our results for the total and potential energies are listed in Table 1. The inter-particle potential adopted overestimates the experimental binding energy of $-7.17$ K because of the neglect of three-body forces (mostly triple-dipole repulsion). Also reported in Table 1 are the corresponding data obtained from a standard Branching Diffusion Monte Carlo (BDMC) calculation using the same time step and trial function. The small differences between the results of the two algorithms have to be attributed to different time-step biases.

In Fig. 2 we show the density-density correlation function, $F(q, \tau)$, for a few values of $q$, as obtained from a run of $10^7$ MC steps, which required about one week CPU time on a workstation. Note that at virtually no additional cost many more $q$ vectors, belonging to the reciprocal lattice of the simulation box, could have been included in the calculation. $F(q, \tau)$ is related to several quantities of physical interest, including the static structure factor,

$$
S(q) = F(q, 0) = \int_0^\infty d\omega S(q, \omega), \quad (76)
$$
Figure 2. Imaginary-time correlations of the density fluctuation operator in $^4$He. Averages are taken on the inner part of a path of length 0.7 K$^{-1}$. The statistical error ranges from approximately 0.5% at $\tau = 0$ up to 5% at $\tau = 0.4$ K$^{-1}$.

The static linear response function,

$$\chi(q) = -2 \int_0^\infty d\tau \, F(q, \tau) = -2 \int_0^\infty d\omega \, S(q, \omega) / \omega, \quad (77)$$

and the dynamical structure factor,

$$F(q, \tau) = \int_0^\infty d\omega \, e^{-\omega \tau} S(q, \omega). \quad (78)$$

Low moments of $S(q, \omega)$ can be accurately extracted from the simulation data for $F(q, \tau)$. The static structure factor, Fig. 3, and the static response, Fig. 4, compare very favorably with the experimental results, the discrepancy visible in $S(q)$ at the smallest value of $q$ being due to the finite temperature at which the measurements are performed. The $f$–sum rule, $\partial F(q, \tau) / \partial \tau |_{\tau=0} = \int d\omega \, S(q, \omega) / \omega = q^2$, is also verified with high precision.

Inferring dynamical properties from imaginary-time correlations, on the other hand, is much harder. Since the inverse Laplace transform (78) with incomplete and noisy data for $F(q, \tau)$ is an ill-conditioned problem, a least $\chi^2$ approach to pin down a parametrized form for $S(q, \omega)$ is doomed to failure. Additional constraints can be set on the solution $S(q, \omega)$ by resorting to Maximum Entropy (ME) methods. We follow the implementation used in Ref. 25 to process data for $F(q, \tau)$ obtained at finite temperature with a PIMC.
Figure 3. Static structure factor in $^4$He at the five wave vectors listed in Fig. 2 (open circles). The solid line is the experimental $S(q)$ measured by neutron scattering.\textsuperscript{22}

simulation. The results are qualitatively similar to those obtained in Ref.\textsuperscript{25} The ME reconstruction of $S(q, \omega)$, shown in Fig. 5, is too smooth and does not reproduce the sharp features exhibited by the experimental structure factor. Furthermore, the relatively poor quality of the available Monte Carlo data does not allow for a reliable estimate of the statistical uncertainty on the results.\textsuperscript{24} Nevertheless we do recover some useful information on dynamical properties: the presence of a gap in the excitation spectrum is unambiguously revealed, and the position of the peak of the reconstructed dynamical response closely follows the experimental dispersion of the elementary excitations (see the inset of Fig. 5).

We now outline the calculation of the superfluid density $\rho_s$. Although the value of $\rho_s/\rho$ is trivially one for pure bulk $^4$He in the ground state, interacting Bose systems in the presence of an external disordered potential undergo a zero temperature superfluid–insulator transition as the strength of the potential increases.\textsuperscript{27} We thus consider a model system of static impurities in $^4$He. The external potential $V_{\text{ext}}$ is represented by attractive Gaussians, $V_{\text{ext}}(r) = \sum_j A \exp[-\alpha(r - R_j)^2]$, where the positions $R_j$ of the impurities are placed randomly in the simulation box, $A = -50$ K and $\alpha = 0.5$ \AA$^{-2}$. The trial function is multiplied by a one–body factor $\exp[-\sum_i f(|r_i - R_j|)]$ which tends to localize the $^4$He atoms around the impurities. No average over different realizations of disorder was performed.

In a finite-temperature calculation with periodic boundary conditions, $\rho_s$ can be estimated\textsuperscript{28,29} as $\rho_s/\rho = \langle w^2 \rangle/(6\tau N_F)$, where the winding number
Figure 4. Static response function of $^4$He at the five wave vectors listed in Fig. 2 (open circles). The solid line is the experimental result of Ref. 23.

The results reported in Fig. 6 show that the superfluid fraction, which is correctly one for the pure system, is indeed reduced in the presence of the impurities. Longer simulations would be needed to relate the depletion of the superfluid fraction induced by the disordered potential to changes of the excitation spectrum.

5.3 Comparison With Other Methods

Reptation quantum Monte Carlo utilizes the Metropolis algorithm to sample an explicitly known probability distribution, namely a discretized path integral expansion of $\exp(-\tau H)\Phi_0$, which becomes exact in the limit $\tau \to \infty$ and $\epsilon \to 0$. Sampling a distribution, as opposed to carrying weights, avoids the difficulties associated with fluctuating weights which plague applications of ‘pure diffusion’ or ‘single thread’ Monte Carlo. For instance, we were unable to get converged results for our 64 particle system with using pure-diffusion Monte Carlo.

The idea of sampling a path-integral representation of the imaginary-time evolution
to compute ground-state properties is not new.\textsuperscript{31} For instance, Variational Path Integral (VPI)\textsuperscript{28} uses the pair product approximation to expand the many-body density matrix $\exp(-\tau H)$ and the bisection method to sample the path, just like in the usual Path Integral Monte Carlo method.\textsuperscript{29}

Reptation quantum Monte Carlo features instead an expansion of the imaginary-time propagator based on the Langevin dynamics generated by the trial function, and a reptation algorithm to sample the exponential of the resulting action. From the computational point of view, the advantage of this particular choice can be understood in the limit of perfect importance sampling: if the trial function is exact the local energy is a constant, and reptation moves consisting of an arbitrary number of time slices will be accepted with probability 1. Eventually, a very poor wave function (or equivalently a very large number of particles) will force us to take extremely small reptation moves, and moves of the kind used in VPI will become more efficient.\textsuperscript{29} Variational path integral has been implemented\textsuperscript{32} for the simulation of superfluid $^4$He at $T = 0$. According to the author of the VPI calculation, for the system size considered here RQMC is considerably more efficient.

Sampling an explicitly known distribution is to be contrasted to the standard branching diffusion Monte Carlo, which samples an unknown distribution ($i.e.$ the mixed distribution...
\[ \rho_s/\rho = \lim_{\tau \to \infty} D(\tau) \]

Figure 6. Diffusion coefficient of the center of mass motion of \(^4\text{He}\) in the presence of quenched disorder.

\[ 64 \ ^4\text{He} \text{ atoms} \]
\[ \text{with 5 impurities} \]
\[ \text{with 10 impurities} \]

\(\psi_0 \Phi_0\) obtained from the asymptotic solution of a differential equation.\(^{33,34}\) BDMC is designed to compute efficiently the total energy; however it introduces a population-control bias, yields a mixed estimate for operators not commuting with \(H\), and does not retain direct information on the imaginary-time correlations. This information can be retrieved through the ‘forward walking’ technique\(^{34-36}\) and used to correct both the population control and the mixed estimate biases, but at the price of additional statistical fluctuations. We believe that reptation quantum Monte Carlo will turn out to be advantageous over branching diffusion Monte Carlo in those cases where recovering information from fluctuating weights becomes too noisy.

The results for the total energy shown in Table 1 are obtained from reptation quantum Monte Carlo and branching diffusion Monte Carlo using the same time step, number of particles, and trial function. From the estimated statistical error we infer that BDMC is roughly 3 times faster than RQMC for the calculation of the total energy. Also listed in Table 1 are the unbiased estimates for the potential energy. In this case branching diffusion Monte Carlo with forward walking (implemented in the “backward storing mode” described in Ref.\(^{34}\)) turns out to be roughly two times slower than reptation quantum Monte Carlo. Obviously, factors 2 or 3 for a couple of observables in a particular physical system are not a conclusive assessment of the relative performance of two algorithms. However the resulting factor 6 in the relative improvement of RQMC when BDMC has to be complemented with forward walking suggests that, whenever explicit information on imaginary-time correlations is used, reptation quantum Monte Carlo is likely to be com-
petitive or better.

6 Conclusions

The most attractive feature of the reptation quantum Monte Carlo is that it uses the dynamical properties of the random walk in a way that is directly related to the imaginary-time properties of the physical system. A previous implementation of similar ideas\textsuperscript{4} was based on re-weighting and the scope of its applications was severely restricted by the fluctuations of the weights. We have shown that, by simply complementing the method of Ref.\textsuperscript{4} with a re-sampling of the paths based on the value of the action, the resulting RQMC algorithm can afford system sizes typical of current branching diffusion Monte Carlo simulations of continuous strongly interacting systems. Unbiased estimates, static responses and some insight into dynamical properties can be readily obtained. The dependence of the computational effort on the number of particles and on the quality of the trial function remains to be investigated. Such an analysis will determine whether this method can be useful in more general situations than \(^4\)He bulk liquid. Clusters, films and superfluids in restricted geometries are natural candidates for further applications.

For Fermion problems one has either to resort to the fixed-node approximation,\textsuperscript{33} or to cope with the sign problem.\textsuperscript{37} In the former case, the dynamical information contained in the path is incorrect,\textsuperscript{4} but still the explicit knowledge of the weights along the path makes the algorithm free from the mixed distribution and the population control biases; furthermore it gives easily access to interesting quantities, such as a low–variance estimator of Born–Oppenheimer forces in electronic systems.\textsuperscript{38} In the latter case the dynamics is correct, and can be used for example to get information on the ground and excited states from the imaginary-time evolution in the transient regime;\textsuperscript{39} in similar cases however the real bottleneck will remain the sign problem.

Reptation quantum Monte Carlo, variational path integral,\textsuperscript{28} and the technique discussed in Ref.\textsuperscript{31} sample explicit expressions of the imaginary-time propagator with the Metropolis algorithm to calculate zero temperature properties. We believe that these methods are very promising and deserve more attention than they have received so far. All these methods are based on the Metropolis algorithm: they enjoy therefore of a large freedom in the choice of the transition probability,\textsuperscript{40} which is probably not yet fully exploited.
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We present a review of the auxiliary field (i.e. determinantal) Quantum Monte Carlo method applied to various problems of correlated electron systems. The ground state projector method, the finite temperature approach as well as the Hirsch-Fye impurity algorithm are described in details. It is shown how to apply those methods to a variety of models: Hubbard Hamiltonians, periodic Anderson model, Kondo lattice and impurity problems, as well as hard core bosons and the Heisenberg model. An introduction to the world-line method with loop upgrades as well as an appendix on the Monte Carlo method is provided.

1 Introduction

The correlated electron problem remains one of the central challenges in solid state physics. Given the complexity of the problem numerical simulations provide an essential source of information to test ideas and develop intuition. In particular for a given model describing a particular material we would ultimately like to be able to carry out efficient numerical simulations so as to provide exact results on thermodynamic, dynamical, transport and ground state properties. If the model shows a continuous quantum phase transition we would like to characterize it by computing the critical exponents. Without restriction on the type of model, this is an extremely challenging goal.

The are however a set of problems for which numerical techniques have and will provided invaluable insight. Here we list a few which are exact, capable of reaching large system sizes (the computational effort scales as a power of the volume), and provide ground state, dynamical as well as thermodynamic quantities. i) Density matrix renormalization group applied to general one-dimensional systems\(^1\) ii) world-line loop Quantum Monte Carlo (QMC) applied to non-frustrated spin systems in arbitrary dimensions\(^2\) and iii) auxiliary field QMC methods.\(^3\) The latter method is the only algorithm capable of handling a class of models with spin and charge degrees of freedom in dimensions larger than unity. This class contains fermionic lattice models with an attractive interactions (e.g. attractive Hubbard model), models invariant under a particle-hole transformation, as well as impurity problems modeled by Kondo or Anderson Hamiltonians.

Here we will concentrate primarily on the auxiliary field QMC method and introduce briefly the world line method with loop updates. Both algorithms are based on a path integral formulation of the imaginary time propagator which maps a \(d\)-dimensional quantum system on a \(d + 1\)-dimensional classical system. The additional dimension is nothing but the imaginary time. For example, within the World Line QMC algorithm,\(^4\) this mapping...
relates the one-dimensional XYZ quantum spin chain to an eight vertex model\(^5\) or the one-dimensional \(t-J\) model to the 15-vertex model.\(^6\) The classical models may then be solved exactly as in the case of the eight vertex model\(^7\) or simulated very efficiently by means of cluster Monte Carlo methods.\(^2\) The latter approach has proved to be extremely efficient for the investigation of non-frustrated quantum spin systems\(^8\) in arbitrary dimensions. The efficiency lies in the fact that i) the computational time scales as the volume of the \(d + 1\) dimensional classical system so that very large system sizes may be achieved and ii) the autocorrelation times are small. In the next section we will briefly, by way of introduction, review the World Line approach and thereby show how the XXZ chain maps onto the 6-vertex model. The attractive feature of the World Line approach is its simplicity. It will also allow us to aquire some insight into the so called sign problem. This is a major, open, issue in QMC methods applied to correlated systems. When it occurs the computational effort scales exponentially with system size and inverse temperature.

In spacial dimensions larger than unity, the World Line approach often fails (i.e. the occurrence of a sign problem) already at the mean-field level. That is: consider the paramagnetic mean-field solution of the two dimensional Hubbard model which boils down to solving a free electron problem in a tight binding approximation. This simple model, already leads to a severe sign problem when formulated within the World Line approach. The auxiliary field QMC method\(^3\) relies on a different formulation which solves the mean-field problem exactly. With the use of a Hubbard Stratonovich transformation the partition function of a Hamiltonian \(H\) at temperature \(T = 1/\beta\) and chemical potential \(\mu\) is written as:

\[
Z = \text{Tr} \left[ e^{-\beta(H-H N)} \right] = \int D\Phi e^{-S(\Phi)}.
\]

\((1)\)

\(S(\Phi)\) is the action of a one-body problem in a imaginary time and space dependent field \(\Phi\). As we will see for a given field \(\Phi\) the computational cost required to compute the action scales as the product of the volume to the cubed and inverse temperature.\(^a\) The functional integral is carried by means of Monte Carlo sampling. In this approach the mean-field solution is given by the saddle point approximation: the functional integral over \(\Phi\) is replaced by a single field \(\Phi^*\) for which \(\frac{\partial S(\Phi)}{\partial \Phi} \bigg|_{\Phi = \Phi^*} = 0\). The nature of the mean-field solution depends on the choice of the Hubbard Stratonovich decoupling. Thus, in the auxiliary field QMC mean-field Hamiltonians are solved exactly, the price being the above mentioned scaling of the computational effort. In the above framework, the Monte Carlo integration over the field \(\Phi\) may be seen as a means of taking into account all fluctuations around the mean-field solution. This will in many cases introduce a sign problem. Nevertheless the method has the advantage that symmetries of the model, such as particle-hole symmetry, may be put to use to avoid the sign problem in many non-trivial cases. Other classes of models where the sign problem does not occur include models with attractive interactions which couple independently to an internal symmetry with an even number of states. The attractive Hubbard model is a member of this class. It is also worth mentioning that when the sign problem occurs in the auxiliary field QMC it is often less severe than in World Line approach so that at least high temperature properties may be investigated.

\(^a\)For the Hirsch-Fye impurity algorithm computational effort scales as the cubed of the inverse temperature.
The auxiliary field quantum Monte-Carlo method is the central topic of this article. In section 3 we will review in all details both the finite temperature\textsuperscript{9–11} and ground state\textsuperscript{12–14} formulation of the method. The application of the method to various models (Hubbard model, periodic Anderson model, Kondo lattice model, hard core boson systems and Heisenberg models) will be discussed in section 4. Since the computational effort scales as the cube of the volume, it is important to control size effects. A simple method to reduce size effects by an order of magnitude in temperature will also be discussed in section 4.

In section 5 we review a very much related algorithm, the Hirsch-Fye impurity algorithm, which has been used extensively in the context of dynamical mean-field theories\textsuperscript{15,16}. We will apply this algorithm to the single impurity Kondo problem.

Finally, we provide an Appendix for the Monte Carlo method and error analysis.

2 The World Line Approach for the XXZ Model and Relation to the 6-Vertex Model

To illustrate with on a simple example the World Line quantum Monte Carlo method, we consider the XXZ quantum spin chain defined as:

\[ H = J_X \sum_i (S_i^x S_{i+1}^x + S_i^y S_{i+1}^y) + J_Z \sum_i S_i^z S_{i+1}^z \] (2)

where \( S_i^a \) are the spin 1/2 operators on site \( i \) satisfying the commutation relations:

\[ [S_i^a, S_j^b] = \delta_{i,j} \epsilon^{a\gamma} S_i^\gamma. \] (3)

In the above, \( \epsilon^{a\gamma} \) is the antisymmetric tensor and the sum over repeated indices is understood. Our aim is to compute observables:

\[ \langle O \rangle = \frac{\text{Tr} [e^{-\beta H} O]}{\text{Tr} [e^{-\beta H}]} . \] (4)

The basic idea of the World Line algorithm is to split the above Hamiltonian into a set of independent - in this case - two site problems. The way to achieve this decoupling is with the use of a path integral and the Trotter decomposition. First we write

\[ H = \sum_{n=1}^{N} H^{(2n-1)} + \sum_{n=1}^{N} H^{(2n+2)} \] (5)

with

\[ H^{(i)} = J_X \left( S_i^x S_{i+1}^x + S_i^y S_{i+1}^y \right) + J_Z S_i^z S_{i+1}^z \]

One may verify that \( H_1 \) and \( H_2 \) are sums of commuting (i.e. independent) two site problems. Hence, on their own \( H_1 \) and \( H_2 \) are trivially solvable problems. However, \( H \) is not.
To put to use this fact, we wish split the imaginary propagation $e^{-\beta H}$ into successive infinitesimal propagations of $H_1$ and $H_2$. This is achieved with the Trotter decomposition:

$$
(e^{-\Delta \tau H_1}e^{-\Delta \tau H_2})^m = \left( e^{-\Delta \tau H} + \frac{\Delta \tau^2}{2}[H_1, H_2] + \mathcal{O}(\Delta \tau^3) \right)^m 
$$

$$
= \left( e^{-\Delta \tau (H-\Delta \tau|H_1, H_2|/2)} + O(\Delta \tau^3) \right)^m = e^{-\beta |H-\Delta \tau|H_1, H_2|/2} + O(\Delta \tau^3)
$$

$$
= e^{-\beta H} + \frac{\Delta \tau}{2} \int_0^\beta d\tau e^{-\beta(\tau-\Delta \tau)H}[H_1, H_2]e^{-\tau H} + O(\Delta \tau^2)
$$

where $m\Delta \tau = \beta$ and $\mathcal{O}(\Delta \tau^n)$ means that for fixed values of $\beta$ the error scales as $\Delta \tau^n$. In many cases, we will not take the limit $\Delta \tau \to 0$ and it is important to understand the order of the systematic error produced by the above decomposition. A priori, it is of the order $\Delta \tau$. However, in many non-trivial cases, the prefactor of the error of order $\Delta \tau$ vanishes. In the World line approach we compute:

$$
\frac{\text{Tr} \left[ (e^{-\Delta \tau H_1}e^{-\Delta \tau H_2})^m O \right]}{\text{Tr} \left[ (e^{-\Delta \tau H_1}e^{-\Delta \tau H_2})^m \right]} = \frac{\text{Tr} \left[ e^{-\beta H}O \right] + \frac{\Delta \tau}{2} \text{Tr} \left[ A O \right]}{\text{Tr} \left[ e^{-\beta H} \right] + \frac{\Delta \tau}{2} \text{Tr} \left[ A \right]} + O(\Delta \tau^2).
$$

Here $A = \int_0^\beta d\tau e^{-\beta(\tau-\Delta \tau)H}[H_1, H_2]e^{-\tau H}$ and $m\Delta \tau = \beta$. Since $A$ is an antihermitian operator, $A^\dagger = -A$, it follows that $\text{Tr} \left[ A^\dagger \right] = \text{Tr} \left[ A \right] = -\text{Tr} \left[ A \right]$ as well as $\text{Tr} \left[ A O \right] = -\text{Tr} \left[ A \right] \text{Tr} \left[ O \right]$. Note that the observable $O$ is a hermitian operator. Thus, if $O$, $H_1$ and $H_2$ are simultaneously real representable in a given basis, the systematic error proportional to $\Delta \tau$ vanishes since in this case the trace is real. Hence the systematic error is of order $\Delta \tau^2$.

With the above, the estimation of the partition function reads:

$$
\text{Tr} \left[ e^{-\beta H} \right] = \text{Tr} \left[ (e^{-\Delta \tau H})^m \right] = \text{Tr} \left[ (e^{-\Delta \tau H_1}e^{-\Delta \tau H_2})^m \right] + O(\Delta \tau^2) = \sum_{n_1\cdots n_{2m}} \langle n_1|e^{-\Delta \tau H_1}|n_{2m}\rangle \cdots \langle n_2|e^{-\Delta \tau H_1}|n_2\rangle \langle n_2|e^{-\Delta \tau H_2}|n_1\rangle + O(\Delta \tau^2)
$$

where $m\Delta \tau = \beta$ and the states $|n_x\rangle$ span the Hilbert space. We choose the states $|n_x\rangle$ to be eigenstates of $S_z^x$. For each set of states $|n_1\rangle \cdots |n_{2m}\rangle$ with non-vanishing contribution to the partition function we have a simple graphical representation in terms of world lines as shown in Fig. 1. Observables are now given by:

$$
\langle O \rangle = \frac{\sum_w \Omega(w)\hat{O}(w)}{\sum_w \Omega(w)}
$$

where $\Omega(w)$ corresponds to the weight of a given world line configuration as obtained through multiplication of the weights of the individual plaquettes listed in Fig. 1. Note that although spin-flip processes have negative weight, no sign problem occurs. One can for example carry out the transformation: $S^x \to (-1)^{f} S^x$, $S^y \to (-1)^{f} S^y$, $S^z \to S^z$ which leaves the commutations relation unaltered (i.e. is canonical) but changes the sign of $J_x$

Observables $O$ which locally conserve the $z$-component of the spin are easy to compute. If we decide to measure on time slice $\tau$ then $O|n_x\rangle = \hat{O}(w)|n_x\rangle$.  

\[\footnote{Within the loop algorithm a continuous time formulation may be achieved,} \]

\[\footnote{In practice, one will measure on all time slices so as to reduce statistical fluctuations.} \]
 Imaginary time  
 Real space  
 $\tau = \Delta \tau$  
 $\tau = \beta = 0$  
 $\tau = 0$

(a) World lines.  

(b) Weights

$$e^{\Delta \tau J_z/4} \cosh(\Delta \tau J_x/2)$$
$$e^{\Delta \tau J_z/4} \cosh(\Delta \tau J_x/2)$$
$$-e^{\Delta \tau J_z/4} \sinh(\Delta \tau J_x/2)$$
$$-e^{\Delta \tau J_z/4} \sinh(\Delta \tau J_x/2)$$
$$e^{\Delta \tau J_z/4}$$
$$e^{\Delta \tau J_z/4}$$

Figure 1. (a) World line configuration for the XXZ model of Eq. (2). Here, $m = 4$ and the system size is $L = 8$. The bold lines follow the time evolution of the up spins and empty sites, with respect to the world lines, correspond to the down spins. A full time step $\Delta \tau$ corresponds to the propagation with $H_1$ followed by $H_2$. Periodic boundary conditions are chosen in the spacial direction. In the time direction, periodic boundary conditions follow from the fact that we are evaluating a trace. (b) The weights for a given world line configuration is the product of the weights of plaquettes listed in the figure. Note that, although the spin-flip processes come with a minus sign the overall weight for the world line configuration is positive since each world line configuration contains an even number of spin flips.

Figure 2. Local updates. A shaded plaquette is chosen randomly and a Word Line is shifted from left to right or vice versa across the shaded plaquette.

The problem is now cast into one which may be solved with classical Monte Carlo methods (see Appendix). To generate a Markov chain through the space of World Lines we need to devise an updating mechanism. Local updates where one locally deforms a World Line configuration have been used successfully (see Fig. 2). The local updates conserve the $z$-component of the total spin (i.e. canonical in the hard core boson notation introduced in Section 4.4) and are ergodic only in the case of open boundary conditions. Choosing periodic boundary conditions and starting with a configuration with zero winding one will remain in this sector. That is: the configuration of Fig. 4e will not be generated starting from the configuration of Fig. 4a with local updates. Note however, that this is a boundary problem so that when the thermodynamic limit is taken with the above local updates the correct thermodynamic result is obtained.

That the XXZ quantum spin chain is equivalent to the classical two-dimensional 6-vertex model follows from a one to one mapping of a World Line configuration to one of the 6-vertex model. The identification of single plaquettes is shown in Fig. 3(a).
world line configuration of Fig. 1 is plotted in the language of the 6-vertex mode in Fig. 3(b). The vertex model lies on a 45 degrees rotated lattice denoted by bullets in Fig. 1(b). At each vertex (bullets in Fig. 1(b)) the number of incoming arrows equals the number of outgoing arrows. In the case of the XYZ chain, source and drain terms have to be added to yield the 8-vertex model.

The identification of the XXZ model to the 6-vertex model gives us an intuitive picture of loop upgrades.\(^2\) Consider the World Line configuration in Fig. 4a and its corresponding vertex formulation (Fig. 4b). One can pick a palquette at random and follow the arrows of the vertex configuration. At each plaquette there are two possible arrow paths to follow. One is chosen, appropriately, and the arrows are followed to arrive to the next plaquette. The procedure is then repeated until one returns to the starting point. Such a loop is shown in Fig. 4c. Along the loop, changing the direction of the arrows generates another valid vertex configuration (see Fig. 4d). The corresponding World Line configuration (after flipping the loop) is shown in Fig. 4e. As apparent, this is a global update which changes the winding number and is not achievable with local moves. To gain further insight into the loop algorithm the reader is referred to the review article of H.G. Evertz\(^19\) and references therein. Let us however mention that the loop algorithm has been applied with great success to non-frustrated spin systems. Critical exponents of the order-disorder transition for a two dimensional depleted Heisenberg model were pinned down to show that the transition belongs to the universality class of the three dimensional classical \(O(3)\) model.\(^8\) Furthermore this algorithm has been used to study single particle dynamics in non-frustrated quantum antiferromagnets on various topologies.\(^20,21\)

### 2.1 The Sign Problem in the World Line Approach

The Quantum Monte Carlo approach is often plagued by the so-called sign problem. Since the origin of this problem is easily understood in the framework of the World Line algorithm we will briefly discuss it in this section on a specific model. Consider spinless
Here, we consider periodic boundary conditions, and to apply the World Line algorithm to the above Hamiltonian we split it into a set of independent four site problems:

$$H = -t \sum_i c_i^\dagger (c_{i+1} + c_{i+2}) + H.c. \quad \text{with} \quad \{c_i^\dagger, c_j^\dagger\} = \{c_i, c_j\} = 0, \quad \{c_i^\dagger, c_j\} = \delta_{i,j}. \quad (10)$$

With this decomposition one obtains the graphical representation of Fig. 5.

The sign problem occurs from the fact that the weights $\Omega(w)$ are not necessarily positive. An example is shown in Fig. 10. In this case the origin of negative signs lies in Fermi statistics. To solve the problem, one decides to carry out the sampling with an auxiliary probability distribution:

$$\overline{Pr}(\omega) = \frac{|\Omega(w)|}{\sum_w |\Omega(w)|} \quad (12)$$

which in the limit of small values of $\Delta \tau$ corresponds to the partition function of the Hamiltonian of Eq. (10) but with fermions replaced by hard-core bosons. Thus, we can now
evaluate Eq. 9 with:

$$
\langle O \rangle = \frac{\sum_w P_r(\omega) \text{sign}(w) O(w)}{\sum_w P_r(\omega) \text{sign}(w)}
$$

where both the numerator and denominator are evaluated with MC methods. Let us first consider the denominator:

$$
\langle \text{sign} \rangle = \frac{\sum_w \Omega(w)}{\sum_w |\Omega(w)|} = \frac{\text{Tr}[e^{-\beta H}] \text{Tr}[e^{-\beta H^T}]}{\text{Tr}[e^{-\beta H}]}
$$

Here, $H_B$ corresponds to the Hamiltonian of Eq. (10) but with fermions replaced by hard-core bosons. In the limit of large inverse temperatures, $\beta$, the partition functions is dominated by the ground state. Thus in this limit

$$
\langle \text{sign} \rangle \sim e^{-\beta(E_0-E_0^B)} = e^{-\beta L \Delta}
$$

where $\Delta = (E_0 - E_0^B) / L$ is an intensive, in general positive, quantity. The above equation corresponds to the sign problem. When the temperature is small or system size large, the average sign becomes exponentially small. Hence, the observable $\langle O \rangle$ is given by the quotient of two exponentially small values which are determined stochastically. When the error-bars become comparable to the average sign, uncontrolled fluctuations in the evaluation of $\langle O \rangle$ will occur. Two comments are in order. (i) In this simple example the sign problem occurs due to Fermi statistics. However, sign problems occur equally in frustrated spin-1/2 systems which are nothing but hard core boson models. Note that replacing the fermions by hard core bosons in Eq. (10) and considering hopping matrix elements of different signs between nearest and next nearest neighbors will generate a sign problem in the above formulation. (ii) The sign problem is formulation dependent. In the World Line algorithm, we decide to work in real space. Had we chosen Fourier space, the Hamiltonian would have been diagonal and hence no sign problem occurs. In the auxiliary field approach discussed in the next section the sign problem would not occur for this non-interacting problem since as mentioned in the introduction one body operators are treated exactly. That is, the sum over all World Lines is carried out exactly.
3 Auxiliary Field Quantum Monte Carlo Algorithms

In the remaining, we will concentrate on auxiliary field Quantum Monte Carlo algorithms which we will describe in detail. Consider the Hamiltonian

\[ H = H_t + H_f \]

where \( H_t \) is the kinetic energy and \( H_f \) a two-body interaction term. The ground state expectation value of an observable \( O \) is at best obtained by projecting a trial wave function \( |\Psi_T\rangle \) along the imaginary time axis:

\[
\frac{\langle \Psi_0 | O | \Psi_0 \rangle}{\langle \Psi_0 | \Psi_0 \rangle} = \lim_{\Theta \to \infty} \frac{\langle \Psi_T | e^{-\Theta H} O e^{-\Theta H} | \Psi_T \rangle}{\langle \Psi_T | e^{-2\Theta H} | \Psi_T \rangle}.
\] (17)

The above equation is readily verified by writing

\[
\langle \Psi_0 | O | \Psi_0 \rangle = \sum_n \langle \Psi_n | O | \Psi_0 \rangle \delta(E_n - E_0).
\]

The assumptions that \( \langle \Psi_T | \Psi_0 \rangle \neq 0 \) and that the ground state is non-degenerate are however required. The algorithm based on Eq. (17) is known as the projector quantum Monte Carlo (PQMC) algorithm.\(^{12-14}\)

Finite temperature properties in the grand canonical ensemble are obtained by evaluating

\[
\langle O \rangle = \frac{\text{Tr} \left[ e^{-\beta (H - \mu N)} O \right]}{\text{Tr} \left[ e^{-\beta (H - \mu N)} \right]},
\] (18)

where the trace runs over the Fock space, \( \beta = 1/k_B T \) and \( \mu \) is the chemical potential.

The algorithm based on Eq. (18) will be referred to as finite temperature QMC (FTQMC) method.\(^9,10\) Comparison of both algorithms are shown in Fig. (6) for the Hubbard model in standard notation.

\[
H_U = -t \sum_{\langle \langle i,j \rangle, \sigma \rangle} e^{2\pi i \frac{1}{2}} f^\dagger_i \sigma f^\dagger_j \sigma + U \sum_i n_{i,\uparrow} n_{i,\downarrow},
\] (19)

Here, and for future use, we have included a magnetic field \( \vec{B} = \nabla \times \vec{A} \). At half-filling, the ground state is insulating so that charge fluctuations are absent in the low temperature limit on finite lattices. Hence, in this limit both grand canonical and canonical approaches yield identical results. It is however clear that if one is interested solely in ground state properties the PQMC is more efficient. As we will see, this lies in the choice of the trial wave function which is chosen to be a spin singlet.

3.1 Trotter Decomposition and Hubbard Stratonovich Transformation

As in the World Line approach we wish to evaluate the imaginary time propagation which we will split into infinitesimal successive propagations with \( H_t \) followed by \( H_f \). This is again achieved with the Trotter decomposition

\[
\left( e^{-\Delta \tau H_t} e^{-\Delta \tau H_f} \right)^m = e^{-\Theta H} + \frac{\Delta \tau}{2} \int_0^\Theta \! d\tau e^{-(\Theta - \tau)H} [H_I, H_I] e^{-\tau H} + O(\Delta \tau^2),
\] (20)

or a symmetric variant

\[
\left( e^{-\Delta \tau H_t/2} e^{-\Delta \tau H_f} e^{-\Delta \tau H_t/2} \right)^m = e^{-\Theta H} + O(\Delta \tau^2),
\] (21)
Figure 6. Fourier transform of the spin-spin correlation functions at $\hat{Q} - (\pi, \pi)$ (a) and energy (b) for the half-filled Hubbard model in the absence of magnetic field (19). $\bullet$: PQMC algorithm. $\triangle$: FTQMC algorithm at $\beta = 2\Theta$.

where $m \Delta \tau = \Theta$. As mentioned previously and for the FTQMC if $O, H_F$ and $H_I$ are simultaneously real representable in a given basis, the systematic error proportional to $\Delta \tau$ in Eq. (20) vanishes. To achieve this in the PQMC some care has to be taken. To reduce fluctuations one wishes to measure an observable over several time slices. In the QMC evaluation of $O$ based on the Trotter decomposition of Eq. (20) we hence compute:

$$\frac{1}{2N + 1} \sum_{n=-N}^{N} \frac{\langle \Psi_T | \left( e^{-\Delta \tau H_I} e^{-\Delta \tau H_I} \right)^{m-n} O \left( e^{-\Delta \tau H_I} e^{-\Delta \tau H_I} \right)^{m+n} | \Psi_T \rangle}{\langle \Psi_T | \left( e^{-\Delta \tau H_I} e^{-\Delta \tau H_I} \right)^{2m} | \Psi_T \rangle}.$$ (22)

If $[O, H] = 0$, then one can set $N = m$ and the effective projection parameter is $2\Theta$. On the other hand, if $[O, H] \neq 0$ one has to choose $N < m$ since the effective projection parameter is $(m - N) \Delta \tau$. It is however crucial to measure symmetrically around the central time slice, since only then can show that the systematic error proportional to $\Delta \tau$ vanishes. This is of course valid provided that $O, H_F, H_I$ as well as $\langle \Psi_T \rangle$ are simultaneously real representable.

Fig. 7 compares both choices of Trotter decompositions (Eqn. (20) and (21)) for the Hubbard model of Eq. (19). Here we use the PQMC algorithm. As apparent the symmetric decomposition of Eq. (21) is much more accurate and due to the variational principle provides an upper bound to the exact energy. It is however often cumbersome to implement.

Having isolated the interaction term $H_I$ with the Trotter decomposition, we may now proceed with the Hubbard-Stratonovich (HS) transformation. The choice of the HS is
important. For Hubbard interactions,
\[ H_I = U \sum_i \left( n_{i,\uparrow} - 1/2 \right) \left( n_{i,\downarrow} - 1/2 \right), \]
with \( U > 0 \) one usually chooses Hirsch’s discrete transformation\(^{23}\)
\[ \exp \left( -\Delta \tau U \sum_i \left( n_{i,\uparrow} - 1/2 \right) \left( n_{i,\downarrow} - 1/2 \right) \right) \]
\[ = \tilde{C} \sum_{s_1, \ldots, s_N = \pm 1} \exp \left( \tilde{\alpha} \sum_i s_i \left( n_{i,\uparrow} - n_{i,\downarrow} \right) \right). \]
where \( \cosh(\tilde{\alpha}) = \exp(\Delta \tau U/2) \). On an \( N \)-site lattice, the constant \( \tilde{C} = \exp(\Delta \tau U N/4) / 2^N \). As apparent from the above equation, for a fixed set of HS fields, \( s_1 \ldots s_N \), \( SU(2) \)-spin symmetry is broken since the field couples to the \( z \)-component of the magnetization. This symmetry is of course restored after summation over the HS fields with the Monte Carlo method. Alternatively, one may consider\(^{23}\)
\[ \exp \left( -\Delta \tau U \sum_i \left( n_{i,\uparrow} - 1/2 \right) \left( n_{i,\downarrow} - 1/2 \right) \right) \]
\[ = C \sum_{s_1, \ldots, s_N = \pm 1} \exp \left( i \alpha \sum_i s_i \left( n_{i,\uparrow} + n_{i,\downarrow} - 1 \right) \right). \]
where \( \cos(\alpha) = \exp(-\Delta \tau U/2) \) and \( C = \exp(\Delta \tau U N/4) / 2^N \). With this choice of the HS transformation \( SU(2) \) spin invariance is retained for any given HS configuration since the field couples to the density. Even taking into account the overhead of working with complex numbers, it is more convenient to work with this transformation\(^{24}\) since it is often hard to restore the full \( SU(2) \) spin symmetry via Monte Carlo sampling of the HS field. When \( U < 0 \) the transformation (25) may readily be used and involves only real numbers.
We now consider interaction terms of the form:

\[ H_I = -W \sum_i \left( O^{(i)} \right)^2 \]  

(26)

where \( O^{(i)} \) is a one-body operator. In general, \( \left[ O^{(i)}, O^{(j)} \right] \neq 0 \) so that the sum in the above equation has to be split into sums of commuting terms: \( H_I = \sum_n H_{I_n} \), \( H_{I_n} = -W \sum_{s_r} \left( O^{(i)} \right)^2 \). For \( i \) and \( j \) in the set \( S_r \) one requires \( \left[ O^{(i)}, O^{(j)} \right] = 0 \). The imaginary time evolution may be written as \( e^{-\Delta \tau H_I} \approx \prod_n e^{-\Delta \tau H_{I_n}} \). Thus we are left with the problem of decoupling \( e^{\Delta \tau W O^2} \) where we have omitted the index \( i \). In principle, one can decouple a perfect square with the canonical HS transformation:

\[ e^{\Delta \tau W O^2} = \frac{1}{\sqrt{2\pi}} \int d\Phi e^{-\frac{1}{2} \Phi^2 + \sqrt{2 \Delta \tau W} \Phi O} \]  

(27)

However, this involves a continuous field which renders the sampling hard. An alternative formulation is given by:25

\[ e^{\Delta \tau W O^2} = \sum_{\gamma(\pm 1)} \gamma(\pm 1) O^{(i)} + O(\Delta \tau^4) \]  

(28)

where the fields \( \gamma \) and \( \eta \) take the values:

\[ \gamma(\pm 1) = 1 + \sqrt{6}/3, \quad \gamma(\pm 2) = 1 - \sqrt{6}/3 \]

\[ \eta(\pm 1) = \pm \sqrt{2 \left( 3 - \sqrt{6} \right)}, \quad \eta(\pm 2) = \pm \sqrt{2 \left( 3 + \sqrt{6} \right)} \]

This transformation is not exact and produces an overall systematic error proportional to \( \Delta \tau^3 \). However, since we already have a systematic error proportional to \( \Delta \tau^2 \) from the Trotter decomposition, the transformation is as good as exact. It also has the great advantage of being discrete thus allowing efficient sampling.

Thus, the HS transformation has enabled us to split the two-body interaction term into a one-body operator interacting with an external field. We may now write the imaginary time propagator as:

\[ \prod_{n=1}^m \left[ e^{-\Delta \tau H_I} e^{-\Delta \tau H_I} \right] = \prod_{n=1}^m \left[ \sum_s C(s) e^{H_I(s)} e^{-\Delta \tau H_I} \right] \]  

(29)

\[ \sum_{\vec{s}_1 \cdots \vec{s}_m} C(\vec{s}_1 \cdots \vec{s}_m) \prod_{n=1}^m \left[ e^{H_I(\vec{s}_n)} e^{-\Delta \tau H_I} \right] \]

Here, \( H_I(\vec{s}_n) \) is a single body operator. The HS fields have a lattice site, \( \vec{r} \) and imaginary time, \( n \), index. We will adopt the notation: \( \vec{s} = \{ \vec{s}_{\vec{r} n} \} \), \( \vec{r} = 1 \cdots N \) and \( n = 1 \cdots m \), and \( \vec{s}_n \) denotes the HS fields on time slice \( n \). In the special case of the Hubbard model with the HS transformation of Eq. (25),

\[ H_I(\vec{s}_n) = i \alpha \sum_{\vec{r}, \sigma} \sum_{\vec{j}, \sigma} s_{\vec{r}, \vec{j}, \sigma} c_{\vec{j}, \sigma}^\dagger c_{\vec{j}, \sigma}, \quad C(\vec{s}_1 \cdots \vec{s}_m) = \exp \left( \Theta U N / 4 \right) \exp \left( -i \alpha \sum_{\vec{r}, \vec{j}, \sigma} \sum_{\vec{r}, \vec{j}, \sigma} s_{\vec{r}, \vec{j}, \sigma} \right) \]  

(30)
For an interaction term of the form in Eq. (26) $e^{H_I(\mathbf{\sigma}_n)}$ has to be replaced by

$$\prod_{r} \exp \left( \sqrt{\Delta r W} \sum_{\mathbf{i} \in S_r} \eta(\mathbf{i}) O(\mathbf{i}) \right)$$

(31)

and $C(\{s_{i,n}\})$ by $C(\{t_{i,n}\}) = \prod_{i=n}^{r} \gamma(t_{i,n})$.

At this stage, the fermionic degrees of freedom may be integrated out. In the framework of the PQMC, we will require the trial wave function to be a Slater determinant:

$$|\Psi_T\rangle = \prod_{y=1}^{N_p} \left( \sum_{x} e^{\xi_x P_{x,y}} \right) |0\rangle = \prod_{y=1}^{N_p} (\hat{c}^\dagger P)_{y} |0\rangle$$

(32)

where we have introduced the indices $\mathbf{\xi} = (i, \sigma)$, which run from $1 \cdots 2N$, $N_p$ is the number of particles and $\hat{c}^\dagger = \left( c_1^\dagger, \cdots, c_{2N}^\dagger \right)$. For a Hermitian or anti-hermitian matrix $T$, one may show that:

$$e^{\hat{c}^\dagger T \hat{c}} \prod_{y=1}^{N_p} (\hat{c}^\dagger P)_{y} |0\rangle = \prod_{y=1}^{N_p} (\hat{c}^\dagger e^{T} P)_{y} |0\rangle.$$  

(33)

To derive the above equation, it is useful to go into a basis where $T$ is diagonal: $U^T U = D$. $U$ is a unitary matrix and $D$ a real (purely imaginary) diagonal matrix provided that $T$ is hermetian (anti-hermetian). Thus we can define the fermionic operators $\gamma^\dagger = \hat{c}^\dagger U$ to obtain:

$$e^{\hat{c}^\dagger T \hat{c}} \prod_{y=1}^{N_p} (\hat{c}^\dagger P)_{y} |0\rangle = e^{\hat{c}^\dagger U D \gamma} \prod_{y=1}^{N_p} (\gamma^\dagger U P)_{y} |0\rangle =$$

$$\sum_{y_1, \cdots, y_{2N}} e^{\sum_{y_1} \cdots \sum_{y_{2N}} D_{y_1} \gamma^\dagger_{y_1} \gamma_{y_1} \cdots \gamma^\dagger_{y_{2N}} \gamma_{y_{2N}}} (U P)_{y_1,1} \cdots (U P)_{y_{2N}, N_p} =$$

$$\sum_{y_1, \cdots, y_{2N}} e^{D y_{2N}, \cdots, y_{2N}, y_{1}, \cdots, y_{y_{1}} \gamma^\dagger_{y_{1}} \gamma_{y_{1}}} (U P)_{y_1,1} \cdots (U P)_{y_{2N}, N_p} =$$

$$\prod_{y=1}^{N_p} (\gamma^\dagger e^{D U P})_{y} |0\rangle = \prod_{y=1}^{N_p} (\hat{c}^\dagger U e^{D U P} P)_{y} |0\rangle = \prod_{y=1}^{N_p} (\hat{c}^\dagger e^{T} P)_{y} |0\rangle.$$  

We can now evaluate the imaginary time propagator. It is convenient to define the notation:

$$H_t = \hat{c}^\dagger h_1(\mathbf{\sigma}) \hat{c}, \quad H_t = \hat{c}^\dagger h_1 \hat{c}$$

$$U_P(\tau_2, \tau_1) = \prod_{n=n_1+1}^{n_2} e^{H_t(\mathbf{\sigma}_n)} e^{-\Delta r H_t}$$

(34)

and $B_g(\tau_2, \tau_1) = \prod_{n=n_1+1}^{n_2} e^{H_t(\mathbf{\sigma}_n)} e^{-\Delta r h_t}$

(35)

where, $n_1 \Delta r = \tau_1$ and $n_2 \Delta r = \tau_2$, $h_t$ is a $2N \times 2N$ hermetian matrix and $h_1(\mathbf{\sigma}_n)$ a $2N \times 2N$ hermetian or anti-hermetian matrix depending upon the choice of the HS.
transformation. One can then derive:

\[ \langle \Psi_T | U_\beta(2\Theta, 0) | \Psi_T \rangle = \det (P^\dagger B(2\Theta, 0) P). \]  

(36)

The above follows from:

\[ \langle \Psi_T | U_\beta(2\Theta, 0) | \Psi_T \rangle = \prod_{y=1}^{N_p} \langle 0 | c^\dagger y_1 \cdots c^\dagger y_{N_p} c_{x_1} \cdots c_{x_1} | 0 \rangle = \]

\[ \sum_{\pi_1, \ldots, \pi_{N_p}} \sum_{y_1, \ldots, y_{N_p}} P^\dagger_{1, y_{N_p}} \cdots P^\dagger_{1, y_1} \langle 0 | c_{y_1} \cdots c_{y_{N_p}} c_{x_1}^\dagger \cdots c_{x_1}^\dagger | 0 \rangle \times \]

\[ (B_\beta(2\Theta, 0) P)_{x_1, 1} \cdots (B_\beta(2\Theta, 0) P)_{x_{N_p}, N_p}. \]

The matrix element \( \langle 0 | c_{y_1} \cdots c_{y_{N_p}} c_{x_1}^\dagger \cdots c_{x_1}^\dagger | 0 \rangle \) does not vanish provided that

i) \( x_1 \neq x_2 \neq \cdots \neq x_{N_p} \) and

ii) the indices \( y_1, \ldots, y_{N_p} \) are a permutation (\( \pi \)) of the indices \( x_1, \ldots, x_{N_p} \): \( y_1 = x_{\pi(1)} \cdots y_{N_p} = x_{\pi(N_p)} \).

The matrix element is then equal to the sign of permutation: \((-1)^\pi\). Hence,

\[ \langle \Psi_T | U_\beta(2\Theta, 0) | \Psi_T \rangle = \]

\[ \sum_{\pi_1, \ldots, \pi_{N_p}} (-1)^\pi P^\dagger_{1, x_{\pi(1)}} (B_\beta(2\Theta, 0) P)_{x_1, 1} \cdots P^\dagger_{N_p, x_{\pi(N_p)}} (B_\beta(2\Theta, 0) P)_{x_{N_p}, N_p} = \]

\[ \sum_{\pi \in S_{N_p}} (-1)^\pi (P^\dagger B_\beta(2\Theta, 0) P)_{\pi(1), 1} \cdots (P^\dagger B_\beta(2\Theta, 0) P)_{\pi(N_p), N_p} = \]

\[ \det (P^\dagger B_\beta(2\Theta, 0) P) \]

where the last sum runs over the space \( S_{N_p} \) consisting of the \( N_p! \) permutations of the integers \( [1 \cdots N_p] \).

For the FTQMC, we have to evaluate the trace over the Fock space.

\[ \text{Tr} \left( U_\theta(\beta, 0) \right) = \det (1 + B_\theta(\beta, 0)) \]  

(37)
where \( m\Delta \tau = \beta \). The above equation is readily verified:

\[
\begin{align*}
\text{det} \left( 1 + B_{\beta}(\beta, 0) \right) &= \sum_{\pi \in S_{2N}} (-1)^{\pi} (1 + B_{\beta}(\beta, 0))_{\pi(1),1} \cdots (1 + B_{\beta}(\beta, 0))_{\pi(2N),2N} \\
&= \sum_{\pi \in S_{2N}} (-1)^{\pi} \delta_{1,\pi(1)} \cdots \delta_{2N,\pi(2N)} + \\
&\quad \sum_{x} \sum_{\pi \in S_{2N}} (-1)^{\pi} B_{\beta}(\beta, 0)_{\pi(x),x} \delta_{1,\pi(1)} \cdots \delta_{2,\pi(x)} \cdots \delta_{2N,\pi(2N)} + \\
&\quad \sum_{y > x} \sum_{\pi \in S_{2N}} (-1)^{\pi} B_{\beta}(\beta, 0)_{\pi(x),x} B_{\beta}(\beta, 0)_{\pi(y),y} \times \\
&\quad \delta_{1,\pi(1)} \cdots \delta_{x,\pi(x)} \cdots \delta_{y,\pi(y)} \cdots \delta_{2N,\pi(2N)} + \\
&\quad \sum_{y > x > z} \sum_{\pi \in S_{2N}} (-1)^{\pi} B_{\beta}(\beta, 0)_{\pi(x),x} B_{\beta}(\beta, 0)_{\pi(y),y} B_{\beta}(\beta, 0)_{\pi(z),z} \times \\
&\quad \delta_{1,\pi(1)} \cdots \delta_{x,\pi(x)} \cdots \delta_{y,\pi(y)} \cdots \delta_{z,\pi(z)} \cdots \delta_{2N,\pi(2N)} + \cdots \\
&= 1 + \sum_{x} \langle 0 | e_x U_{\beta}(\beta, 0) c_x^\dagger | 0 \rangle + \sum_{y > x} \langle 0 | e_x e_y U_{\beta}(\beta, 0) c_y^\dagger c_x^\dagger | 0 \rangle + \\
&\quad \sum_{y > x > z} \langle 0 | e_x e_y e_z U_{\beta}(\beta, 0) c_z^\dagger c_y^\dagger c_x^\dagger | 0 \rangle + \cdots \\
&= \text{Tr} \left( U_{\beta}(\beta, 0) \right).
\end{align*}
\]

Here, \( \tilde{\delta}_{y,\pi(y)} \) means that this term is omitted in the product: \( \prod_{x=1}^{2N} \delta_{x,\pi(x)} \). We have used Eq. (36) to derive the third equality.

### 3.2 Observables and Wick’s Theorem

In the last section, we have shown how to carry out the HS transformation and integrate out the fermionic degrees of freedom. Here, we show both for the PQMC and FTQMC how to compute observables as well as the validity of Wick’s theorem for a fixed configuration of HS fields.

#### 3.2.1 PQMC

In the PQMC algorithm we compute:

\[
\frac{\langle \Psi_T | e^{-\beta H} O e^{-\beta H} | \Psi_T \rangle}{\langle \Psi_T | e^{-2\beta H} | \Psi_T \rangle} = \sum_{\bar{g}} \text{Pr}_{\bar{g}}(O) + O(\Delta \tau^2).
\]
For each lattice site, \( \bar{t} \), time slice, \( n \), we have introduced an independent HS field, \( \bar{s} = \{ s_{\bar{t}, n} \} \) and

\[
\begin{align*}
\Pr_{\bar{s}} &= \frac{C_{\bar{t}} \det \left( P_{\bar{t}}^\dagger B_{\bar{t}}(\Theta, 0) P \right)}{\sum_{\bar{f}} C_{\bar{f}} \det \left( P_{\bar{f}}^\dagger B_{\bar{f}}(\Theta, 0) P \right)} \\
\langle O \rangle_{\bar{s}} &= \frac{\langle \Psi_T [U_{\bar{t}}(\Theta, 0) U_{\bar{s}}(\Theta, 0)] \Psi_T \rangle}{\langle \Psi_T [U_{\bar{t}}(\Theta, 0)] \Psi_T \rangle}
\end{align*}
\]

We start by computing the equal time Green function: \( O = c_x c_y^\dagger = \delta_{x,y} - c^\dagger A^{(y,x)} c \) with \( A_{x_1,x_2} = \delta_{x_1,y} \delta_{x_2,y} \). Inserting a source term, we obtain:

\[
\begin{align*}
\langle c_x c_y^\dagger \rangle_{\bar{s}} &= \delta_{x,y} - \frac{\partial}{\partial \eta} \ln \langle \Psi_T [U_{\bar{t}}(\Theta, 0) e^{\eta A^{(y,x)}} U_{\bar{s}}(\Theta, 0)] \Psi_T \rangle \bigg|_{\eta=0} = \\
\delta_{x,y} - \frac{\partial}{\partial \eta} \ln \det \left( P_{\bar{t}}^\dagger B_{\bar{t}}(\Theta, 0) e^{\eta A^{(y,x)}} B_{\bar{s}}(\Theta, 0) P \right) \bigg|_{\eta=0} = \\
\delta_{x,y} - \frac{\partial}{\partial \eta} \text{Tr} \ln \left( P_{\bar{t}}^\dagger B_{\bar{t}}(\Theta, 0) e^{\eta A^{(y,x)}} B_{\bar{s}}(\Theta, 0) P \right) \bigg|_{\eta=0} = \\
\delta_{x,y} - \text{Tr} \left[ \left( P_{\bar{t}}^\dagger B_{\bar{t}}(\Theta, 0) P \right)^{-1} P_{\bar{t}}^\dagger B_{\bar{t}}(\Theta, 0) A^{(y,x)} B_{\bar{s}}(\Theta, 0) P \right] \\
\left( 1 - B_{\bar{t}}(\Theta, 0) P \left( P_{\bar{t}}^\dagger B_{\bar{t}}(\Theta, 0) P \right)^{-1} P_{\bar{t}}^\dagger B_{\bar{t}}(\Theta, 0) \right)_{x,y} \equiv (G_{x}(\Theta))_{x,y}
\end{align*}
\]

We have used Eq. (36) to go from the second to third equality. The attentive reader will have noticed that Eq. (36) was shown to be valid only in the case of hermetic or anti-hermetic matrices which is certainly not the case of \( A^{(y,x)} \). However, since only terms of order \( \eta \) are relevant in the calculation, we may replace \( e^{\eta A} \) by \( e^{\eta(A + A^\dagger)/2} e^{\eta(A - A^\dagger)/2} \) which is exact up to order \( \eta^2 \). For the latter form, one may use Eq. (36). To obtain the fourth equality we have used the relation: \( \det A = \exp \text{Tr} \ln A \).

We now show that any multi-point correlation function decouples into a sum of products of the above defined Green functions. First, we define the cumulants:

\[
\langle O_n \cdots O_1 \rangle_{\bar{s}} = \frac{\partial^n \ln \langle \Psi_T [U_{\bar{t}}(\Theta, 0) e^{n_{\eta_1} \cdots n_{\eta_n} O_{\eta_1} \cdots O_{\eta_n} U_{\bar{s}}(\Theta, 0)] \Psi_T \rangle}{\partial \eta_1 \cdots \partial \eta_n} \bigg|_{\eta_1 \cdots \eta_n = 0}
\]

with \( O_i = c^\dagger A^{(i)} c \).

Differentiating the above definition we obtain:

\[
\begin{align*}
\langle \langle O_1 \rangle_{\bar{s}} \rangle_{\bar{s}} &= \langle O_1 \rangle_{\bar{s}} \\
\langle \langle O_2 O_1 \rangle_{\bar{s}} \rangle_{\bar{s}} &= \langle O_2 O_1 \rangle_{\bar{s}} - \langle O_2 \rangle_{\bar{s}} \langle O_1 \rangle_{\bar{s}} \\
\langle \langle O_3 O_2 O_1 \rangle_{\bar{s}} \rangle_{\bar{s}} &= \langle O_3 O_2 O_1 \rangle_{\bar{s}} - \langle O_3 \rangle_{\bar{s}} \langle O_2 O_1 \rangle_{\bar{s}} - \langle O_3 O_1 \rangle_{\bar{s}} - \langle O_3 O_2 O_1 \rangle_{\bar{s}} - \langle O_3 O_2 O_1 \rangle_{\bar{s}}
\end{align*}
\]

\[
\langle \langle O_1 \rangle_{\bar{s}} \rangle_{\bar{s}} = \langle O_1 \rangle_{\bar{s}} \\
\langle \langle O_2 O_1 \rangle_{\bar{s}} \rangle_{\bar{s}} = \langle O_2 O_1 \rangle_{\bar{s}} - \langle O_2 \rangle_{\bar{s}} \langle O_1 \rangle_{\bar{s}} \\
\langle \langle O_3 O_2 O_1 \rangle_{\bar{s}} \rangle_{\bar{s}} = \langle O_3 O_2 O_1 \rangle_{\bar{s}} - \langle O_3 \rangle_{\bar{s}} \langle O_2 O_1 \rangle_{\bar{s}} - \langle O_3 O_1 \rangle_{\bar{s}} - \langle O_3 O_2 O_1 \rangle_{\bar{s}}
\]

(41)
The following rule, which may be proven by induction, emerges:

\[
\langle O_n \cdots O_1 \rangle_g = \langle \langle O_n \cdots O_1 \rangle \rangle_g + \sum_{j=1}^{n} \langle \langle O_n \cdots \hat{O}_j \cdots O_1 \rangle \rangle_g \langle \langle O_j \rangle \rangle_g + \sum_{j>i} \langle \langle O_n \cdots \hat{O}_j \cdots \hat{O}_i \cdots O_1 \rangle \rangle_g \langle \langle O_j O_i \rangle \rangle_g + \cdots + \\
\langle \langle O_n \rangle \rangle_g \cdots \langle \langle O_1 \rangle \rangle_g
\]

(42)

where \( \hat{O}_j \) means that the operator \( O_j \) has been omitted from the product.

The cumulants may now be computed order by order. We concentrate on the form \( \langle \langle c_{x_n}^+ \cdots c_{x_2}^+ c_{x_1}^+ c_y \cdots c_y \rangle \rangle \) so that \( A_{x,y}^{(i)} = \delta_{x,y} \). To simplify notation in the next calculation we introduce:

\[
B^i = B_\varphi(\Theta, 0)P, \quad \text{and} \quad B^i = P^i B_\varphi(2\Theta, \Theta)
\]

(43)

We have already computed \( \langle \langle O_1 \rangle \rangle_g \) (see Eq. (39)):

\[
\langle \langle O_1 \rangle \rangle_g = \langle \langle c_{x_1}^+ c_y \rangle \rangle = \text{Tr} \left( (1 - G_\varphi(\Theta)) A^{(1)} \right) = (1 - G_\varphi(\Theta))_y_{x_1} \quad (44)
\]

For \( n = 2 \) we have:

\[
\langle \langle O_2 O_1 \rangle \rangle_g = \langle \langle c_{x_2}^+ c_y c_{x_1}^+ c_y \rangle \rangle_g
\]

\[
= \frac{\partial^2 \text{Tr} \ln \left( P^i B_\varphi(2\Theta, \Theta)e^{\eta_2 A^{(2)}} e^{\eta_1 A^{(1)}} B_\varphi(\Theta, 0)P \right)}{\partial \eta_2 \partial \eta_1} \bigg|_{\eta_2, \eta_1 = 0}
\]

\[
= \frac{\partial}{\partial \eta_2} \text{Tr} \left[ \left( B^i e^{\eta_2 A^{(2)}} B^i \right)^{-1} B^i e^{\eta_2 A^{(2)}} A^{(1)} B^i \right] \bigg|_{\eta_2 = 0}
\]

\[
= \text{Tr} \left[ \left( B^i B^i \right)^{-1} B^i A^{(2)} B^i \left( B^i B^i \right)^{-1} B^i A^{(1)} B^i \right]
\]

\[
+ \text{Tr} \left[ \left( B^i B^i \right)^{-1} B^i A^{(2)} A^{(1)} B^i \right]
\]

\[
= \text{Tr} \left( G_\varphi(\Theta) A^{(2)} G_\varphi(\Theta) A^{(1)} \right)
\]

(45)

To derive the above, we have used the cyclic properties of the trace as well as the relation \( G = 1 - B^i (B^i B^i)^{-1} B^i \). Note that for a matrix \( A(\eta) \),

\[
\frac{\partial}{\partial \eta} A^{-1}(\eta) = -A^{-1}(\eta) \left( \frac{\partial}{\partial \eta} A(\eta) \right) A^{-1}(\eta).
\]

There is a simple rule to obtain the third cumulant given the second. In the above expression for the second cumulant, one replaces \( B^i \) with \( B^i e^{\eta_2 A^{(2)}} \). This amounts in redefining the Green function as
\[
G(\eta_3) = 1 - B^\dagger \left( B\langle e^{\eta_3 A^{(n)}} B \rangle^{1} B\langle e^{\eta_3 A^{(n)}} B \rangle \right)^{-1} B\langle e^{\eta_3 A^{(n)}} B \rangle. \]
Thus,
\[
\langle (O_3 O_2 O_1) \rangle_{\vec{r}} = \langle (c_{x_2}^1 c_{y_2}^1 c_{x_2}^4 c_{x_1}^1 c_{y_1}) \rangle_{\vec{r}}
= \frac{\partial}{\partial \eta_3} \left. \text{Tr} \left( \frac{G_{\vec{r}}(\Theta, \eta_3)}{} A(2) G_{\vec{r}}(\Theta, \eta_3) A(1) \right) \right|_{\eta_3 = 0}
= \text{Tr} \left( \frac{G_{\vec{r}}(\Theta)}{} A(3) G_{\vec{r}}(\Theta) A(2) G_{\vec{r}}(\Theta) A(1) \right) - \text{Tr} \left( \frac{G_{\vec{r}}(\Theta)}{} A(3) G_{\vec{r}}(\Theta) A(1) G_{\vec{r}}(\Theta) A(2) \right)
= \langle c_{x_2}^1 c_{y_1} \rangle_{\vec{r}} \langle c_{y_2} c_{x_2}^4 c_{x_1}^1 c_{y_1} \rangle_{\vec{r}} - \langle c_{x_2}^4 c_{y_2} c_{x_2}^1 \rangle_{\vec{r}} \langle c_{y_1} c_{x_2}^1 c_{y_1} \rangle_{\vec{r}}
\]
(46)
since
\[
\frac{\partial}{\partial \eta_3} G_{\vec{r}}(\Theta, \eta_3) \big|_{\eta_3 = 0} = -\frac{\partial}{\partial \eta_3} G_{\vec{r}}(\Theta) A(3) G_{\vec{r}}(\Theta) = -\frac{\partial}{\partial \eta_3} G_{\vec{r}}(\Theta, \eta_3) \big|_{\eta_3 = 0}.
\]
Clearly the same procedure may be applied to obtain the \(n^{th} + 1\) cumulant given the \(n^{th}\) one. It is also clear that the \(n^{th}\) cumulant is a sum of products of Green functions. Thus with equation (42) we have shown that any multi-point correlation function may be reduced into a sum of products of Green functions: Wicks theorem. Useful relations include:
\[
\langle c_{x_2}^1 c_{y_2} c_{x_1}^1 c_{y_1} \rangle_{\vec{r}} = \langle c_{x_2}^1 c_{y_1} \rangle_{\vec{r}} \langle c_{y_2} c_{x_1}^1 \rangle_{\vec{r}} + \langle c_{x_2}^4 c_{y_2} \rangle_{\vec{r}} \langle c_{x_2}^1 c_{y_1} \rangle_{\vec{r}}
\]
(47)

### 3.2.2 FTQMC

For the FTQMC we wish to evaluate:
\[
\frac{\text{Tr} \left[ e^{-\beta H} O \right]}{\text{Tr} \left[ e^{-\beta H} \right]} = \sum_{\vec{r}} P^{\vec{r}}(O)_{\vec{r}} + O(\Delta \tau^2). \tag{48}
\]
where
\[
P^{\vec{r}} = \frac{C_{\vec{r}} \det (1 + B_{\vec{r}}(\beta, 0))}{\sum_{\vec{r}} C_{\vec{r}} \det (1 + B_{\vec{r}}(\beta, 0))}, \quad \langle O \rangle_{\vec{r}} = \frac{\text{Tr} \left[ U_{\vec{r}}(\beta, \tau) O U_{\vec{r}}(\tau, 0) \right]}{\text{Tr} \left[ U_{\vec{r}}(\beta, 0) \right]}.
\]
Here, we measure the observable on time slice \(\tau\). Single body observables, \(O = \vec{c} \vec{A} \vec{c}\) are evaluated as:
\[
\langle O \rangle_{\vec{r}} = \frac{\partial \ln \text{Tr} \left[ U_{\vec{r}}(\beta, \tau) e^{\eta A} U_{\vec{r}}(\tau, 0) \right]}{\partial \eta} \bigg|_{\eta = 0}
= \frac{\partial \ln \det \left[ 1 + B_{\vec{r}}(\beta, \tau) e^{\eta A} B_{\vec{r}}(\tau, 0) \right]}{\partial \eta} \bigg|_{\eta = 0}
= \frac{\partial \ln \text{Tr} \left[ 1 + B_{\vec{r}}(\beta, \tau) e^{\eta A} B_{\vec{r}}(\tau, 0) \right]}{\partial \eta} \bigg|_{\eta = 0}
= \text{Tr} \left[ B_{\vec{r}}(\tau, 0) (1 + B_{\vec{r}}(\beta, 0))^{-1} B_{\vec{r}}(\beta, \tau) A \right]
= \text{Tr} \left[ \left( 1 - (1 + B_{\vec{r}}(\tau, 0) B_{\vec{r}}(\beta, \tau))^{-1} \right) A \right] \tag{49}
\]
In particular the Green function is given by:

$$\langle \epsilon_x \epsilon_y \rangle = (1 + B_\tau(\beta, 0))^{-1}$$

(50)

Defining the cumulants as

$$\langle \Omega_n \cdots \Omega_1 \rangle = \frac{\partial^n \ln \text{Tr} \left[ U_\beta(\tau, \tau) e^{\eta_n \Omega_n} \cdots e^{\eta_1 \Omega_1} U_\beta(\tau, 0) \right]}{\partial \eta_n \cdots \partial \eta_1} \bigg|_{\eta_1 \cdots \eta_n = 0}$$

with

$$\Omega_i = \epsilon^l A^{(l)}$$

(51)

one can derive Wicks theorem in precisely the same manner as shown for the PQMC. Thus both in the PQMC and FTQMC, it suffices to compute the equal time Green functions to evaluate any equal time observable.

3.3 The Monte Carlo Sampling

We now have to sum over the HS fields. The lowest temperature results in Fig. 6 require summing over $2^{2740}$ Ising field configurations. An exact summation is thus clearly not possible. We will thus use the Monte Carlo method (see Appendix) and use a single site upgrading method which requires the calculation of the ratio

$$R = \frac{\text{Pr}_\beta}{\text{Pr}_{\hat{\beta}}}$$

(52)

where $\beta$ and $\hat{\beta}$ differ only at one point in space and imaginary time, $\tau$, $n$. For the Ising field required to decouple the Hubbard interaction (Eqn. (24) and (25)):

$$s_{\hat{\beta}, n} = \begin{cases} s_{\beta, n} & \text{if } \hat{\tau} \neq \tau \text{ and } n' \neq n \\ -s_{\beta, n} & \text{if } \hat{\tau} = \tau \text{ and } n' = n \end{cases}$$

(53)

For HS fields $\hat{\tau}$ required to decouple perfect square terms (Eq. (28)):

$$l_{\hat{\tau}, n} = \begin{cases} l_{\beta, n} & \text{if } \hat{\tau} \neq \tau \text{ and } n' \neq n \\ -F \left( l_{\tau, n} \right) & \text{if } \hat{\tau} = \tau \text{ and } n' = n \end{cases}$$

(54)

where $F \left( l_{\tau, n} \right)$ flips the HS field $l_{\tau, n}$ into one of the three other choices with probability $1/3$. The calculation of $R$ boils down to computing the ration of two determinants:

$$\frac{\det[1 + B_\beta(\beta, 0)]}{\det[1 + B_{\hat{\beta}}(\beta, 0)]} \text{ for the FTQMC}$$

$$\frac{\det[P \beta B_{\beta}(\beta, 0) P]}{\det[P \beta B_{\hat{\beta}}(\beta, 0) P]} \text{ for the PQMC.}$$

(55)

For the Hubbard interaction with HS transformation of Eq. (25) only $h_I(\hat{s}_n)$ will be affected by the move.

$$e^{h_I(\hat{s}_n)} = e^{i \alpha \sum_{\tau} s_{\tau, n} A^{(\tau)}} e^{i \alpha \sum_{\tau} s_{\tau, n} A^{(\tau)}} e^{i \alpha \sum_{\tau} \sigma_{\tau, n} A^{(\tau)}}
= e^{-i \alpha \sum_{\tau} \sigma_{\tau, n} A^{(\tau)}} e^{i \alpha \sum_{\tau} \sigma_{\tau, n} A^{(\tau)}} e^{-2i \alpha \sum_{\tau} \sigma_{\tau, n} A^{(\tau)}}
= (1 + e^{-2i \alpha \sum_{\tau} \sigma_{\tau, n} A^{(\tau)}}) e^{h_I(s_n)}.$$  

(56)
Here $A_{x,y}^{(i)} = \delta_{x,y}\delta_{(i,\sigma)}$ so that $[A^{(i)}, A^{(j)}] = 0 \forall i, j$. The matrix $\Delta^{(i)}$ is diagonal and has only two non-zero entries at $x = (i, \sigma)$. Thus, for the Hubbard model:

$$B_{\tau}(\bullet, 0) = B_{\tau}(\bullet, \tau) \left(1 + \Delta^{(\tau)} \right) B_{\tau}(\tau, 0) \quad (57)$$

where the $\bullet$ stands for $2\Theta$ or $\beta$ and $\tau = n\Delta\tau$. For interaction term in the form of perfect squares isolating the HS filed $l_{i,n}$ is a bit more cumbersome. First let us assume that $i$ is in the set $S_\tau$ (see paragraph after Eq. (26)) and that $O^{(\tilde{i})} = \sigma^a A^{(\tilde{i})} c$. We will work in a basis where $A^{(\tilde{i})}$ is diagonal: $U^{(\tilde{i})} A^{(\tilde{i})} U^{(\tilde{i})} = D^{(\tilde{i})}$.

Thus, $B_{\tilde{r}}(\bullet, 0)$ takes the form:

$$B_{\tilde{r}}(\bullet, 0) = B_{\tilde{r}}(\bullet, \tau) \left( \prod_{r'=1}^{r-1} e^{\mathcal{H}_k^{(\tilde{r}', \tilde{r})}} \right) U^{(\tilde{i})} \left(1 + \Delta^{(\tilde{i})} \right) U^{(\tilde{i})\dagger} \left( \prod_{r \geq r'} e^{\mathcal{H}_k^{(\tilde{r}', \tilde{r})}} \right) B_{\tilde{r}}(\tau, 0) \quad (59)$$

After a redefinition of the $B$ matrices as shown in the above equation, a similar form to that for the Hubbard model is obtained. Note that $\tilde{B}$ matrices satisfy: $\tilde{B}_{\tilde{r}}(\bullet, \tau) \tilde{B}_{\tilde{r}}(\tau, 0) = B_{\tilde{r}}(\bullet, 0)$. It is often important to work in a basis where the $A^{(\tilde{i})}$ matrices are diagonal since computer time is saved if some of the eigenvalues vanish. In the so-called $t$-$U$-$W$ model$^{25,23}$ a factor 6 in CPU time in the upgrading is saved.

Concentrating first on the PQMC, and again introducing the notation $B_{\tilde{r}} = \tilde{P} B_{\tilde{r}}(2\Theta, \tau)$ and $B_{\tilde{r}} = B_{\tilde{r}}(\tau, 0)\tilde{P}$ we have to evaluate:

$$\det \left[ B_{\tilde{r}}^{(i)} \left(1 + \Delta^{(\tilde{i})} \right) B_{\tilde{r}}^{(j)} \right] = \det \left[ B_{\tilde{r}}^{(i)} \left(1 + \Delta^{(\tilde{i})} \right) B_{\tilde{r}}^{(j)} \left( B_{\tilde{r}}^{(i)} B_{\tilde{r}}^{(j)} \right)^{-1} \right] \quad (60)$$

$$= \det \left[1 + B_{\tilde{r}}^{(i)} \Delta^{(\tilde{i})} B_{\tilde{r}}^{(i)} \left( B_{\tilde{r}}^{(i)} B_{\tilde{r}}^{(i)} \right)^{-1} \right] = \det \left[1 + \Delta^{(\tilde{i})} B_{\tilde{r}}^{(i)} \left( B_{\tilde{r}}^{(i)} B_{\tilde{r}}^{(i)} \right)^{-1} \right] \quad \text{where the last equation follows from the identity } \det[1 + AB] = \det[1 + BA] \text{ for arbitrary rectangular matrices.}$$

\footnote{This identity may be formally shown by using the relation $\det(1 + AB) = \exp Tr \log(1 + AB)$, expanding the logarithm and using the cyclic properties of the trace.}  

We can recognize the Green function
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$B_{\beta}^j \left( B_{\beta}^j B_{\beta}^j \right)^{-1} B_{\beta}^j = 1 - G_{\beta}(\tau) \equiv G_{\beta}(\tau)$. By construction, $\Delta^{(\hat{i})}$ is diagonal. For a form with $Q$ non-vanishing entries,

\[
(\Delta^{(\hat{i})})_{z, z} = \delta_{z, z_1} \sum_{q=1}^{Q} \Delta_{\beta_q}^{(\hat{i})} \delta_{z_q, z}
\]  (61)

one has,

\[
\det \left[ 1 + \Delta^{(\hat{i})} G_{\beta}(\tau) \right] = \\
\det \left( (1 + \Delta^{(\hat{i})} \tilde{G}_{\beta}(\tau))_{x_1, z_1} \cdots (1 + \Delta^{(\hat{i})} \tilde{G}_{\beta}(\tau))_{x_1, x_Q} \right) \\
\det \left( (1 + \Delta^{(\hat{i})} \tilde{G}_{\beta}(\tau))_{x_Q, z_1} \cdots (1 + \Delta^{(\hat{i})} \tilde{G}_{\beta}(\tau))_{x_Q, x_Q} \right)
\]  (62)

For the FTQMC, we have to evaluate:

\[
\det \left[ 1 + B_{\beta}(\beta, \tau)(1 + \Delta^{(\hat{i})}) B_{\beta}(\tau, 0) \right] = \\
\det \left[ 1 + \Delta^{(\hat{i})} B_{\beta}(\tau, 0) \right] (1 + B_{\beta}(\beta, 0))^{-1} B_{\beta}(\beta, \tau) = \\
\det \left[ 1 + \Delta^{(\hat{i})} \left( 1 - (1 + B_{\beta}(\tau, 0)) B_{\beta}(\beta, \tau) \right)^{-1} \right].
\]  (63)

Since the finite temperature equal time Green function is given by:

$G_{\beta}(\tau) = (1 + B_{\beta}(\tau, 0)) B_{\beta}(\beta, \tau)^{-1}$ so that precisely same form as in the PQMC is obtained.

Having calculated the ratio $R$ for a single spin-flip one may now decide stochastically if the move is accepted or not. In case of acceptance, the Green function is to be upgraded non-vanishing entries, given by Eq. (61),

\[
G_{\beta}(\tau) = \left( 1 + B_{\beta}(\tau, 0)(1 + \Delta^{(\hat{i})}) B_{\beta}(\beta, \tau) \right)^{-1} \\
= \left( 1 + B_{\beta}(\tau, 0) B_{\beta}(\beta, \tau) + \sum_{q} (\overrightarrow{u}^{(q)} \otimes \overrightarrow{v}^{(q)}) \right)^{-1}
\]  (65)

where

\[
(\overrightarrow{u}^{(q)})_x = (B_{\beta}(\tau, 0))_{x, x_q} \Delta_{\beta_q}^{(\hat{i})} \text{ and } (\overrightarrow{v}^{(q)})_x = (B_{\beta}(\beta, \tau))_{x_q, x}.
\]

Identifying $A$ to $(G_{\beta}(\tau))^{-1} = 1 + B_{\beta}(\tau, 0) B_{\beta}(\beta, \tau)$, Eq. (64) may now be applied $Q$ times to upgrade the Green function.
For the PQMC, the upgrading of the Green function is equivalent to the upgrading of
\((B_\alpha^\dagger B_\gamma^\dagger)^{-1}\), which is achieved with the Sherman-Morrison formula:

\[
(B_\alpha^\dagger B_\gamma^\dagger)^{-1} = \left( B_\alpha^\dagger (1 + \Delta(\bar{\gamma})) B_\gamma^\dagger \right)^{-1} = \left( B_\alpha^\dagger B_\gamma^\dagger + \sum_q \bar{\beta}(q) \otimes \bar{\beta}(q) \right)^{-1}
\]

(66)

with \((\bar{\beta}(q))_x = (B_\alpha^\dagger)_x, (\bar{\beta}(q))_x = (B_\gamma^\dagger)_x, q = 1 \ldots N_p\) where
\(N_p\) corresponds to the number of particles contained in the trial wave function.

In principle, we now have all elements required to carry out the simulations. The equal
time Green function is the central quantity. On one hand it is used to compute any
observables. On the other hand, it determines the Monte Carlo dynamics. It is convenient to
adopt a sequential upgrading scheme. Given the Green function at imaginary time
\(\tau = \Delta \tau\), one upgrades the HS fields on this time slice deterministically or randomly. In case of
acceptance, the Green function is upgraded after each single spin flip. To reach the next
time slice, the relation:

\[
G_\alpha(\tau + 1) = B_\alpha(\tau + 1, \tau)G_\alpha(\tau) (B_\gamma(\tau + 1, \tau))^{-1}
\]

(67)
is used and the procedure is repeated till \(\tau = \beta\) (FTQMC) or \(\tau = 2\theta\) (PQMC). Having reached \(\tau = \beta\) or \(\tau = 2\theta\) we propagate the Green function to back \(\tau = 1\) and on the
way upgrade the HS fields. The whole procedure may then be repeated. We note that for
interactions of the form (26) the propagation of the Green function from time slice \(\tau\) to
time slice \(\tau + 1\) is split into intermediate steps according to (59) so as to upgrade the HS
fields in the the sets \(S_p\), successively.

The above corresponds precisely to the procedure adopted in the case of the FTQMC.
For the PQMC, it is more efficient to keep track of \((P^\dagger B_\alpha(2\theta, 0)P)^{-1}\) since (i) it is of
dimension \(N_p \times N_p\) in contrast to the Green function which is a \(N \times N\) matrix and (ii) it is
\(\tau\) independent. When Green functions are required - to compute \(R\), or observables - they
are computed from scratch.

### 3.4 Numerical Stabilization

In the previous section, we have assumed that we are able to compute the Green functions.
On finite precision machines this is unfortunately not the case. To understand the sources
of numerical instabilities, it is convenient to consider the PQMC. The rectangular matrix
\(P\) is just a set of column orthonormal vectors. Typically for a Hubbard model, at weak
couplings, the extremal scales in the matrix \(B_\gamma(2\theta, 0)\) are determined by the kinetic energy
and range from \(e^{8\tau}\) to \(e^{8\epsilon}\) in the two-dimensional case. When the set of orthonormal
vectors in \(P\) are propagated, the large scales will wash out the small scales yielding an
numerically ill defined inversion of the matrix \((P^\dagger B_\alpha(2\theta, 0)P)^{-1}\). To be more precise consider
a two electron problem. The matrix \(P\) then consists of two column orthonormal vectors,
\(\bar{\nu}(0)_1\) and \(\bar{\nu}(0)_2\). After propagation along the imaginary time axis, will be dominated by the
largest scales in \(B_\alpha(2\theta, 0)\) so that \(\bar{\nu}(0)_1 = \bar{\nu}(2\theta)_2 + \bar{\nu}\), where \(\bar{\nu}(2\theta)_1 = B_\gamma(2\theta, 0)\bar{\nu}_1\).
It is the information contained in \(\bar{\nu}\) which renders the matrix \((P^\dagger B_\alpha(2\theta, 0)P)^{-1}\) non-singular.
For large values of \(\theta\) this information is lost in round-off errors.

To circumvent this problem a set of matrix decomposition techniques were developed.\(^{13, 14, 10}\) Those matrix decomposition techniques are best introduced with the Gram-
Schmidt orthonormalization method of \(N_p\) linearly independent vectors. At imaginary
time \( \tau \), \( B_\rho(\tau, 0) P = B \rangle \) is given by the \( N_p \) vectors \( \vec{v}_1 \cdots \vec{v}_{N_p} \). Orthogonalizing those vectors yields:

\[
\vec{v}_1' = \vec{v}_1 \\
\vec{v}_2' = \vec{v}_2 - \frac{\vec{v}_2 \cdot \vec{v}_1'}{\vec{v}_1' \cdot \vec{v}_1'} \vec{v}_1' \\
\vdots \\
\vec{v}_{N_p}' = \vec{v}_{N_p} - \sum_{i=1}^{N_p-1} \frac{\vec{v}_{N_p} \cdot \vec{v}_i'}{\vec{v}_i' \cdot \vec{v}_i'} \vec{v}_i'.
\] (68)

Since \( \vec{v}_n' \) depends only on the vectors \( \vec{v}_n \cdots \vec{v}_1 \) we can write,

\[
\left( \vec{v}_1', \cdots, \vec{v}_{N_p}' \right) = \left( \vec{v}_1, \cdots, \vec{v}_{N_p} \right) V_R^{-1}
\] (69)

where \( V_R \) is an upper unit triangular \( N_p \times N_p \) matrix, that is the diagonal matrix elements are equal to unity. One can furthermore normalize the vectors \( \vec{v}_1', \cdots, \vec{v}_{N_p}' \) to obtain:

\[
B \rangle \equiv \left( \vec{v}_1', \cdots, \vec{v}_{N_p}' \right) = \begin{pmatrix} \frac{\vec{v}_1'}{||\vec{v}_1'||} & \cdots & \frac{\vec{v}_{N_p}'}{||\vec{v}_{N_p}'||} \end{pmatrix} D_R V_R
\] (70)

where \( D \) is a diagonal matrix containing the scales. One can repeat the procedure to obtain:

\[
B \rangle \equiv P^ \dagger B_\rho(2\Theta, \tau) = V_L D_L U^\dagger. \]

The Green function for the PQMC is now particularly easy to compute:

\[
1 - G_\rho(\tau) = B \rangle \left( B^\dagger B \rangle \right)^{-1} B \rangle = U^\dagger D_R V_R \left( V_L D_L U^\dagger D_R V_R \right)^{-1} V_L D_L U^\dagger = U^\dagger \left( U U^\dagger \right)^{-1} \left( V_L D_L \right)^{-1} V_L D_L U^\dagger = U^\dagger \left( U U^\dagger \right)^{-1} U^\dagger
\] (71)

Thus, in the PQMC, all scales which are at the origin of the numerical instabilities disappear from the problem when computing Green functions. Since the entire algorithm relies solely on the knowledge of the Green function, the above stabilization procedure leaves the physical results invariant. Note that although appealing, the Gram-Schmidt orthonormalization is itself unstable, and hence it is more appropriate to use singular value decompositions based on Householder’s method to obtain the above \( U D V \) form for the \( B \) matrices.\(^{27}\) In practice the frequency at which the stabilization is carried out is problem dependent. Typically, for the Hubbard model with \( \Delta \tau t = 0.125 \) stabilization at every 10\textsuperscript{th} time slice produces excellent accuracy.

The stabilization procedure for the finite temperature algorithm is more subtle since scales may not be doped in the calculation of the Green function. Below, we provide two ways of computing the Green function.
The first approach relies on the identity:

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}^{-1}
= \begin{pmatrix}
(A - BD^{-1}C)^{-1} & (C - DB^{-1}A)^{-1} \\
(B - AC^{-1}D)^{-1} & (D - CA^{-1}B)^{-1}
\end{pmatrix}
\]

where \(A, B, C\) and \(D\) are matrices. Using the above, we obtain:

\[
\begin{pmatrix}
1 & B\hat{\tau}(\tau, 0) \\
-B\hat{\tau}(\beta, \tau) & 1
\end{pmatrix}^{-1} = \begin{pmatrix}
G_B(0) & -(1 - G_B(0)|B\hat{\tau}_{\beta}(\tau, 0) \\
B\hat{\tau}(\tau, 0)G_B(0) & G_B(\tau)
\end{pmatrix}
\]

(73)

The diagonal terms on the right hand side of the above equation correspond to the desired equal time Green functions. The off-diagonal terms are nothing but the time displaced Green functions which will be discussed in the next section. To evaluate the left hand side of the above equation, we first have to bring with diagonal matrix placed Green functions which will be discussed in the next section. To evaluate the left hand side of the above equation, we first have to bring \(B\hat{\tau}(\tau, 0)\) and \(B\hat{\tau}(\beta, \tau)\) in \(UDV\) forms. This has to be done step by step so as to avoid mixing large and small scales. Consider the propagation \(B\hat{\tau}(\tau, 0)\), and a time interval \(\tau_1\), with \(n\tau_1 = \tau\), for which the different scales in \(B\hat{\tau}(n\tau_1, (n - 1)\tau_1)\) do not exceed machine precision. Since \(B\hat{\tau}(\tau, 0) = B\hat{\tau}(n\tau_1, (n - 1)\tau_1) \cdots B\hat{\tau}(\tau_1, 0)\) we can evaluate \(B\hat{\tau}(\tau, 0)\) for \(n = 2\) with:

\[
B\hat{\tau}(2\tau_1, \tau_1) B\hat{\tau}(\tau_1, 0) = ((B\hat{\tau}(2\tau_1, \tau_1)U_1)D_1)V_1 = U_2D_2V_2
\]

(74)

where \(V_2 = VV_1\). The parenthesis determine the order in which the matrix multiplication are to be done. In all operations, mixing of scales are avoided. After the multiplication with diagonal matrix \(D_1\) scales are again separated with the used of the singular value decomposition.

Thus for \(B\hat{\tau}(\tau, 0) = U_RD_RV_R\) and \(B\hat{\tau}(\beta, \tau) = V_LD_LU_L\) we have to invert:

\[
\begin{pmatrix}
I_V & \ V_LD_LD_LU_L
\end{pmatrix}^{-1} =
\]

\[
\begin{pmatrix}
(V_L) & (U_1U_L)^{-1} -D_R \\
0 & 0
\end{pmatrix}^{-1} \begin{pmatrix}
(V_R) & 0
\end{pmatrix}^{-1} U_DV =
\begin{pmatrix}
(V_R) & 0
\end{pmatrix}^{-1} U^{-1} \begin{pmatrix}
(V_L) & 0
\end{pmatrix}^{-1}
\]

(75)

In the above, all matrix multiplications are well defined. In particular, the matrix \(D\) contains only large scales since the matrices \((V_RV_L)^{-1}\) and \((ULUR)^{-1}\) act as a cutoff to the exponentially small scales in \(D_L\) and \(D_R\). This method to compute Green functions is very stable and has the advantage of producing time displaced Green functions. However, it is numerically expensive since the matrices involved are twice as big as the \(B\) matrices.

Alternative methods to compute \(G_B(\tau)\) which involve matrix manipulations only of the size of \(B\) include:

\[
(1 + B\hat{\tau}(\tau, 0)B\hat{\tau}(\beta, \tau))^{-1} = (1 + U_RD_RV_RV_LD_LD_LU_L)^{-1}
\]

\[
= (U_L)^{-1}(U_LUR)^{-1} + D_R(V_RV_L)D_L)^{-1}U_R^{-1}
\]

\[
= (V_L)^{-1}D^{-1}(UR)^{-1}.
\]

(76)
Again, \((U_L U_R)^{-1}\) acts as a cutoff to the small scales in \(D_R( V_R V_L) D_L\) so that \(D\) contains only large scales.

The accuracy of both presented methods may be tested by in the following way. Given the Green function at time \(\tau\) we can can upgrade and wrap (see Eq. (67)) this Green function to time slice \(\tau + \tau_1\). Of course, for the time interval \(\tau_1\) the involved scales should lie within the accuracy of the the computer, \(\sim 1^{-12}\) for double precision numbers. The thus obtained Green function at time \(\tau + \tau_1\) may be compared to the one computed from scratch using Eq. (75) or Eq. (76). For a \(4 \times 4\) half-filled Hubbard model at \(U/t = 4\), \(\beta t = 20\), \(\Delta \tau = 0.1\) and \(\tau_1 = 10 \Delta \tau\) we obtain an average (maximal) difference between the matrix elements of both Green functions of \(1^{-10} (1^{-6})\) which is orders of magnitude smaller than the statistical uncertainty. Had we chosen \(\tau_1 = 50 \Delta \tau\) the accuracy drops to 0.01 and 100.0 for the average and maximal differences.

### 3.5 Imaginary Time Displaced Green Functions

Imaginary time displaced correlation yield important information. On one hand they may be used to obtain spin and charge gaps,\(^{28,29}\) as well quasiparticle weights.\(^{20}\) On the other hand, with the use of the Maximum Entropy method\(^ {30,31}\) dynamical properties such as spin and charge dynamical structure factors, optical conductivity, and single particle spectral functions may be computed. Those quantities offer the possibility of direct comparison with experiments, such as photoemission, neutron scattering and optical measurements.

Since there is again a Wick’s theorem for time displaced correlation functions, it suffices to compute the single particle Green function for a given HS configuration. We will start first with the FTQMC and then concentrate on the PQMC.

#### 3.5.1 FTQMC

For a given HS field, we wish to evaluate:

\[
G_{\beta}(\tau_1, \tau_2)_{x,y} = \langle T c^\dagger_x(\tau_1) c_y(\tau_2) \rangle_x
\]

where \(T\) corresponds to the time ordering. Thus for \(\tau_1 > \tau_2\) \(G_{\beta}(\tau_1, \tau_2)_{x,y}\) reduces to

\[
\langle c^\dagger_x(\tau_1) c^\dagger_y(\tau_2) \rangle_x = \frac{\text{Tr}[U_{\beta} (\beta, \tau_1) c_x U_{\beta}(\tau_1, \tau_2) c^\dagger_y U_{\beta}(\tau_2, 0)]}{\text{Tr}[U_{\beta}(\beta, 0)]}
\]

\[
= \frac{\text{Tr}[U_{\beta} (\beta, \tau_2) U^{-1}_{\beta}(\tau_1, \tau_2) c_x U_{\beta}(\tau_1, \tau_2) c^\dagger_y U_{\beta}(\tau_2, 0)]}{\text{Tr}[U_{\beta}(\beta, 0)]}
\]

(Eq. 78)

Evaluating \(U^{-1}(\tau_1, \tau_2) c_x U_{\beta}(\tau_1, \tau_2)\) boils down to the calculation of

\[
c_x(\tau) = e^{Ae^A - e^{-Ae^A}}
\]

where \(A\) is an arbitrary matrix. Differentiating the above with respect to \(\tau\) yields

\[
\frac{\partial c_x(\tau)}{\partial \tau} = e^{Ae^A} \left[ e^{Ae^A} c_x \right] e^{-Ae^A} = - \sum_x A_{x,x} c_x(\tau).
\]

Thus, \(c_x(\tau) = \left( e^{-Ae^A} \right)_x\) and similarly \(c^\dagger_x(\tau) = \left( e^{Ae^A} \right)_x\).  

\[
\text{123}
\]
We can use the above equation successively to obtain:

\[
U_x^{-1}(\tau_1, \tau_2) c_x U_x(\tau_1, \tau_2) = \begin{pmatrix} B_x(\tau_1, \tau_2) \end{pmatrix}_x
\]

\[
U_x^{-1}(\tau_1, \tau_2) c_x U_x(\tau_1, \tau_2) = \begin{pmatrix} \bar{c}_x B_x^{-1}(\tau_1, \tau_2) \end{pmatrix}_x
\]  

(80)

Since \( B \) is a matrix and not an operator, we can pull it out of the trace in Eq. (78). Note that the above equation automatically leads to a Wick’s theorem for time displaced Green function since the theorem holds for equal time quantities. Thus, we obtain the result:

\[
G_x(\tau_1, \tau_2) = \langle c_x(\tau_1) c_x(\tau_2) \rangle_x = \langle c_x(\tau_1) \rangle_x \langle c_x(\tau_2) \rangle_x
\]

(81)

where \( G_x(\tau_1) \) is the equal time Green function computed previously. A similar calculation will yield for \( \tau_2 > \tau_1 \):

\[
G_x(\tau_1, \tau_2) = -\langle \bar{c}_x^T(\tau_2) c_x(\tau_1) \rangle_x = -\langle \bar{c}_x(\tau_1) \rangle_x \langle \bar{c}_x(\tau_2) \rangle_x
\]

(82)

Returning to Eq. (73) we see that we have already computed the time displaced Green functions \( G_x(0, \tau) \) and \( G_x(\tau, 0) \) when discussing a stabilization scheme for the equal time Green functions. However, this calculation is expensive and is done only at times \( \tau = n \tau_1 \) where \( \tau_1 \) is time scale on which all energy scales fit well on finite precision machines. To obtain the Green functions for arbitrary values of \( \tau \) one uses the relations:

\[
G_x(0, \tau + \tau_2) = G_x(0, \tau) B_x^{-1}(\tau_2, \tau)
\]

\[
G_x(\tau + \tau_2, 0) = B_x(\tau_2, \tau) G_x(\tau, 0)
\]

(83)

where \( \tau_2 < \tau_1 \).

With the above method, we have access to all time displaced Green functions \( G_x(0, \tau) \) and \( G_x(\tau, 0) \). However, we do not use translation invariance in imaginary time. Clearly, using this symmetry in the calculation of time displaced quantities will reduce the fluctuations which may sometimes be desirable. A numerically expensive but elegant way of producing all time displaced Green functions has been proposed by Hirsch.\(^{32}\) Let \( \beta \) be a multiple of \( \tau_1 \), \( \tau_1 = \beta \) and \( \tau_1 \) small enough so that the scales involved in \( B_x(\tau + \tau_1, \tau) \) fit on finite precision machines. Using the definition \( \tau_i = i \tau_1 \) with \( i = 1 \cdots l \) one can show:

\[
\begin{pmatrix}
1 & 0 & 0 & B_x(\tau_2, \tau_1) \\
-B_x(\tau_2, \tau_1) & 1 & 0 & B_x(\tau_3, \tau_2) \\
0 & -B_x(\tau_3, \tau_2) & 1 & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -B_x(\tau_l, \tau_{l-1}) \\
\end{pmatrix}

= \begin{pmatrix}
G_x(\tau_1, \tau_1) & G_x(\tau_1, \tau_2) & \cdots & G_x(\tau_1, \tau_l) \\
G_x(\tau_2, \tau_1) & G_x(\tau_2, \tau_2) & \cdots & G_x(\tau_2, \tau_l) \\
\vdots & \vdots & \ddots & \ddots \\
G_x(\tau_l, \tau_1) & G_x(\tau_l, \tau_2) & \cdots & G_x(\tau_l, \tau_l) \\
\end{pmatrix}
\]

(84)

The matrix to inverse is \( l \) times the size of the \( B \) matrices, and hence expensing to compute. It is worth noting that on vector machines the performance grows with growing vector size so that the above method can become attractive. Having computed the Green functions \( G_x(\tau_i, \tau_j) \) we can obtain Green functions on any two time slices by using equations of the type (83).
3.5.2 PQMC

Zero temperature time displaced Green functions are given by:

\[ G_\sigma \left( \Theta + \frac{\tau}{2}, \Theta - \frac{\tau}{2} \right)_{x,y} \]

\[ = \frac{\langle \Psi_T | U^\dagger(2\Theta, \Theta + \frac{\tau}{2}) c_x U_{\sigma}(\Theta + \frac{\tau}{2}, \Theta - \frac{\tau}{2}) c_y U_{\sigma}(\Theta - \frac{\tau}{2}, 0) | \Psi_T \rangle}{\langle \Psi_T | U_{\sigma}(2\Theta, 0) | \Psi_T \rangle} \]

\[ = \left[ B_x \left( \Theta + \frac{\tau}{2}, \Theta - \frac{\tau}{2} \right) G_{\sigma} \left( \Theta - \frac{\tau}{2} \right) \right]_{x,y} \]

and

\[ G_\sigma \left( \Theta - \frac{\tau}{2}, \Theta + \frac{\tau}{2} \right)_{x,y} \]

\[ = -\frac{\langle \Psi_T | U_{\sigma}(2\Theta, \Theta + \frac{\tau}{2}) c_y U_{\sigma}(\Theta + \frac{\tau}{2}, \Theta - \frac{\tau}{2}) c_x U_{\sigma}(\Theta - \frac{\tau}{2}, 0) | \Psi_T \rangle}{\langle \Psi_T | U_{\sigma}(2\Theta, 0) | \Psi_T \rangle} \]

\[ = -\left[ \left( 1 - G_{\sigma} \left( \Theta - \frac{\tau}{2} \right) \right) B_x^{-1} \left( \Theta + \frac{\tau}{2}, \Theta - \frac{\tau}{2} \right) \right]_{x,y}. \]

Here \( \tau > 0 \) and we have used Eq. (80), as well as the equal time Green function (Eq. (39)).

Two comments are in order. (i) For a given value of \( \tau \) the effective projection parameter is \( \Theta - \tau \). Thus, before starting a simulation, one has to set the maximal value of \( \tau \) which will be considered, \( \tau_M \) and the effective projection parameter \( \Theta - \tau_M \) should be large enough to yield the ground state within the desired precision. (ii) In a canonical ensemble, the chemical potential is meaningless. However, when single particle Green functions are computed it is required to set the reference energy with regards to which a particle will be added or removed. In other words, it is the chemical potential which delimits photoemission from inverse photoemission. Thus, it is useful to have an estimate of this quantity if single particle or pairing correlations are under investigation. For observable such as spin-spin or charge-charge time displaced correlations this complication does not come into play since they are in the particle-hole channel.

We are now left with the problem of computing the Green functions. A direct multiplication of the equal time Green function with \( B \) matrices is unstable for larger values of \( \tau \). This can be understood in the framework of free electrons on a two-dimensional square lattice:

\[ H = -t \sum_{<i,j>} c_i^\dagger c_j, \]

where the sum runs over nearest-neighbors. For this Hamiltonian one has:

\[ \langle \Psi_0 | c_k^\dagger(\tau)c_k | \Psi_0 \rangle = \exp(\tau(\epsilon_k - \mu)) \langle \Psi_0 | c_k^\dagger c_k | \Psi_0 \rangle, \]

where \( \epsilon_k = -2t(\cos(k\tilde{a}_x) + \cos(k\tilde{a}_y)) \), \( \tilde{a}_x, \tilde{a}_y \) being the lattice constants. We will assume \( |\Psi_0\rangle \) to be non-degenerate. In a numerical calculation the eigenvalues and eigenvectors of the above Hamiltonian will be known up to machine precision, \( \epsilon \). In the case \( \epsilon_k - \mu > 0 \), \( \langle \Psi_0 | c_k^\dagger c_k | \Psi_0 \rangle \equiv 0 \). However, on a finite precision machine the later quantity will take a value of the order of \( \epsilon \). When calculating \( \langle \Psi_0 | c_k^\dagger(\tau)c_k | \Psi_0 \rangle \) this roundoff error will be
the more severe than for free electrons since the presence of the time dependent HS field mixes
blown up exponentially and the result for large values of \( \tau \) will be unreliable. In Eq. (86)
the \( B \) matrices play the role of the exponential factor \( \exp\left(\tau(\epsilon_k - \mu)\right) \) and the equal
time Green functions correspond to \( \langle \Psi_0 | \tilde{c}^\dagger_k \tilde{c}_k | \Psi_0 \rangle \). In the PQMC, the stability problem is much
more severe than for free electrons since the presence of the time dependent HS field mixes
different scales.

We present two methods to circumvent this problem. The first method is numerically
expensive but has been used extensively and hence tested for many models. The second
method has recently been developed, is elegant, simple to implement and very cheap in
CPU time.

The first method lies on the observation that introducing a large but finite temperature
\( T = 1/\beta \) stabilizes the calculation. For the free electrons:

\[
\langle \Psi_0 | \tilde{c}_k^\dagger(\tau) \tilde{c}_k | \Psi_0 \rangle = \lim_{\beta \to \infty} \frac{\exp\left(\beta(\epsilon_k - \mu)\right)}{1 + \exp\left(\beta(\epsilon_k - \mu)\right)}. \tag{89}
\]

Even if the eigenvalues are known only up to machine precision, the right hand side of the
above equation for large but finite values of \( \beta \) is a numerically stable operation. To imple-
ment this idea in the PQMC, we use the fact that the trial wave function is a single Slater
determinant. Thus, we can find a single particle Hamiltonian, \( H_0 = \sum_{x} \tilde{c}_x^\dagger(\tilde{h}_0) x \tilde{c}_x \),
which has \( |\Psi_T\rangle \) as a non-degenerate ground state. Hence the equation

\[
G_{\delta}\left(\Theta - \frac{\tau}{2}\right) = \lim_{\beta \to \infty} \frac{\langle \Psi_T | U_{\delta}(2\Theta, \Theta - \frac{\tau}{2}) \tilde{c}_x \tilde{c}_y^\dagger U_{\delta}(\Theta - \frac{\tau}{2}, \Theta + \frac{\tau}{2}) |\Psi_T\rangle}{\langle \Psi_T | U_{\delta}(2\Theta, 0) |\Psi_T\rangle}
= \lim_{\beta \to \infty} \frac{\text{Tr}\left[e^{-\beta H_0} U_{\delta}(2\Theta, \Theta - \frac{\tau}{2}) \tilde{c}_x \tilde{c}_y^\dagger U_{\delta}(\Theta - \frac{\tau}{2}, \Theta + \frac{\tau}{2})\right]}{\text{Tr}\left[e^{-\beta H_0} U_{\delta}(2\Theta, 0)\right]}
= \lim_{\beta \to \infty} \left[1 + B_{\delta}\left(\Theta - \frac{\tau}{2}, 0\right) e^{-\beta h_0} B_{\delta}\left(2\Theta, \Theta - \frac{\tau}{2}\right)\right]_{x,y} \tag{90}
\]

is valid and yields a link between the FTQMC and PQMC, so that at finite but large values
of \( \beta \) we can use the methods introduced for the FTQMC to compute time displaced Green
functions. In particular, we can use the relation

\[
\lim_{\beta \to \infty} \begin{pmatrix}
I & B_{\delta}\left(\Theta - \frac{\tau}{2}, 0\right) e^{-\beta h_0} B_{\delta}\left(2\Theta, \Theta + \frac{\tau}{2}\right)
\end{pmatrix}^{-1} = \begin{pmatrix}
G_{\delta}\left(\Theta - \frac{\tau}{2}\right) & G_{\delta}\left(\Theta + \frac{\tau}{2}\right)
G_{\delta}\left(\Theta - \frac{\tau}{2}, \Theta + \frac{\tau}{2}\right)
\end{pmatrix} \tag{91}
\]

where the Green functions refer to the PQMC Green functions of Eq. (86). To compute in
a numerically stable way, similar methods to those applied for the FTQMC are used (see
Eq. (75)). A convenient choice of \( H_0 \) is obtained in a basis where the trial wave function
may be written as:

\[
|\Psi_T\rangle = \prod_{n=1}^{N_p} \gamma_n^\dagger |0\rangle. \tag{92}
\]
In this basis, we define $H_0$ through

$$H_0 \gamma_n^\dagger \ket{0} = \begin{cases} -\gamma_n^\dagger \ket{0} & \text{if } \gamma_n \gamma_n \ket{\Psi_T} = \ket{\Psi_T} \\ +\gamma_n^\dagger \ket{0} & \text{if } \gamma_n \gamma_n \ket{\Psi_T} = 0 \end{cases} \quad (93)$$

For the specific case of the Hubbard model and with the above choice of $H_0$ values of $\beta t \sim 40$ were well sufficient to satisfy Eq. (90) up to an average precision of $10^{-11}$. Clearly this method is ad-hoc since it requires adding a fictitious temperature. Furthermore, since the upgrading is done with the PQMC, every time one wishes to compute time displaced correlation function all required quantities have to be computed from scratch.

A more elegant and efficient method rests on the observation that in the PQMC the Green function is a projector. Consider again the free electron case. For a non-degenerate ground state, $\langle \Psi_0 | c_{\mathbf{k}}^\dagger c_{\mathbf{k}} | \Psi_0 \rangle = 0, 1$ so that

$$\langle \Psi_0 | c_{\mathbf{k}}^\dagger (\tau) c_{\mathbf{k}} | \Psi_0 \rangle = \left( \langle \Psi_0 | c_{\mathbf{k}}^\dagger c_{\mathbf{k}} | \Psi_0 \rangle \exp \left( (\epsilon_{\mathbf{k}} - \mu) \right) \right)^\tau. \quad (94)$$

The above involves only well defined numerical manipulations even in the large $\tau$ limit provided that all scales fit onto finite precision machines for a unit time interval.

The implementation of this idea in the QMC algorithm is as follows. First, one has to notice that the Green function $G_{\mathbf{g}}(\tau)$ is a projector:

$$G_{\mathbf{g}}(\tau)^2 = G_{\mathbf{g}}(\tau). \quad (95)$$

We have already seen that for $P^1 B_{\mathbf{g}}(2\Theta, \tau) = V_L D_L U^\dagger$ and $B_{\mathbf{g}}(\tau, 0) = U^\dagger D_R U_R$, $G_{\mathbf{g}}(\tau) = 1 - U^\dagger (U^\dagger U^\dagger)^{-1} U^\dagger$. Since

$$\left[ U^\dagger (U^\dagger U^\dagger)^{-1} U^\dagger \right]^2 = U^\dagger (U^\dagger U^\dagger)^{-1} U^\dagger$$

we have:

$$G_{\mathbf{g}}^2(\tau) = G_{\mathbf{g}}(\tau) \quad \text{and} \quad (1 - G_{\mathbf{g}}(\tau))^2 = 1 - G_{\mathbf{g}}(\tau). \quad (97)$$

This property implies that $G_{\mathbf{g}}(\tau_1, \tau_3)$ obeys a simple composition identity

$$G_{\mathbf{g}}(\tau_1, \tau_3) = G_{\mathbf{g}}(\tau_1, \tau_2) G_{\mathbf{g}}(\tau_2, \tau_3). \quad (98)$$

In particular for $\tau_1 > \tau_2 > \tau_3$

$$G_{\mathbf{g}}(\tau_1, \tau_3) = B_{\mathbf{g}}(\tau_1, \tau_3) G_{\mathbf{g}}^2(\tau_3) = G_{\mathbf{g}}(\tau_1, \tau_3) G_{\mathbf{g}}(\tau_3) \quad \text{and} \quad G_{\mathbf{g}}(\tau_1, \tau_3) = G_{\mathbf{g}}(\tau_1, \tau_2) B_{\mathbf{g}}(\tau_2, \tau_3) G_{\mathbf{g}}(\tau_3) \quad \text{or} \quad G_{\mathbf{g}}(\tau_1, \tau_3) = G_{\mathbf{g}}(\tau_1, \tau_2) G_{\mathbf{g}}(\tau_2, \tau_3).$$

A similar proof is valid for $\tau_3 > \tau_2 > \tau_1$.

Using this composition property (98) we can break up a large $\tau$ interval into a set of smaller intervals of length $\tau = N \tau_1$ so that

$$G_{\mathbf{g}}(\Theta + \frac{\tau}{2}, \Theta - \frac{\tau}{2}) = \prod_{n=0}^{N-1} G_{\mathbf{g}}(\Theta - \frac{n+1}{2} \tau_1, \Theta - \frac{\tau}{2} + n \tau_1) \quad (99)$$

The above equation is the generalization of Eq. (94). If $\tau_1$ is small enough each Green function in the above product is accurate and has matrix elements bounded by order unity. The matrix multiplication is then numerically well defined.
Figure 8. Imaginary time displaced on-site spin-spin (a) and Green function (b) correlation function. We consider a $6 \times 6$ lattice at half-filling and $J/t = 1.2$. In both (a) and (b) results obtained from Eq. (99) ($\triangle$) and (91) ($\triangledown$) are plotted.

We conclude this section by comparing both presented approaches for the calculation of time displaced correlation functions in the PQMC. We consider the special case of the Kondo lattice model (see Fig. 8). As apparent the results are identical within error-bars. The important point however, is that the method based on Eq. (99) is for the considered case an order of magnitude quicker in CPU time than the method based on Eq. (91).

### 3.6 The Sign Problem

The sign problem remains the central challenge in QMC simulations of correlated electron systems. We have shown how it appears in the framework of the World Line algorithm for the ease of free fermions with nearest and next nearest neighbor hopping. Since in the PQMC and FTQMC the one body terms are treated exactly the sign problem does not occur in this simple example. However, interactions will in many cases lead to a sign problem. Insight into the origin of the sign problem in the PQMC and FTQMC is obtained through the work of Fahy and Hamann, which we will briefly review.

The starting point is to rewrite the imaginary time propagation of the trial wave function as diffusion equation in the space of Slater determinants:

$$\sum_{\#} U_r(2\Theta, 0)|\Psi_T\rangle = \int d\Psi f(\Psi, 2\Theta)|\Psi\rangle$$  \hspace{1cm} (100)

Since $U_r(2\Theta, 0)$ is a one-body propagator in a time dependent external field, $U_r(2\Theta, 0)|\Psi_T\rangle$ is a single Slater determinant (See Eq. (33)) so that the sum over the HS fields may be replaced by a weighted average over normalized Slater determinants $|\Psi\rangle$. Fahy and Hamann, have shown that $f(\Psi, \tau)$ satisfies a diffusion type equation in the space of Slater determinants which is invariant under parity $|\Psi\rangle \rightarrow -|\Psi\rangle$. Thus, the solutions of the diffusion equations may be classified according to this symmetry:
Based on the above analysis, Fahy and Hamann have proposed a solution to the sign problem, which is referred to as positive projection.\(^{34}\) Let us start the diffusion process with the trial wave function $|\Psi_T\rangle$ which we require - without loss of generality - to have positive overlap with the ground state: $\langle \Psi_0 | \Psi_T \rangle > 0$. At infinitesimal time $\tau = \epsilon$ a population of Slater determinants $\{ f(\Psi, \epsilon) | \Psi \}$ with $f(\Psi, 0) = \delta(\Psi - \Psi_T)$ is obtained. If one of those Slater determinants, $|\Psi_1\rangle$ at time $\tau = \epsilon$, is orthogonal to the ground state, $\langle \Psi_0 | \Psi_1 \rangle = 0$, it may be discarded since it will provide no information on the ground state at all times $\tau > \epsilon$. This may easily be seen since starting from $|\Psi_1\rangle$ the population of Slater determinants generated by the diffusion equation has zero overlap with the ground state:

$$\langle \Psi_0 | \int d\Psi f(\Psi, \tau) | \Psi \rangle = \langle \Psi_0 | e^{-(\tau - \epsilon)H} | \Psi_1 \rangle = 0,$$

(101)

since $f(\Psi, \tau = \epsilon) = \delta(\Psi - \Psi_1)$ and $\langle \Psi_0 | \Psi_1 \rangle = 0$. The important point is that computed analytically the ensemble of Slater determinants originating from $\Psi_1$ cancel. It is the stochastic cancellation of those Slater determinants which lies at the origin of the sign problem. The above procedure is repeated iteratively and at each infinitesimal time step Slater determinants with $\langle \Psi_0 | \Psi \rangle = 0$ are discarded. This procedure eliminates the exponential growth of the signal to noise ratio.

The above procedure is exact provided we know a-priori the surface $\mathcal{N}$ defined by: $\langle \Psi_0 | \Psi \rangle = 0$. This information is in general not available. Thus, the positive projection scheme has to be implemented based on an approximate knowledge of $\mathcal{N}$. An implementation of this scheme has been carried out by\(^{36,37}\) in an algorithm which is referred to as the constrained path QMC (CPQMC). However, a major drawback is that the surface $\mathcal{N}$ in the CPQMC is approximated by a single Slater determinant corresponding to a mean-field solution of the model under consideration. In contrast, the Green function method has the ability to incorporate optimized correlated wave functions as starting point for the fixed-node approximation.

There are nevertheless a set of problems where the sign problem may be avoided in FTQMC and PQMC. As we will see in the subsequent section, particle-hole symmetry allows us to avoid the sign problem. Furthermore, models with attractive interactions which couple independently to an internal symmetry with an even number of states lead to weights, for a given HS configuration, which are an even power of a single determinant. If the determinant itself is real (i.e. absence of magnetic fields), the overall weight will be positive. An example is the attractive Hubbard model.

### 4 Application of the Auxiliary Field QMC to Specific Hamiltonians

In this section, we will concentrate on applications of the FTQMC and PQMC. Both approaches involve a computational effort which scales as the cubed of the volume. This makes it hard to achieve very large lattice sizes. Hence the importance of reducing finite
size effects. Below we will describe a method which turns out to be extremely efficient for the case of free electrons where size effects are known to be severe. We then show how to apply the FTQMC and PQMC to the attractive and repulsive Hubbard models, the Kondo-lattice model, hard core bosons and the Heisenberg model. It is beyond the scope of this article to review in detail the physics related to the models. We will concentrate primarily on the technical aspects. In most cases we have the two-dimensional case in mind, the generalization to higher or lower dimensions being straightforward.

4.1 Size Effects

Size effects become particularly severe when the ground state turns out to be a metallic state with large coherence temperature. On the other hand, insulators are characterized by the localization of the wave function and are hence rather insensitive to boundary conditions on finite sized systems. It thus becomes apparent, that the worst case scenario for severe size effects are just free electrons in a tight binding approximation:

\[ H = -t \sum_{\langle \langle i,j \rangle \rangle} c_i^\dagger c_j + \text{H.c.} \]  (102)

In many cases before turning on the interaction which will automatically restrict the size of the lattice under consideration it is important to control size effects for this simple case. We will concentrate on the two dimensional case on a torus geometry which for the above model reduces to imposing periodic boundary conditions:  \( c_{i+Lx}^\dagger = c_{i}^\dagger, \quad c_{i+Ly}^\dagger = c_{i}^\dagger \) where \( L \) is the linear length of the lattice lying in the \( c_x, c_y \) plane.

To reduce size effects on thermodynamic quantities one may in principle consider the Hamiltonian:

\[ H(L) = \sum_{\langle \langle i,j \rangle \rangle} t_{i,j}(L) c_i^\dagger c_j + \text{H.c.} \]  (103)

where \( t_{i,j}(L) \) are arbitrary hopping parameters which have to satisfy

\[ \lim_{L \to \infty} t_{i,j}(L) = -t. \]  (104)

Clearly this choice of hopping matrix elements on finite lattices will break the lattice symmetry. This is a price we are willing to pay provided that the convergence as a function of system size of thermodynamics quantities is greatly improved. Eq. (104) nevertheless guarantees that in the thermodynamic limit this symmetry is restored. To determine the hopping matrix elements \( t_{i,j}(L) \) so as to reduce size effects on say the specific heat, \( C_v(L, T) = \frac{\partial E(L)}{\partial T} \), one may minimize

\[ \chi^2 = \sum_T \left[ C_v(L, T) - C_v(L = \infty, T) \right]^2 \]  (105)

where the sum extends over a given range of temperatures. Taking into account only amplitude modulations of the hopping matrix elements leads already to a cumbersome minimization problem which does not provide satisfactory results.

Instead of carrying out a complicated minimization problem we can try to guess which matrix elements \( t_{i,j}(L) \) will minimize size effects. It turns out that introducing a magnetic
field produces remarkable results. The magnetic field is introduced via the Peirls phase factors:

$$H(L) = -t \sum_{\langle i,j \rangle} e^{i \Phi_0 \beta \hat{A}_L(i \cdot \hat{r})} \gamma_i^\dagger \gamma_j + \text{H.c.}$$  \hspace{1cm} (106)$$

with $\vec{B}_L(x) = \vec{\nabla} \times \vec{A}_L(x)$ and $\Phi_0$ the flux quanta. The torus geometry imposes restrictions on the $\vec{B}_L$ field. Since, a translation in the argument of the vector potential may be absorbed in a gauge transformation:

$$\vec{A}_L(x + \vec{L} e_2) = \vec{A}_L(x) + \vec{\nabla} \chi_2(x),$$

$$\vec{A}_L(x + \vec{L} e_y) = \vec{A}_L(x) + \vec{\nabla} \chi_y(x),$$  \hspace{1cm} (107)

we chose, the boundary condition

$$c_{i+L e_2}^\dagger = e^{i \Phi_0 \chi_2(i \cdot \vec{r})} c_i^\dagger, \quad c_{i+L e_y}^\dagger = e^{i \Phi_0 \chi_y(i \cdot \vec{r})} c_i^\dagger$$  \hspace{1cm} (108)

to satisfy the requirement:

$$[H(L), T_{L e_2}] = [H(L), T_{L e_y}] = 0.$$  \hspace{1cm} (109)

Here, $T_y$ corresponds to a translation by $\vec{x}$. However, magnetic translation operators belong to the magnetic algebra: \cite{35}

$$T_{L e_2} T_{L e_y} = e^{-i 2 \pi \frac{[L e_2 \times L e_y] \cdot \vec{B}}{\Phi_0}} T_{L e_y} T_{L e_2}.$$  \hspace{1cm} (110)

Thus, to obtain a single valued wave function the condition of flux quantization has to be satisfied: $\frac{[L e_2 \times L e_y] \cdot \vec{B}}{\Phi_0} = n$ where $n$ is an integer. Here, we consider a static magnetic field running along the $z$-axis perpendicular to the $x$, $y$ plane in which the lattice lies. Hence, the smallest magnetic field which we can consider on a given lattice size satisfies:

$$\frac{B L^2}{\Phi_0} = 1.$$  \hspace{1cm} (111)

With this choice of magnetic field and associated vector potential Eq. (104) holds.

To illustrate the reduction of size effects caused by the inclusion of the magnetic field, we first consider the single particle density of states. In a basis where $H(L)$ is diagonal, $H(L) = \sum_{n=1}^{N} \epsilon_n \gamma_n^\dagger \gamma_n$ with $c_n^\dagger = \sum_m \gamma_m^\dagger U_{m,n}$ and $U^\dagger U = I$, the local density of states reads:

$$N(r, \omega) = \text{Im} \sum_n \frac{|U_{n,r}|^2}{\epsilon_n - \omega - i\delta}$$  \hspace{1cm} (112)

where $\delta$ is a positive infinitesimal and $N$ the total number of sites. Since the magnetic field breaks translation invariance it is the site dependent vector potential which enters the Hamiltonian $N(r, \omega)$ is site dependent. Averaging over sites yields the density of states $N(\omega)$ plotted in Fig. 9. As apparent, without the magnetic field and up to $L = 32$, $N(\omega)$ is dominated by size effects for the considered value of $\delta = 0.01t$. In contrast, the presence of the magnetic field provides remarkable improvements. In particular the van-Hove singularity is well reproduced already on $L = 16$ lattices and at $L = 32$ the result is next to exact for the considered value of $\delta$. It is instructive to look at the $L = 8$ case.
with and without magnetic fields. When \( B \) is turned on, the degeneracy of levels is lifted. Each level - apart from the \( \epsilon_n = 0 \) level which is two fold degenerate - is nondegenerate. This is precisely what one expects for Landau levels which have degeneracy \( L^2 B / \Phi_0 \) which is unity in our case. This provides an intuitive understanding of why the method works so well. Since each level becomes singly degenerate, the single particle states cover homogeneously the the energy range of the band-width. Clearly this can only be achieved by breaking the lattice symmetry on finite sized systems.

We now turn our attention to the specific heat coefficient \( \gamma = C_v / T \) (see Fig. 10 a, b). As apparent, for a given system size, the inclusion of the magnetic field provides a gain of more than one order of magnitude in the temperature scale at which size effects set in. In particular the \( \ln(1/T) \) behavior of \( \gamma \) due the the van-Hove singularity becomes apparent already on \( L = 6 \) lattices.

Upon inspection a similar improvement is obtained for the spin susceptibility (see Fig. 10 c, d). Note that since we are dealing with free electrons the charge and spin susceptibilities are identical.

One crucial question is whether the magnetic field will introduce a sign problem in the numerical simulations. It turns out that in some non-trivial cases is does not and we can hence benefit from the observed dramatic reduction in size effects. This method has been

\[ \frac{BL^2}{\Phi_0} = 0 \quad \frac{BL^2}{\Phi_0} = 1 \]

\[ N(\omega) = \frac{1}{N} \sum_r N(r, \omega) \]
The Hubbard model in a magnetic field is given by:

\[ H_U = -t \sum_{\langle i,j \rangle, \sigma} e^{2\pi i a i j / L} c_i^\dagger c_j + U \sum_i \left( n_{i,\uparrow} - 1/2 \right) \left( n_{i,\downarrow} - 1/2 \right) - \mu \sum_i n_i^\sigma \]

We start by considering the \( SU(2) \) invariant HS decoupling of Eq. (25). Since the HS field couples equivalently to up and down spins we obtain for the FTQMC:

\[
\text{Tr} \left[ e^{-\beta (H - \mu N)} \right] = \sum_{\mathbb{g}} C_{\mathbb{g}} \det \left( 1 + B_\mathbb{g}(\beta, 0) \right)^2 \quad \text{with} \quad C_{\mathbb{g}} = \frac{1}{2\pi} e^{\beta U N / 4 - \nu} \sum_{i,n} e^{i s_{i,n}} \quad B(\beta, 0) = \prod_{n=1}^m e^{h_l(\delta_{n})} e^{-\Delta \tau (h_l(\delta_{n}) - \mu)}.
\]

Here, \( h_l(\delta_{n}) = \delta_{l,j} l_{i} \alpha s_{l,n} \) and \( \cos(\alpha) = \exp(-\Delta \tau U/2) \).

For the PQMC a trial wave function which factorizes in spin up and down sectors is usually chosen:

\[
|\Psi_T\rangle = |\Psi_{T}^\uparrow\rangle \otimes |\Psi_{T}^\downarrow\rangle, \quad |\Psi_{T}^\dagger\rangle = \prod_{g=1}^{N_g^\dagger} (c_g^\dagger P^\sigma)_{g}|0\rangle.
\]

Here, \( N_p^\uparrow = N_p^\downarrow \) are the number of particles in the spin up and down sectors. Typically, the trial wave function is chosen to be the solution of the non-interacting system. Hence,

\[
P^\dagger = P^\downarrow = P
\]
so that:

$$\langle \Psi_T | e^{2\Theta H} | \Psi_T \rangle = \sum_{\pi} C_{\pi} \det \left( P^\dagger B_{\pi}(2\Theta, 0) P \right)^2. \quad (117)$$

Replacing $\beta$ by $2\Theta$ and setting $\mu = 0$ in the above definitions of $B_{\pi}(2\Theta, 0)$ and $C_{\pi}$ yields the form of those quantities for the PQMC.

Before discussing separately the attractive ($U < 0$) and repulsive case ($U > 0$) let us comment on the matrix multiplication $e^{-\Delta \tau h_i A}$ where $C$ is an $N \times N$ matrix. A straightforward multiplication yields a computational cost scaling as $N^3$. To reduce this cost the checkerboard decomposition is often used. The matrix $h_i$ is written as $h_i = h_i^{(1)} + h_i^{(2)}$ where $h_i^{(1)}$ and $h_i^{(2)}$ are sums of commuting four site hopping matrices:

$$h_i^{(1,2)} = \sum_{j=1}^{N/4} (h_i^{(1,2)})_j \quad \text{(See Fig. 11)}. \quad \text{Thus the the multiplication}$$

$$e^{-\Delta \tau h_i A} = e^{-\Delta \tau (h_i^{(1)})_j} e^{-\Delta \tau (h_i^{(2)})_j} A + O(\Delta \tau^2) \quad (118)$$

Since $(h_i^{(1,2)})_j$ involves hopping on four sites irrespective of the lattice size, the matrix multiplication $e^{-\Delta \tau (h_i^{(1,2)})_j} A$ scales as $N$. Hence the overall matrix multiplication scales as $N^2$. Since the systematic error involved in the Trotter decomposition is already of order $\Delta \tau^2$ the above checkerboard decomposition does not introduce a new source of errors. However we have gained a power in the computational cost.

4.2.1 $U < 0$

The attractive Hubbard model has generated considerable interest since i) in two dimensions it shows a Kosterlitz-Thouless transition to an s-wave superconducting state\textsuperscript{42,43} and ii) in the strong coupling limit pairs form at a temperature scale roughly set by $U$ whereas the Kosterlitz-Thouless transition is expected to scale as $t^2/U$. Hence, the model offers the possibility of studying the physics of a metallic state with preformed pairs, a subject of interest in the context of high $T_c$ superconductivity.\textsuperscript{44}

When $U < 0$, $\alpha$ in Eq. (114) is a pure imaginary number so that in the absence of magnetic fields, the determinant is real. Since the weight is the square of a real number it
is positive and hence no sign problem occurs. In the weak coupling limit or BCS regime, the simulations perform well. However, in the strong coupling limit the method suffers from long autocorrelation times.

In the presence of a magnetic field, a sign problem occurs since the determinant becomes complex. We illustrate this point as well as the behavior of the sign problem when the product of determinants is complex by considering a vector potential \( \vec{A}(x) = \vec{\Phi}e/L \) at \( \Phi = 0.3\Phi_0 \). Such a vector potential introduces a twist in the boundary conditions which corresponds to nothing but threading a magnetic field with flux \( \Phi \) through the torus on which lies the electronic system. This may be used to probe for flux quantization as well as a Kosterlitz-Thouless transition.44 Note that insulating states may equally be determined by such a construction.45,25 For this choice of \( \vec{A} \), the fermionic determinant is complex. Hence in the framework of the PQMC and following Eq. (13), observables are evaluated with:

\[
\langle O \rangle = \frac{\sum_{\vec{\sigma}} \text{Pr}_{\vec{\sigma}} \text{sign}(\vec{\sigma}) \langle O \rangle_{\vec{\sigma}}}{\sum_{\vec{\sigma}} \text{Pr}_{\vec{\sigma}} \text{sign}(\vec{\sigma})} \] where

\[
\text{sign}(\vec{\sigma}) = \frac{\det \left( P^\dagger B_{\vec{\sigma}}(2\Theta, 0)P \right)^2}{|\det \left( P^\dagger B_{\vec{\sigma}}(2\Theta, 0)P \right)^2|}, \quad \text{Pr}_{\vec{\sigma}} = \frac{|\det \left( P^\dagger B_{\vec{\sigma}}(2\Theta, 0)P \right)^2|}{\sum_{\vec{\sigma}} |\det \left( P^\dagger B_{\vec{\sigma}}(2\Theta, 0)P \right)^2|}.
\]

For a given HS configuration \( \text{sign}(\vec{\sigma}) = e^{-i\delta(\vec{\sigma})} \). After summation over the HS fields, the average sign, \( \langle \text{sign} \rangle = \sum_{\vec{\sigma}} \text{Pr}_{\vec{\sigma}} \text{sign}(\vec{\sigma}) \) is a real quantity. This follows from

\[
\langle \text{sign} \rangle = \frac{\langle \Psi_T | e^{-2i\Theta H} | \Psi_T \rangle}{\sum_{\vec{\sigma}} |\det \left( P^\dagger B_{\vec{\sigma}}(2\Theta, 0)P \right)^2|} + O(\Delta \tau^2)
\]

and the fact that \( H \) is hermitian so that the numerator is a real quantity. \(^6\) This property gives us a nice internal check for the validity of Monte Carlo sampling. As shown in Fig. (12) the real part of the average sign decays exponentially with the projection parameter \( \Theta \).

\(^6\)This property equally holds for finite values of \( \Delta \tau \) since the kinetic and potential terms in \( H \) as well as the trial wave function are real representable in Fourier space.
4.2.2 \( U > 0 \)

The repulsive Hubbard model is given by Eq. (113) with \( U > 0 \). At half-filling the Hubbard model describes a Mott insulator with long range antiferromagnetic order. The nature of the metallic state in the vicinity of the Mott insulator as well as the metal-insulator transition as a function of doping has attracted considerable recent interest in particular in conjunction with high \( T_c \) superconductors.\(^{46}\)

For \( U > 0 \), \( \alpha \) in Eq. (114) is a real number so that the determinant is a complex quantity and hence a sign problem occurs. In the special case of half-filling, \( \mu = 0 \) in Eq. (113), the model is particle-hole symmetric. This symmetry allows us to avoid the sign-problem. The particle-hole transformation reads

\[
\mathcal{P}^{-1} \hat{c}_{i\sigma}^\dagger \mathcal{P} = (-1)^{i_x+i_y} \hat{c}_{i\sigma}^\dagger.
\]  

where \( \vec{i} = (i_x, i_y) \). Note that the Hamiltonian (113) at \( \mu = 0 \) is invariant under a combined time reversal and particle-hole transform due to the presence of the vector potential. Using the notation of Eq. (114):

\[
\mathcal{P}^{-1} \hat{H}_t \mathcal{P} \equiv \mathcal{P}^{-1} \hat{c}_{i\sigma}^\dagger \hat{h}_t(\vec{A}) \hat{c}_{i\sigma} \mathcal{P} = \hat{c}_{i\sigma}^\dagger \hat{h}_t(\vec{A}) \hat{c}_{i\sigma} \quad \text{and}
\]

\[
\mathcal{P}^{-1} \hat{H}_t(\vec{s}_n) \mathcal{P} \equiv \mathcal{P}^{-1} \hat{c}_{i\sigma}^\dagger \hat{h}_t(\vec{s}_n) \hat{c}_{i\sigma} \mathcal{P} = \sum_i i \alpha s_{i,n} + \hat{c}_{i\sigma}^\dagger \hat{h}_t(\vec{s}_n) \hat{c}_{i\sigma}.
\]

Thus

\[
\text{det}(1 + B_g(\beta, 0)) = \text{Tr} \left[ \prod_{n=1}^{m} e^{H_t(\vec{s}_n)} e^{-\Delta \tau \hat{H}_t} \right]
\]

\[
= \text{Tr} \left[ \prod_{n=1}^{m} e^{\mathcal{P}^{-1} H_t(\vec{s}_n) \mathcal{P} - \Delta \tau \mathcal{P}^{-1} H_t \mathcal{P}} \right]
\]

\[
= e^{\sum_{n=1}^{m} i \alpha s_{i,n}} \text{det}(1 + \prod_{n=1}^{m} e^{H_t(\vec{s}_n)} e^{-\Delta \tau \hat{h}_t(\vec{A})})
\]

\[
= e^{\sum_{n=1}^{m} i \alpha s_{i,n}} \text{det}(1 + B_g(\beta, 0))
\]

and hence \( C_g \text{det}(1 + B_g(\beta, 0))^2 \) (see Eq. (114)) is a positive quantity even in the presence of a magnetic field. More generally, the above is valid for a half-filled Hubbard model on bipartite lattice \( J \) with inter-sublattice single-electron hopping. Thus, and for example, simulations on a half-filled honeycomb lattice are sign free and show Mott semi-metal-insulator transitions.\(^{47}\)

Away from half-filling the sign problem sets in and turns out to be rather severe with the use of the HS transformation of Eq. (25). It is then more efficient to consider the HS which couples to the magnetization (24) to obtain:

\[
\text{Tr} e^{-\beta (H - \mu N)} = C \sum_{s} \text{det} \left( 1 + B_g^s(\beta, 0) \right) \text{det} \left( 1 + B_g^s(\beta, 0) \right)
\]

with

\[
C = e^{\beta U N/4} 2^N, \quad B_g^s(\beta, 0) = \prod_{n=1}^{m} e^{H_t(\vec{s}_n)} e^{-\Delta \tau \hat{h}_t(\vec{A}) - \mu}
\]

\(^{47}\)The lattice sites of a bipartite lattice may be split into two sublattices, \( A \) and \( B \) such that the nearest neighbors of any site in \( A \) belong to \( B \).
with \((h_T^{\sigma}(\sigma_n))_{\hat{\tau}, \hat{\sigma}} = \delta_{\hat{\tau}, \hat{\sigma}}\sigma\sigma_n\).

In a very similar manner as above, one will show
that for the particle-hole symmetric case the sign problem does not occur since:
\[
\det(1 + B^1_\beta(\beta, 0)) = e^{\sum_{\hat{\sigma}, \hat{\tau}} \sigma\hat{\tau} s_{\hat{\sigma}, \hat{\tau}} \det(1 + B^1_\beta(\beta, 0)).
\]

Fig. 13 plots the average sign as a function of electronic density for the HS transformation (24). As apparent, it is most severe at low dopings. In general, when the average sign drops below 0.1 accurate simulations become prohibitively expensive. One will notice that the average sign decays more slowly for special band fillings. Those band fillings correspond to filled shells for which the solution of the non-interacting system is non-degenerate. The dependence of the average sign on different choices of the HS decoupling has been considered in.\(^{38}\)

For the PQMC, we again assume that the trial wave function factorizes in spin up and spin down sectors (115). With the HS transformation (24) we obtain:
\[
\langle \Psi_T|e^{-2\Theta H}|\Psi_T \rangle = C \sum_{\theta} \prod_{\sigma} \det(P^{\sigma\dagger} B^2_{\theta}(2\Theta, 0) P^\sigma) \tag{125}
\]

with similar definitions for \(B^2_{\theta}\) as for the FTQMC. At half-filling, the sign problem may again be avoided provided that the trial wave function is appropriately chosen. It is convenient to require the trial wave function to be a non-degenerate ground state of a given single-particle Hamiltonian \(H_0 = H_0^0 + H_0^\sigma\) with,
\[
H_0^\sigma = \sum_{\sigma} \sigma T^\sigma_{\sigma} \sigma^\sigma_{\sigma}. \tag{126}
\]

Using Eq. (90) to relate the PQMC to the FTQMC and following Eq. (123) the sign problem is absent provided that:
\[
P^{-1} \sigma T^\sigma_{\sigma} \sigma P = \sigma T^\sigma_{\sigma} \sigma + C \tag{127}
\]

where \(C\) is a constant.

The choice of the trial wave function is important. Quick convergence as a function of projection parameter \(\Theta\) is the measure for the quality of the trial wave function. Away from half-band filling when the sign problem sets in, it is important to reach convergence.
quickly before the average sign becomes prohibitively small. In the PQMC, different symmetry sectors may be probed independently by judiciously choosing the trial wave function. An example where symmetry considerations are important is the half-filled Hubbard model. The ground state at this band-filling has long-range antiferromagnetic order. This continuous symmetry breaking is accompanied by gapless spin excitations: spin waves. On finite size lattices, however, spin symmetry is not broken, and the ground state is a spin singlet with an energy gap to spin excitations set by \( \frac{v_s}{L} \) where \( v_s \) is the spin-wave velocity and \( L \) the linear size of the lattice. Choosing a spin-singlet trial wave function is a good starting point since it is orthogonal to the low lying spin excitations. Hence, they do not have to be filtered out at great cost (see Fig. 14). To generate a spin singlet trial wave function we consider the non-interacting Hamiltonian:

\[
H_0 = \sum_{\langle \tilde{i}, \tilde{j} \rangle, \sigma} \left( t_{\tilde{i}, \tilde{j}} \sigma c_{\tilde{i}, \sigma}^\dagger c_{\tilde{j}, \sigma} + \text{H.c.} \right) + H.\tag{128}
\]

where \( \langle \tilde{i}, \tilde{j} \rangle \) is a sum over nearest neighbors and

\[
t_{\tilde{i}, \tilde{j}+\tilde{a}_s} = \begin{cases} -t(1 + \delta) & \text{if } i_x = 2n + 1 \\ -t(1 - \delta) & \text{if } i_x = 2n \end{cases}, \quad t_{\tilde{i}, \tilde{j}+\tilde{a}_y} = -t(1 + \delta) \tag{129}
\]

with \( \delta << t \). The dimerization \( \delta \) leads to a non-degenerate ground state at half band-filling and hence to a spin singlet ground state which we use as trial wave function \( |\Psi_T\rangle \):

\[
\vec{S}_\rho^2 |\psi_T\rangle = 0, \quad \text{with } \vec{S} = \sum_{\tilde{i}} \vec{S}_\tilde{i} \tag{130}
\]

and \( \vec{S}_\tilde{i} \) is the spin operator on site \( \tilde{i} \). This trial wave function was used to produce the data of Fig. 6.

Unrestricted Hartree Fock solutions may be used as trial wave functions. In contrast to the above, those trial wave functions have overlaps with all symmetry sectors. However, this choice of trial wave function optimizes the overlap with the ground state. At finite dopings, those trial wave functions have been discussed in.\(^{49}\)

### 4.3 Periodic Anderson and Kondo Lattice Models

The Kondo lattice model (KLM) as well as the periodic Anderson model (PAM) are the prototype Hamiltonians to describe heavy fermion materials\(^50\) and Kondo insulators.\(^51\) The physics under investigation is that of a lattice of magnetic impurities embedded in a metallic host. The symmetric PAM reads:

\[
H_{PAM} = \sum_{\tilde{k}, \sigma} \varepsilon(\tilde{k}) c_{\tilde{k}, \sigma}^\dagger c_{\tilde{k}, \sigma} - V \sum_{\tilde{i}, \sigma} \left( c_{\tilde{i}, \sigma}^\dagger f_{\tilde{i}, \sigma} + f_{\tilde{i}, \sigma}^\dagger c_{\tilde{i}, \sigma} \right) + U_f \sum_{\tilde{i}} \left( n_{\tilde{i}, \uparrow}^f - \frac{1}{2} \right) \left( n_{\tilde{i}, \downarrow}^f - \frac{1}{2} \right). \tag{131}
\]

The unit cell, denoted by \( \tilde{i} \), contains an extended and a localized orbitals. The fermionic operators \( c_{\tilde{k}, \sigma}^\dagger \) (\( f_{\tilde{k}, \sigma}^\dagger \)) create electrons on extended (localized) orbitals with wave vector \( \tilde{k} \) and \( z \)-component of spin \( \sigma \). The overlap between extended orbitals generates a conduction
band with dispersion relation \( \varepsilon(k) \). There is a hybridization matrix element, \( V \), between both orbitals in the unit-cell and the Coulomb repulsion modeled by a Hubbard \( U_f \) is taken into account on the localized orbitals. In the limit of large \( U_f \), charge fluctuations on the localized orbitals are suppressed and the PAM maps onto the KLM:

\[
H_{KLM} = \sum_{\mathbf{k}, \sigma} \varepsilon(\mathbf{k}) c_{\mathbf{k}, \sigma}^\dagger c_{\mathbf{k}, \sigma} + J \sum_i \mathbf{S}_i^C \cdot \mathbf{S}_i^f.
\]  

(132)

Here \( \mathbf{S}_i^C = \frac{1}{2} \sum_{s, s'} c_{i, s, \sigma}^\dagger \sigma_{s, s'} \mathbf{c}_{i, s', \sigma} \), where \( \sigma \) are the Pauli matrices. A similar definition holds for \( \mathbf{S}_i^f \). A magnetic energy scale \( J = 8V^2/U \) emerges and there is a constraint of one electron per localized orbital.

It is beyond the scope of this review to discuss the physics of the PAM and KLM. The interested reader is referred to.\(^{53}\) Here we concentrate only on the technical aspects involved in the simulations. Simulations of the PAM are identical to those for the repulsive Hubbard model.\(^{54}\) Again, at half-filling, the sign problem is absent due to the underlying particle-hole symmetry.

Simulation of the KLM on the other hand have up to recently been plagued by the sign-problem even in the case of half-filling where the model is invariant under particle-hole transformation.\(^{55, 56}\) To achieve a sign-free formulation of the problem\(^{29}\) in the half-filled case we first consider the Hamiltonian:

\[
H = \sum_{\mathbf{k}, \sigma} \varepsilon(\mathbf{k}) c_{\mathbf{k}, \sigma}^\dagger c_{\mathbf{k}, \sigma} - \frac{J}{4} \sum_i \left[ \sum_{\sigma} c_{i, \sigma}^\dagger f_{i, \sigma} + f_{i, \sigma}^\dagger c_{i, \sigma} \right]^2.
\]  

(133)

With the use of the HS transformation of Eq. (25) to decouple the perfect square term a QMC algorithm may readily be formulated for the above model. Without constraints on the Hilbert space, the reader will easily persuade himself that the sign problem does not occur since we are dealing with an attractive interaction (\( J > 0 \)) which couples to an internal symmetry – the spin – with an even number of states. We will see that the constraint of single occupancy on \( f \)-sites leads to a sign problem away from half-filling.

To see how \( H \) relates to \( H_{KLM} \) we compute the square in Eq. (133) to obtain:

\[
H = \sum_{\mathbf{k}, \sigma} \varepsilon(\mathbf{k}) c_{\mathbf{k}, \sigma}^\dagger c_{\mathbf{k}, \sigma} + J \sum_i \mathbf{S}_i^C \cdot \mathbf{S}_i^f
\]  

(134)

\[
gain \frac{J}{4} \sum_{i, \sigma} \left( c_{i, \sigma}^\dagger c_{i, -\sigma}^\dagger f_{i, -\sigma} f_{i, \sigma} + H.c. \right) + \frac{J}{4} \sum_i \left( n_{i, f}^C n_{i, f}^f - n_{i, f}^f - n_{i, f}^C \right).
\]

As apparent, there are only pair-hopping processes between the \( f \) - and \( c \)-sites. Thus the total number of doubly occupied and empty \( f \)-sites is a conserved quantity:

\[
[H, \sum_i (1 - n_{i, f}^f)(1 - n_{i, f}^C) + n_{i, f}^f n_{i, f}^C] = 0.
\]  

(135)

If we denote by \( Q_0 \) the projection onto the Hilbert space with \( \sum_i (1 - n_{i, f}^f)(1 - n_{i, f}^C) + n_{i, f}^f n_{i, f}^C = n \) then:

\[
HQ_0 = H_{KLM} + \frac{JN}{4}
\]  

(136)
since in the $Q_0$ subspace the $f$-sites are singly occupied and hence the pair-hopping term vanishes. Thus, it suffices to choose

$$Q_0 |\Psi_T\rangle = |\Psi_T\rangle$$

(137)
to ensure that

$$\frac{\langle \Psi_T | e^{-\Theta H_{K,L,M}} Q_0 e^{-\Theta H} | \Psi_T \rangle}{\langle \Psi_T | e^{-2\Theta H_{K,L,M}} | \Psi_T \rangle} = \frac{\langle \Psi_T | e^{-\Theta H_{K,L,M}} Q_0 e^{-\Theta H} | \Psi_T \rangle}{\langle \Psi_T | e^{-2\Theta H_{K,L,M}} | \Psi_T \rangle}$$

(138)

To obtain a trial wave function which satisfies the requirements $Q_0 |\Psi_T\rangle = |\Psi_T\rangle$ we are forced to choose $H_0$ of the form:

$$H_0 = \sum_{\langle i,j\rangle,\sigma} \left( t_{i,j} c_{i,\sigma}^\dagger c_{j,\sigma}^\dagger + H.c. \right) + h_z \sum_i e^{i\tilde{Q}_i \cdot \sigma} \left( f_{i,\uparrow}^\dagger f_{i,\downarrow} - f_{i,\downarrow}^\dagger f_{i,\uparrow} \right)$$

(139)

which generates a Néel state ($\tilde{Q} = (\pi,\pi)$) on the localized orbitals. In the coupled constraints, $Q_0 |\Psi_T\rangle = |\Psi_T\rangle$ and $|\Psi_T\rangle$ is a Slater determinant factorizable in the spin indices which inhibits the choice of a spin singlet trial wave function. Since the ground state is known to be a spin singlet on finite lattices\textsuperscript{57,58} convergence is bad especially in the small $J/t$ limit for which the ground state has long-range antiferromagnetic order, with small spin-wave velocity.

To alleviate both problems we relax the constraint $Q_0 |\Psi_T\rangle = |\Psi_T\rangle$ and add a Hubbard term on the $f$-sites to the Hamiltonian:

$$H = \sum_{\vec{k},\sigma} \varepsilon(\vec{k}) c_{\vec{k},\sigma}^\dagger c_{\vec{k},\sigma} - \frac{J}{4} \sum_i \left[ \sum_{\sigma} c_{i,\sigma}^\dagger f_{i,\sigma} + f_{i,\sigma}^\dagger c_{i,\sigma} \right]^2 + U_f \sum_i (n_{i,\uparrow} - 1/2) (n_{i,\downarrow} - 1/2)$$

(140)

This Hamiltonian is again block diagonal in the $Q_n$ subspaces. During the imaginary time propagation, the components $Q_n |\Psi_T\rangle$ of the trial wave function will be suppressed by a factor $e^{-\Theta U_f n/2}$ in comparison to the component $Q_0 |\Psi_T\rangle$.

To incorporate the Hubbard term in the QMC simulation the HS transformation of Eq. (25) is recommended at least for the half filled case. Having relaxed the constraint $Q_0 |\Psi_T\rangle = |\Psi_T\rangle$ we are now free to choose a spin singlet trial wave function which we generate from:

$$H_0 = \sum_{\vec{k},\sigma} \varepsilon(\vec{k}) c_{\vec{k},\sigma}^\dagger c_{\vec{k},\sigma} - \frac{J}{4} \sum_i \left[ \sum_{\sigma} c_{i,\sigma}^\dagger f_{i,\sigma} + f_{i,\sigma}^\dagger c_{i,\sigma} \right]$$

(141)
the absence of sign problem in the half-filled case is readily shown for transformations of Eqn. (25), (28) as well as the particle-hole transformation of Eq. (140).

The trial wave function with $\hat{S}^2\Psi_T \neq 0$ ($\hat{S}^2\Psi_T = 0$) corresponds to the ground state of the Hamiltonian in Eq. (141) (Eq. (139)). In the large $\Theta$ limit, the results are independent on the choice of the trial wave function. For this system, the spin gap is given by $\Delta_{sp} = 0.169 \pm 0.004^{29}$ Starting with a trial wave function with $\hat{S}^2\Psi_T \neq 0$, convergence to the ground state follows approximately the form: $a + be^{-\Delta_{sp}2\Theta}$. The solid lines correspond to a least square fit to this form.

which is nothing but the non-interacting PAM with hybridization $V = J/4$. The ground state at half-filling is clearly a spin singlet. With this choice of the trial wave function, HS transformations of Eqn. (25), (28) as well as the particle-hole transformation of Eq. (140) the absence of sign problem in the half-filled case is readily shown for $J > 0$.

Fig. 14 demonstrates the importance of using a spin singlet trial wave function. Starting from a Néel order for the f-electrons (See Eq. (139)) convergence to the ground state follows approximately $e^{-\Delta_{sp}2\Theta}$ where $\Delta_{sp}$ corresponds to the spin-gap. When the spin gap is small, convergence is poor and the remedy is to consider a spin singlet trial wave function.

It is equally possible to consider the ferromagnetic exchange $J < 0$. To achieve a sign free simulation at least at half-filling we define the particle hole transformation as

$$
\mathcal{P}^{-1} e_{i\sigma}^\dagger \mathcal{P} = (-1)^{i_1 + i_2} e_{i\sigma}^\dagger
$$

$$
\mathcal{P}^{-1} f_{i\sigma}^\dagger \mathcal{P} = (-1)^{i_1 + i_2} f_{i\sigma}^\dagger
$$

in conjunction with a trial wave function generated by the non-interacting Hamiltonian

$$
H_0 = \sum_{k, \sigma} \varepsilon(k) c_{k,\sigma}^\dagger c_{k,\sigma} - \frac{J}{4} \sum_{\langle i,j \rangle, \sigma} (c_{i,\sigma}^\dagger f_{j,\sigma} + f_{j,\sigma}^\dagger c_{i,\sigma})
$$

leads to a sign free simulation for the ferromagnetic half-filled case.

$L = 4$, $J/t = 1.6$

Figure 14. Spin-spin correlations as a function of the projection parameter $\Theta$. Here, $S(\vec{Q}) = \frac{1}{3}(\hat{S}^y(\vec{Q}) \cdot \hat{S}^y(-\vec{Q}))$, $S'_y(\vec{Q}) = 4(\hat{S}^y(\vec{Q}) \cdot \hat{S}^z(-\vec{Q}))$, and $S_{sp}^y(\vec{Q}) = 2\left(\langle \hat{S}^y(\vec{Q}) \cdot \hat{S}^z(-\vec{Q}) \rangle + \langle \hat{S}^z(\vec{Q}) \cdot \hat{S}^y(-\vec{Q}) \rangle \right)$. The solid lines correspond to a least square fit to this form.
Having introduced the Hubbard term on the $f$-sites, the FTQMC may be formulated. For a given temperature $U_f$ has to be large enough so as to eliminate double occupancy on the $f$-sites and hence ensure projection onto the $Q_0$ subspace. At this point, it is very convenient to choose the $SU(2)$-invariant HS decomposition of Eq. (25) since one can take the limit $U_f \to \infty$ by setting $\alpha = \pi/2$. Hence irrespective of the considered temperature, we are guaranteed to be in the correct Hilbert space. Note that since the Hubbard $U_f$ term commutes with the Hamiltonian of Eq. (133) no uncontrolled Trotter error is involved in taking the limit $U_f \to \infty$.

It is beyond the scope of this review to describe the results obtained with the above algorithm for the Kondo Lattice model and the reader is referred to the Refs. 29, 59, 38.

### 4.4 Hard-Core Boson Systems and the Heisenberg Hamiltonian

The spin 1/2 Heisenberg model is defined by the Hamiltonian

$$H = J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j,$$

where the spin operator, $\vec{S}_i = (1/2) \sum_{\sigma,\sigma'} c_{i,\sigma}^\dagger \vec{\sigma}_{\sigma,\sigma'} c_{i,\sigma'}^\dagger$ act on the states, $|\uparrow\rangle$, $|\downarrow\rangle$ and $\vec{\sigma}$ are the Pauli spin 1/2 matrices. Defining the raising and lowering spin operators,

$$S_i^+ = S_i^x + iS_i^y \quad S_i^- = S_i^x - iS_i^y$$

transforms the Heisenberg model to:

$$H = J \sum_{\langle i,j \rangle} \frac{1}{2} \left( S_i^+ S_j^- + S_i^- S_j^+ \right) + S_i^z S_j^z.$$  

The raising and lowering operators satisfy the commutation relations:

$$[S_i^+, S_j^-] = \delta_{i,j} 2 S_i^z.$$

The mapping onto hard core bosons follows from the identification

$$|\uparrow\rangle \to |1\rangle, \quad |\downarrow\rangle \to |0\rangle$$

Hard core boson operators, $b_i^\dagger$ acting on the states $|1\rangle$ and $|0\rangle$ satisfy the commutation rules:

$$[b_i^\dagger, b_j^\dagger] = \delta_{i,j} 2 \left( b_i^\dagger b_j^\dagger - \frac{1}{2} \right)$$

which follows from the usual bosonic commutation rules with constraint of no double occupancy: $b_i^\dagger b_i^\dagger = 0$. The identification of states (147) leads to:

$$S_i^+ \to b_i^\dagger, \quad S_i^- \to b_i^\dagger, \quad \text{and} \quad S_i^z \to \left( b_i^\dagger b_i^\dagger - \frac{1}{2} \right).$$

Since both the $S$ and $b$ operators satisfy identical commutation rules on their respective Hilbert spaces (Eqn. (146) and (148)), the Heisenberg model may be written in it’s hard core boson form:

$$H = J \sum_{\langle i,j \rangle} \frac{1}{2} \left( b_i^\dagger b_j^\dagger + b_j^\dagger b_i^\dagger \right) + \left( b_i^\dagger b_i^\dagger - \frac{1}{2} \right) \left( b_j^\dagger b_j^\dagger - \frac{1}{2} \right)$$
To carry out simulations of hard core boson Hamiltonians such as the Heisenberg model within the framework of the FTQMC of PQMC, we have to explicitly build the hard core bosons from fermions \( b_i^+ = c_{i,\uparrow}^\dagger c_{i,\downarrow}^\dagger \) and restrict the Hilbert space to doubly or empty occupied sites in terms of fermions. One can achieve this goal by considering the Hamiltonian

\[
H = -t \sum_{\langle i,j \rangle} \left( \sum_\sigma c_{i,\sigma}^\dagger c_{j,\sigma}^\dagger + H.c. \right) - V \sum_{\langle i,j \rangle} (n_i \pm n_j)^2 - U \sum_i n_{i,\uparrow} n_{i,\downarrow}.
\]

Here, \( n_i = n_{i,\uparrow} + n_{i,\downarrow} \) and \( n_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma} \). At first glance, we can see that for \( t, U, V > 0 \) and with the use of the HS transformations (25),(28), the sign is absent since the weight for a given configuration of HS fields is a product of two identical real determinants.

To see how the above Hamiltonian relates to that of hard core boson systems, we expand the squares to obtain (up to a chemical potential term):

\[
H = -2t \sum_{\langle i,j \rangle} \left( c_{i,\downarrow}^\dagger c_{j,\downarrow}^\dagger c_{j,\downarrow}^\dagger c_{i,\downarrow} + H.c. \right) + (t \mp 2V) \sum_{\langle i,j \rangle} n_in_j + 4t \sum_{\langle i,j \rangle} \mathbf{S}_i \mathbf{S}_j - (U + 8V) \sum_i n_{i,\uparrow} n_{i,\downarrow}.
\]

As apparent, the Hamiltonian conserves the number of singly occupied sites. That is, the operator

\[
P = \sum_i n_i(2 - n_i).
\]

which counts the singly occupied sites is a conserved quantity:

\[
[P, H] = 0.
\]

In particular, if one projects onto the subspace with \( P = 0 \) (\( P_0 \)) then in this subspace the spin-spin term as well as the Hubbard interaction vanish:

\[
H P_0 = -2t \sum_{\langle i,j \rangle} \left( c_{i,\downarrow}^\dagger c_{j,\downarrow}^\dagger c_{j,\downarrow}^\dagger c_{i,\downarrow} + H.c. \right)
+ (t \mp 2V) \sum_{\langle i,j \rangle} n_in_j - 3(t + V) \sum_i n_i.
\]

To enforce this constraint (i.e. projection on the \( P_0 \) subspace on the imaginary time propagation) within the PQMC one just has to appropriately choose the trial wave function:

\[
P_0 |\Psi_T \rangle = |\Psi_T \rangle
\]

A possible choice is:

\[
|\Psi_T \rangle = |\Psi_{\uparrow}^T \rangle \otimes |\Psi_{\downarrow}^T \rangle, \quad |\Psi_{\uparrow}^T \rangle = \prod_{n=1}^{N^\uparrow} c_{i_n,\uparrow}^\dagger |0\rangle
\]
where $N_p^\uparrow = N_p^\downarrow$ corresponds to the number of electrons in the spin $\sigma$ sector. Alternatively and in analogy to the Kondo lattice model, the constraint may be imposed with the attractive $U$ term. The inclusion of this term allows the use of the FTQMC.

In the $P_0$ subspace

$$b_i^\dagger = c_i^\dagger c_{i,\downarrow}^\dagger$$

and $n_i = 2b_i^\dagger b_i$

which is nothing but a model of hard-core bosons with nearest neighbor density-density interaction of arbitrary sign.

We can test the method at the Heisenberg point: $V = 0$. (The explicit mapping, up to a chemical potential term, to Eq. (150) is achieved after the canonical transformation: $b_i^\dagger \rightarrow (-1)^{\downarrow \rightarrow \downarrow} b_i^\dagger$.) Fig. 15 plots the ground state energy as a function of $\Delta \tau$. As apparent, the QMC converges to the exact result. In this formulation, frustrating interactions would amount in inserting terms of the form $t \left( c_i^\dagger c_j + H.c. \right)^2$ for $i, j$ within the same sublattice and with $t > 0$. The reader will easily convince himself that this leads to a sign problem. Finally we note that the use of the auxiliary field QMC for non-frustrated Heisenberg models should be seen as an amusing curiosity since it is not competitive with the loop algorithm approach.

5 The Hirsch-Fye Impurity Algorithm

A very much related algorithm to the FTQMC and PQMC is the Hirsch-Fye impurity algorithm\(^{60}\) which is extensively used in the framework of dynamical mean field theories.\(^{15,16}\) As its name suggests, this algorithm is triggered at solving impurity problems and allows
simulations directly in the *thermodynamic* limit. However as will be apparent below the CPU time scales as the third power of the inverse temperature $\beta$. For simplicity we will consider the single impurity Anderson model for the formulation of the problem and the Kondo model for the example applications.

The Anderson impurity model reads:

$$
H = \sum_{k, \sigma} \epsilon(k)c_{k, \sigma}^\dagger c_{k, \sigma} + V \sum_{k, \sigma} c_{k, \sigma}^\dagger f_{\sigma} + f_{\sigma}^\dagger c_{k, \sigma} + \epsilon f \sum_{\sigma} f_{\sigma}^\dagger f_{\sigma} + U \left( f_{\uparrow}^\dagger f_{\uparrow} - 1/2 \right) \left( f_{\downarrow}^\dagger f_{\downarrow} - 1/2 \right).
$$

(160)

Following the procedure introduced for the Hubbard model, the partition function is given by:

$$
Z \equiv \text{Tr} \left[ e^{-\beta (H - \mu N)} \right] = \sum \prod_{\sigma} \det \left[ 1 + B_{m}^\sigma B_{m-1}^\sigma \cdots B_{1}^\sigma \right].
$$

(161)

With the notation

$$
H_0 = \sum_{\sigma, i} \alpha_{i, \sigma}^\dagger (h_0)_{i, \sigma} \alpha_{i, \sigma}
$$

(162)

where $\alpha_{i, \sigma}$ denotes $c$- of $f$-operators, $i, j$ running over all orbitals, and the HS transformation of Eq. (24),

$$
B_{n}^\sigma = e^{-\Delta \tau h_0} e^{V_n^\sigma}
$$

$$
(V_n^\sigma)_{i, j} = \delta_{i, j} \left\{ \begin{array}{ll} 0 & \text{if } i \neq \text{impurity site} \\ \tilde{c}_\sigma s_n & \text{if } i = \text{impurity site} \end{array} \right.
$$

(163)

Note that since we are considering a single impurity, we require only a single Hubbard Stratonovich field per time slice, $s_n$. Finally, $m\Delta \tau = \beta$.

The determinant in a given spin sector may be written as

$$
\det \left[ 1 + B_{m}^\sigma B_{m-1}^\sigma \cdots B_{1}^\sigma \right] = \det O^\sigma \quad \text{with}
$$

$$
O^\sigma = \begin{pmatrix}
1 & 0 & \cdots & 0 & B_{1}^\sigma \\
-B_{2}^\sigma & 1 & 0 & \cdots & 0 \\
0 & -B_{3}^\sigma & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & -B_{m}^\sigma \\
\end{pmatrix}
$$

(165)

From Eq. (84) we identify:

$$
(O^\sigma)^{-1} \equiv g^\sigma = \begin{pmatrix}
G^\sigma(1, 1) & G^\sigma(1, 2) & \cdots & G^\sigma(1, m) \\
G^\sigma(2, 1) & G^\sigma(2, 2) & \cdots & G^\sigma(2, m) \\
G^\sigma(m, 1) & G^\sigma(m, 2) & \cdots & G^\sigma(m, m) \\
\end{pmatrix}
$$

(166)
where $G^\sigma(n_1, n_2)$ are the time displaced Green functions as defined in Eqn. (81) and (82).

Given a HS configuration $\sigma$ and $\sigma'$ and associated matrices $V$ and $V'$ the Green functions $g$ and $g'$ satisfy the following Dyson equation.

$$g' = g + (g - 1)(e^{V'-V} - 1)g'$$

To demonstrate the above, we consider

$$\hat{O}^\sigma = O^\sigma e^{-V^\sigma} = \begin{pmatrix}
  e^{-V_1^\sigma} & 0 & \cdots & 0 & e^{-\Delta_1^\sigma}\\
  e^{-\Delta_1^\sigma} & e^{-V_2^\sigma} & 0 & \cdots & 0 \\
  0 & e^{-\Delta_2^\sigma} & e^{-V_3^\sigma} & \cdots & 0 \\
  \cdots & 0 & e^{-\Delta_3^\sigma} & \cdots & \cdots \\
  0 & \cdots & 0 & e^{-\Delta_m^\sigma} & e^{-V_m^\sigma}
\end{pmatrix}$$

so that (omitting the spin index $\sigma$)

$$
\tilde{g}' \equiv \hat{O}^{-1} = [\hat{O} + \hat{O}' - \hat{O}]^{-1} \approx \tilde{g} - \tilde{g} \left( e^{-V'} - e^{-V} \right) \tilde{g}.
$$

Substitution, $\tilde{g} = e^V g$, leads to the Dyson Eq. (167).

The Green function matrix has dimensions $mN \times mN$ where $N$ is the total number of orbitals and $m$ the number of Trotter slices. Let $x = (\tau, i_z)$ with Trotter slice $\tau_z$ and orbital $i_z$, and the site index of the impurity to 0. Since

$$(e^{V'-V} - 1)_{x,y} = (e^{V'-V} - 1)_{x,a} \delta_{x,y} \delta_{i_z,0}$$

we can use the Dyson equation only for the impurity Green function:

$$g'_{f,f'} = g_{f,f'} + \sum_{f''} (g - 1)_{f,f''} (e^{V'-V} - 1)_{f'',f'} g'_{f'',f'}$$

with indices $f \equiv (\tau, 0)$ running from 1 \ldots m.

We now have all the ingredients to carry out a simulation. (Note that the algorithm is free of numerical instabilities.) Let us start from a random HS configuration $\tilde{\sigma}$. For this configuration, we have to compute the impurity Green function. From the $U = 0$ solution, $\tilde{g}_0$ (which can be obtained analytically$^{(10)}$), we compute the impurity Green function for the HS fields $\tilde{\sigma}$ with the use of Eq. (171). This is readily achieved at the cost of an $m \times m$ matrix inversion.

To upgrade a single HS field with the Metropolis method, we have to calculate the ratio of the determinants (see Eq. (161)) as shown in section 3.3. This ratio only requires the knowledge of the equal time impurity Green function which is already at hand. If the proposed spin-flip is accepted the impurity Green function may readily be upgraded with the use of Eq. (171). Note that since we are considering a single spin flip, sum over $f''$ in Eq. (171) has only one non-vanishing contribution.

The attractive feature of the Hirsch-Fye impurity algorithm is that the conduction electrons may be considered directly in the thermodynamic limit. This is not be possible within the previously discussed FTQMC since the dimension of the matrices involved scale as the total number of orbitals. The Hirsch-Fye algorithm is not limited to impurity models. However, when applied to lattice models it is less efficient than the FTQMC and PQMC.
The Hirsch-Fye impurity algorithm may equally be applied to the Kondo model,

$$H = \sum_{\mathbf{k}, \sigma} \varepsilon(\mathbf{k}) c_{\mathbf{k}, \sigma}^\dagger c_{\mathbf{k}, \sigma} + J \vec{S}_I \cdot \vec{S}_f$$

(172)

where the same formulation as for the lattice problem is used. Fig. 16 plots the impurity spin susceptibility

$$\chi_I = \int_0^\beta \langle \vec{S}_I^\dagger(\tau) \cdot \vec{S}_I^{\dagger} \rangle$$

(173)

for various values of $J/t$ for a half-filled conduction band. As apparent and at low energies the data collapse to the universal form $\chi_I = J f(T/t_K)$ where $T_K$ is the Kondo temperature.

### 6 Conclusion

We have presented in all details the auxiliary field (or determinantal) Quantum Monte Carlo method for lattice problems. The ground state, finite temperature as well as Hirsch-Fye impurity algorithms were considered. The formulation of these algorithms for a range of fermionic as well as bosonic models was discussed. When the sign problem is avoidable the computational effort scales as the volume to the cubed times inverse temperature. For the Hirsch-Fye impurity algorithm – formulated directly in the thermodynamic limit – the computational cost scales as the cubed of the inverse temperature. The algorithms produce thermodynamic, dynamical -in conjunction with the Maximum Entropy method- as well as ground state properties of the model under consideration. They are unique in the sense that the sign problem turns out to be avoidable for particle-hole symmetric models as well as for models with attractive interactions which couple independently to an internal symmetry with an even number of states. It is not clear at present if other symmetries may be put to use so as to avoid the sign problem. Clearly, the sign problem remains the central issue and calls for new numerical approaches to the correlated electron problem.
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Appendix

A  The Monte Carlo Method

In this appendix, we briefly outline the Monte Carlo method. Our aim is to compute:

$$\langle O \rangle_p = \int_\Omega d\vec{x} P(\vec{x}) O(\vec{x})$$  \hspace{1cm} (174)$$

where $\Omega$ denotes the integration space, and $P(\vec{x})$ is a probability distribution,

$$\int_\Omega d\vec{x} P(\vec{x}) = 1 \quad \text{and} \quad P(\vec{x}) \geq 0 \quad \forall \ \vec{x} \epsilon \Omega.$$  \hspace{1cm} (175)$$

For simplicity, we will assume $\Omega$ to be a subspace of $\mathbb{R}^d$ with volume $V$. Here, $d$ is the dimension. In practice, one does not have access to $P$, but to the unnormalized probability distribution $g(\vec{x})$ which satisfies

$$P(\vec{x}) = \frac{g(\vec{x})}{Z}, \quad Z = \int_\Omega d\vec{x} g(\vec{x}).$$  \hspace{1cm} (176)$$

In the terminology of statistical mechanics, $g(\vec{x})$ corresponds to the Boltzmann weight and $Z$ to the partition function. Hence the evaluation of Eq. (174) boils down to the calculating the quotient of two integrals. One may break up $\Omega$ into hypercubes of linear dimension $\epsilon$ and approximate the integrals by sums. Depending upon the method used the systematic error will be proportional to $\epsilon^k$. The required number of function evaluations $N$ is of the order $V/\epsilon^d$ so that the systematic error scales as $N^{-k/d}$. Clearly, when $d$ is large poor results are obtained. As we will now see, in the large $d$ limit, the Monte Carlo method becomes attractive.

A.1  The Central Limit Theorem

Suppose that we have a set of independent points $\{\vec{x}_i\}$, $i : 1\cdots N$ distributed according to the probability distribution $P(\vec{x})$ we can approximate $\langle O \rangle_p$ by:

$$\langle O \rangle_p \sim \frac{1}{N} \sum_{\vec{x}_i \epsilon P} O(\vec{x}_i) = X.$$  \hspace{1cm} (177)$$

Clearly, $X$ will depend upon the chosen series of $\{\vec{x}_i\}$. The central limit theorem, tells us that in the large $N$ limit the probability of obtaining a given value of $X$, $P(X)$ reads

$$P(X) = \frac{1}{\sqrt{2\pi} \sigma} \exp \left\{ -\frac{(X - \langle O \rangle_p)^2}{2\sigma^2} \right\} \quad \text{with} \quad \sigma^2 = \frac{1}{N}\langle (O^2)_p - \langle O \rangle_p^2 \rangle.$$  \hspace{1cm} (178)$$

Thus independently of the dimension $d$, the convergence to the exact result scales as $1/\sqrt{N}$. The width of the above normal distribution, $\sigma$, corresponds to the statistical error. For practical purposes, one estimates $\sigma$ by

$$\sigma^2 \approx \frac{1}{N} \left( \frac{1}{N} \sum_{\vec{x}_i \epsilon P} O(\vec{x}_i)^2 - \left( \frac{1}{N} \sum_{\vec{x}_i \epsilon P} O(\vec{x}_i) \right)^2 \right)^2 \hspace{1cm} (179)$$
Instead of demonstrating the central limit theorem, we give a simple example: the evaluation of the number \( \pi \) obtained via:

\[
\pi = 4 \int_0^1 dx \int_0^1 dy \Theta(1 - x^2 + y^2),
\]

where \( \Theta \) is the Heavyside function, \( \Theta(x) = 1 \) for \( x > 0 \) and vanishes otherwise. In this example we \( P(x, y) \equiv 1 \). To generate a sequence of \( N \) points \( (x, y)_i \) from this probability distribution, we draw random numbers, \( x, y \), in the interval \([0, 1]\). For \( N = 8000 \) we obtain an error \( \sigma = 0.0185 \) with the use of Eq. (179). To check the central limit theorem, we repeat the simulation 10000 times with different random numbers. Fig. (17) shows the thus obtained distribution which compares well to the result of the central limit theorem.

The jackknife and bootstrap methods provide alternative ways of estimating the error (179). These methods become particularly useful, if not essential, when one wishes to estimate the error on \( \langle O_i \rangle \), where \( f \) is an arbitrary function of \( n \) variables. For a given sequence \( x, y \), the jackknife focuses on the samples that leaves out one configuration at a time:

\[
f_i' = f \left( \frac{1}{N-1} \sum_{j \neq i} O_1(x_j), \cdots, \frac{1}{N-1} \sum_{j \neq i} O_n(x_j) \right).
\]

The error estimate on \( f \) is then given by:

\[
(\sigma_f')^2 \approx N \left( \frac{1}{N} \sum_{i=1}^N (f_i')^2 - \left( \frac{1}{N} \sum_{i=1}^N f_i' \right)^2 \right)
\]

One may verify explicitly that for \( n = 1 \) and \( f(x) = x \) Eq. (182) reduces to Eq. (179) up to a factor \((N/(N-1))^2\) which tends to unity in the large \( N \) limit.

An alternative method for determining errors of \( f \) is the bootstrap algorithm. For a given sample of \( N \) configurations \( \{\vec{x}_1, \cdots, \vec{x}_N\} \) drawn from the probability distribution \( P(\vec{x}) \), we can construct \( N^N \) sets of \( N \) configurations, \( \{\vec{x}_{i_1}, \cdots, \vec{x}_{i_N}\} \) with \( i_1 : 1 \cdots N, i_2 : 1 \cdots N, \cdots, i_N : 1 \cdots N \), which correspond to the ideal bootstrap samples. For a
given bootstrap sample, defined by the vector \( \vec{r} = (i_1, \cdots, i_N) \).

\[
f^B_{i_i} = f \left( \frac{1}{N} \sum_{k=1}^{N} O_i(\vec{x}_{i_k}), \cdots, \frac{1}{N} \sum_{k=1}^{N} O_n(\vec{x}_{i_k}) \right). \tag{183}
\]

The bootstrap estimate of the error is given by:

\[
(\sigma_f^B)^2 \approx \frac{1}{NN} \sum_{i_1, \cdots, i_N = 1}^{N} \left( f^B_{i_i} \right)^2 - \left( \frac{1}{NN} \sum_{i_1, \cdots, i_N = 1}^{N} f^B_{i_i} \right)^2. \tag{184}
\]

Again, one may check that for the special case, \( n = 1 \) and \( f(x) = x \) Eq. (184) reduces to Eq. (179). Clearly, when \( N \) is large, it is numerically out of reach to generate all of the \( N^N \) bootstrap samples. Typically, to estimate the right hand side of Eq. (184) 200 or more bootstrap samples are generated stochastically. Since each bootstrap sample is equally probable we can generate them with:

\[
i_k = \text{trunc}(N \times \xi_k) + 1 \quad \text{where} \quad \xi_k \text{ is a random number in the interval } [0, 1] \text{ and the function trunc returns an integer by truncating the numbers after the decimal point.}
\]

### A.2 Generating Markov Chains

Our task is now to generate a set of points \( \vec{x} \) distributed according to \( P(x) \). We introduce a Monte-Carlo time \( t \), and a time dependent probability distribution \( P_t(\vec{x}) \) which evolves in time according to a Markov process: the future \((t + 1)\) depends only on the present \((t)\). Our aim is to obtain: \( P_{t \to \infty}(\vec{x}) = P(\vec{x}) \). To define the Markov chain, we introduce a matrix \( T_{\vec{x}, \vec{y}} \) which corresponds to the probability of going from \( \vec{x} \) to \( \vec{y} \). The time evolution of \( P_t(\vec{x}) \) is given by:

\[
P_{t+1}(\vec{y}) = \sum_{\vec{x}} T_{\vec{x}, \vec{y}} P_t(\vec{x}) \tag{185}
\]

\( T \) has to satisfy the following properties:

\[
\sum_{\vec{x}} T_{\vec{y}, \vec{x}} = \sum_{\vec{y}} T_{\vec{y}, \vec{x}} = 1, \quad T_{\vec{y}, \vec{x}} \geq 0 \tag{186}
\]

That is, the probability of reaching a given \( \vec{y} \) from any \( \vec{x} \) or of landing anywhere in \( \Omega \) given a initial \( \vec{x} \) is of unit. \( T \) has to be ergodic:

\[
\forall \vec{x}, \vec{y} \in \Omega: \exists s \left( T^s \right)_{\vec{y}, \vec{x}} > 0. \tag{187}
\]

Thus, we are assured to sample the whole phase space provided the above is satisfied. Lastly, the requirement of stationarity:

\[
\sum_{\vec{x}} T_{\vec{y}, \vec{x}} P(\vec{x}) = P(\vec{y}). \tag{188}
\]

Once we have reached the desired distribution, \( P(\vec{x}) \), we wish to to stay there. Stationarity is automatically satisfied if

\[
T_{\vec{y}, \vec{x}} P(\vec{x}) = T_{\vec{x}, \vec{y}} P(\vec{y}) \tag{189}
\]
as may be seen by summing on sides over $\bar{y}$ or $\bar{x}$. This relation is referred to as detailed balance or microreversibility. However, one has to keep in mind that stationarity and not detailed balance is essential.

That $P_t(\bar{x})$ approaches the equilibrium distribution $P(\bar{x})$ may be seen with:

$$||P_{t+1} - P|| \equiv \sum_{\bar{y}} |P_{t+1}(\bar{y}) - P(\bar{y})|$$

$$= \sum_{\bar{y}} |\sum_{\bar{x}} T_{\bar{y}, \bar{x}} P_t(\bar{x}) - \sum_{\bar{x}} T_{\bar{y}, \bar{x}} P(\bar{x})|$$

$$\leq \sum_{\bar{y}} \sum_{\bar{x}} |P_t(\bar{x}) - P(\bar{x})|$$

$$= \sum_{\bar{x}} |P_t(\bar{x}) - P(\bar{x})| \equiv ||P_t - P||$$  \hspace{1cm} (190)

Under the assumption of ergodicity, the strict equality holds only when $P_t = P$. Due to Eq. (186), the right eigenvectors of $T$ have eigenvalues $|\lambda| \leq 1$, $\lambda = 1$ corresponding to the stationary distribution $P$. Starting with an arbitrary distribution $P_0(\bar{x})$ convergence to $P$ will be determined by the eigenvalue of $T$ with second largest absolute value, $\lambda_1$. The rate of convergence of $P_t(\bar{x})$ to $P(\bar{x})$ will then scale as $e^{\exp(-t/\tau)}$ where $\tau = 1/\log(|\lambda_1|) > 0$.

Having defined $T$, we now have to construct it explicitly. Let $T_{\bar{y}, \bar{x}}^0$ the probability of proposing a move from $\bar{x}$ to $\bar{y}$ and $a_{\bar{y}, \bar{x}}$ the probability of accepting it. $1 - a_{\bar{y}, \bar{x}}$ corresponds to the probability of rejecting the move. $T_0$ is required to satisfy Eq. (186). Since in general we want to propose moves which change the initial configuration, $T_{x,x}^0 = 0$. With $a_{\bar{y}, \bar{x}}$ and $T_{\bar{y}, \bar{x}}^0$ we build $T_{\bar{y}, \bar{x}}$ with:

$$T_{\bar{y}, \bar{x}} = \left\{ \begin{array}{ll}
T_{\bar{y}, \bar{x}}^0 a_{\bar{y}, \bar{x}} & \text{if } \bar{y} \neq \bar{x} \\
T_{\bar{y}, \bar{x}}^0 (1 - a_{\bar{y}, \bar{x}}) & \text{if } \bar{y} = \bar{x}
\end{array} \right.$$

\hspace{1cm} (191)

Clearly $T_{\bar{y}, \bar{x}}$ satisfies Eq. (186). To satisfy the stationarity, we impose the detailed balance condition to obtain the equality:

$$T_{\bar{y}, \bar{x}}^0 a_{\bar{y}, \bar{x}} P_{\bar{x}} = T_{\bar{x}, \bar{y}}^0 a_{\bar{x}, \bar{y}} P_{\bar{y}}.$$

\hspace{1cm} (192)

Let us set:

$$a_{\bar{y}, \bar{x}} = \mathcal{F}(Z) \text{ with } Z = \frac{T_{\bar{x}, \bar{y}}^0 P_{\bar{x}}}{T_{\bar{y}, \bar{x}}^0 P_{\bar{y}}}$$

\hspace{1cm} (193)

with $\mathcal{F}(Z): 0 : \infty \rightarrow [0, 1]$. Since $a_{\bar{x}, \bar{y}} = \mathcal{F}(1/Z)$, $\mathcal{F}$ has to satisfy:

$$\frac{\mathcal{F}(Z)}{\mathcal{F}(1/Z)} = Z.$$

\hspace{1cm} (194)

There are many possible choices. The Metropolis algorithm is based on the choice:

$$\mathcal{F}(Z) = \min \{Z, 1\}.$$

\hspace{1cm} (195)

Thus, one proposes a move from $\bar{x}$ to $\bar{y}$ and accepts it with probability $Z = \frac{T_{\bar{x}, \bar{y}}^0 P_{\bar{x}}}{T_{\bar{y}, \bar{x}}^0 P_{\bar{y}}}$ and rejects it otherwise. In the practical implementation, one picks a random number $r$ in the interval $[0 : 1]$. If $r < Z$
(r > Z) one accepts (rejects) the move. Alternative choices of $F(Z)$ are for example:

$$F(Z) = \frac{Z}{1 + Z} \quad (196)$$

which is referred to as the Heat bath method.

That the so constructed $T$ matrix is ergodic depends upon the choice of $T^0$. In many cases, one will wish to combine different types of moves to achieve ergodicity. For a specific move, $i$ we construct $T^{(i)}$ as shown above so that $T^{(i)}$ conditions (186) and (189). The moves may be combined in two ways:

$$T = \sum_i \lambda_i T^{(i)}, \quad \sum_i \lambda_i = 1 \quad (197)$$

which is referred to as random upgrading since one picks with probability $\lambda_i$ the move $T^{(i)}$. Clearly, $T$ equally satisfies (186), (189) and if the moves have to be chosen appropriately to satisfy the ergodicity condition. Another choice is sequential upgrading. A deterministic ordering of the moves is chosen to obtain:

$$T = \prod_i T^{(i)}. \quad (198)$$

This choice does not satisfy detailed balance condition, but does satisfy stationarity (188) as well as (186). Again ergodicity has to be checked on a case to case basis.

In principle, we could now start with an arbitrary probability distribution $P_0(\vec{x})$ and propagate it along Monte Carlo time $t$ ($P_{t+1} = TP_t$). Convergence to the equilibrium distribution will occur on time scales set by $\tau$. This procedure involves handling many configurations $\vec{x}$ at a given time $t$. Alternatively one can start with a single configuration $\vec{x}$ and propagate it according to $T$. That is the probability of having the configuration $\vec{y}$ at the next MC time is given by $P_{t+1}(\vec{y}|\vec{x})$. This procedure generates a sequence of configuration in MC time. For large values of $N$ (see below) $\vec{x}_{t-1} \cdots \vec{x}_{t-N}$ will be distributed according to $P$. The observable $O$ may now be estimated with:

$$\langle O \rangle_P \approx \frac{1}{N} \sum_{t=1}^{N} O(\vec{x}_t). \quad (199)$$

The required value of $N$ depends autocorrelation time of the observable $O$:

$$C_O(t) = \frac{1}{N} \sum_{s=1}^{N} O(\vec{x}_s)O(\vec{x}_{s+t}) - \left( \frac{1}{N} \sum_{s=1}^{N} O(\vec{x}_s) \right)^2 \quad (200)$$

One expects $C_O(t) \sim e^{-t/\tau_O}$ where $\tau_O$ corresponds to the MC time scale on which memory of the initial configuration is lost. Hence, to obtain meaningful results, $N >> \tau_O$. Note that one should equally take into account a warm up time by discarding at least the first $\tau_O$ configurations in the MC sequence. Naively, one would expect $\tau_O = \tau$. However, this depends on the overlap of the observable with the slowest mode in the MC dynamics which relaxes as $e^{-t/\tau}$. In particular in a model with spin rotation symmetry the slowest mode may correspond to the rotation of the total spin. In this case, observables which are invariant under a spin rotation will not be effected by the slowest mode of the MC dynamics. Hence in this case $\tau_O < \tau$.  
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We now consider the estimation of the error. To apply the central limit theorem, we need a set of independent estimates of $O(\tau)$. This may be done by regrouping the data into bins of size $n\tau$.

\[ \hat{O}_n(t) = \frac{1}{n\tau} \sum_{\delta=1}^{n\tau} O(\tau(t-1)\pi\tau + \delta) \]  

with $t = 1 \cdots N/(n\tau)$. If $n$ is large enough (i.e. $n \approx 10 - 20$) then $\hat{O}_n(t)$ may be considered as an independent estimate, and the error is given by:

\[ \sigma_n = \sqrt{\frac{1}{M} \left( \frac{1}{M} \sum_{t=1}^{M} \hat{O}_n(t)^2 - \left( \frac{1}{M} \sum_{t=1}^{M} \hat{O}_n(t) \right)^2 \right)} \]  

where $M = N/(n\tau)$. If $n$ is large enough the error $\sigma_n$ should be $n$ independent.

We conclude this section with an example of error analysis for the one-dimensional Ising model:

\[ H(\{\sigma\}) = -J \sum_{i=1}^{L} \sigma_i \sigma_{i+1} \quad \sigma_{L+1} = \sigma_1 \]

where $\sigma_i = \pm 1$. This model may easily be solved exactly with the transfer matrix method and thus produces a useful testing ground for the MC approach. In particular at zero temperature, $T = 0$, a phase transition to a ferromagnetically ordered phase ($J > 0$) occurs. Spin-spin correlations are given by:

\[ g(r) = \frac{1}{L} \sum_{i=1}^{L} \langle \sigma_i \sigma_{i+r} \rangle \quad \langle \sigma_i \sigma_{i+r} \rangle = \frac{\sum_{\{\sigma\}} e^{-\beta H(\{\sigma\})} \sigma_i \sigma_{i+r}}{\sum_{\{\sigma\}} e^{-\beta H(\{\sigma\})}} \]

where $\beta$ corresponds to the inverse temperature. To simulate the model, we use a simple random site upgrading method: a site ($i$) is randomly chosen, and the spin is flipped ($\sigma_i \to -\sigma_i$) with the heat bath algorithm. The MC time unit corresponds to a single sweep meaning that $L$ sites are randomly chosen before a measurement is carried out.

Figure 18. One dimensional Ising model on an $L=24$ site lattice. (a) Autocorrelation time (see Eq. (200)) for $g(r = L/2)$. The time unit is corresponds to a single sweep. (b) Estimate of the error (see Eq. (202)). Here, $n$ corresponds to the size of the bins in units of the autocorrelation time. As apparent $n \sim 10$ is sufficient to obtain a reliable estimate of the error. After $2 \times 10^6$ sweeps, our results yield $g(r = L/2) = 0.076 \pm 0.0018$ and $0.909 \pm 0.0025$ for $\beta t = 1$ and $2$ respectively. The exact result reads $g(r = L/2) = 0.0760$ and $0.9106$ at $\beta t = 1$ and $2$ respectively.
Fig. 18 plots the autocorrelation time for $g(r = L/2)$ on an $L = 24$ site lattice at $\beta J = 1$ and $\beta J = 2$. From Fig. 18a one can extract the autocorrelation time: $\tau_0 \approx 11, 54$ for for $\beta J = 1, 2$ respectively. Fig. 18b plots the error as function of bin size in units of the $\tau_0$ (see Eq. (202)). As apparent, $n \approx 10$ is sufficient to get a reliable estimate of the error.
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We review a recent approach for the simulation of many-body interacting systems based on an efficient generalization of the Lanczos method for Quantum Monte Carlo simulations. This technique allows to perform systematic corrections to a given variational wavefunction, that allow to estimate exact energies and correlation functions, whenever the starting variational wavefunction is a qualitatively correct description of the ground state. The stability of the variational wavefunction against possible phases, not described at the variational level can be tested by using the “effective Hamiltonian” approach. In fact Monte Carlo methods, such as the “fixed node approximation” and the present ”generalized Lanczos technique” (Phys. Rev. B 64, 024512, 2001) allow to obtain exact ground state properties of an effective Hamiltonian, chosen to be as close as possible to the exact Hamiltonian, thus yielding the most reasonable estimates of correlation functions. We also describe a simplified one-parameter scheme that improve substantially the efficiency of the generalized Lanczos method. This is tested on the $t-J$ model, with a special effort to obtain accurate pairing correlations, and provide a possible non-phonon mechanism for high temperature superconductivity.

1 Introduction

Despite the tremendous progress of computer performances the general task of determining the ground state wavefunction of a many-electron system is still far from being settled. For instance, even for simplified models on a lattice, there is no general consensus on the ground state properties of a system of about 100 electrons on 100 sites. The most striking example is the so called $t-J$ model: This model is still a subject of intense numerical studies, due to its possible relevance for high temperature superconductivity.\cite{1,2} The Hamiltonian reads:

$$\hat{H} = J \sum_{\langle i,j \rangle} \left( \hat{S}_i \cdot \hat{S}_j - \frac{1}{4} \hat{n}_i \hat{n}_j \right) - t \sum_{\langle i,j \rangle, \sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{j,\sigma}$$

where $\hat{c}_{i,\sigma}^\dagger = \hat{c}_{i,\sigma}^\dagger (1 - \hat{n}_{i,\sigma})$, $\hat{n}_i = \sum_{\sigma} \hat{n}_{i,\sigma}$ is the electron density on site $i$, $\hat{S}_i = \sum_{\sigma,\sigma'} \hat{c}_{i,\sigma}^\dagger \tau_{\sigma,\sigma'} \hat{c}_{i,\sigma'}$ is the spin operator and $\tau_{\sigma,\sigma'}$ are Pauli matrices. In the following we consider $N$ electrons on $L$ sites, with periodic boundary conditions (PBC), in order to minimize size effects.

After many years of intense numerical and theoretical efforts there is no general consensus on the properties of this simple Hamiltonian and of the related Hubbard model. In particular according to density matrix renormalization group (DMRG) studies,\cite{4} $d$-wave superconductivity is not stable in this model, whereas a ground state non uniform in density (with so called “stripes”) is found. Several QMC studies provide controversial results,
most of them indicating a superconducting behavior, and some of them, \(^5\) indicating the opposite.

The reason of the above controversy, can be easily explained within the straightforward variational approach. Whenever a model Hamiltonian cannot be solved exactly either numerically (with no sign problem) or analytically, the most general and reasonable approach is an approximate minimization of the energy within a particular class of wavefunctions, for instance also DMRG can be considered a variational approach with a particularly complicated variational wavefunction obtained by DMRG iterations. However, within the variational approach, one faces the following problem: for large system size \(L\) the gap to the first excited state scales generally to zero quite rapidly with \(L\). Thus between the ground state energy and the variational energy there may be a very large number of states with completely different correlation functions. In this way one can generally obtain different variational wavefunctions with almost similar energy per site, but with completely different correlation functions. It is easily understood that, within a straightforward variational technique, there is no hope to obtain sensible results for large system size, unless for a system with a finite gap to all excitations, such as spin liquid, \(^6\) or band insulators.

In the following we are trying to argue that a possible solution to the previous limitation of the variational technique is provided by what we call in the following “the effective Hamiltonian approach”.

This approach relies on the following assumption:

“Among similar Hamiltonians with local interactions the ground state correlation functions depend weakly on the details of the Hamiltonian, in a sense that similar Hamiltonians should provide similar correlation functions”. In this way the ground state of an effective Hamiltonian (such as the fixed node Hamiltonian\(^8\)) that can be solved exactly by Quantum Monte Carlo schemes can be used as a variational state of the desired Hamiltonian, in this way providing not only a good variational energy but the most reasonable estimate of correlation functions, as long as the variational energy obtained is close – but not terribly close as in the straightforward variational approach – to the exact ground state energy.

The paper is based therefore on the recent numerical advances for solving approximately model Hamiltonians on a lattice: the fixed node, \(^8\) and the “generalized Lanczos technique”, \(^3\) that allows to improve systematically the variational energy provided by the effective Hamiltonian approach, by combining in an efficient way the power of the Lanczos variational technique with the “effective Hamiltonian approach”. Through all the paper and pictures we will use “FN” to indicate the “fixed node approach”, whereas “SR” will indicate the “stochastic reconfiguration method” used to apply the “generalized Lanczos” scheme. In the first part we describe the Lanczos technique, then we derive the effective Hamiltonian approach in a slightly more general way than the standard “fixed node” method. Finally we show that the mentioned “generalized Lanczos method” represents a very efficient implementation of both the previous techniques – Lanczos and fixed node – on a lattice. We also point out some slight but important improvements and simplifications to the most recent formulation of the “generalized Lanczos scheme”. \(^3\) In the last section before the conclusion we show some example on the t-J model, where the “effective Hamiltonian approach” is clearly useful, as the pairing correlation functions appear to be rather independent from the initial variational guess, even for large system size \(L \approx 50\) and small \(J/t\).
2 The Lanczos Technique

The Lanczos technique represents a remarkable improvement of the power method used to filter out systematically the ground state component of a given initial wavefunction \( \psi_G \) by an iterative technique. The power method is based on the following equation:

\[
\psi_0 \approx (\Lambda I - H)^p |\psi_G\rangle \tag{2}
\]

where \( \Lambda \) is a suitable large shift to ensure convergence to the ground state for large \( p \), \( I \) is the identity matrix and \( |\psi_0\rangle \) the ground state of \( H \). At a given iteration \( p \), after applying just \( p \) powers of the Hamiltonian, a much better wavefunction \( |\psi_p\rangle \) can be obtained by combining, with proper coefficients \( \alpha_k \), the states obtained with the power method in the previous iterations:

\[
|\psi_p\rangle = \left( 1 + \sum_{k=1}^{p} \alpha_k H^k \right) |\psi_G\rangle \tag{3}
\]

with parameters \( \{\alpha_k\} \) for \( k = 1, \ldots, p \) minimizing the energy expectation value \( \langle \psi_p | H | \psi_p \rangle / \langle \psi_p | \psi_p \rangle \). For any \( p \) it is simple to show that the wavefunction (3) corresponds exactly to apply \( p \) Lanczos step iterations to the initial wavefunction \( |\psi_G\rangle \). The \( H \)-polynomial of degree \( p \) which is applied to the initial state \( |\psi_G\rangle \), can be generally factorized in terms of its roots \( z_i \):

\[
\left( 1 + \sum_{k=1}^{p} \alpha_k H^k \right) = \prod_{i=1}^{p} (1 - H/z_i) \tag{4}
\]

This decomposition will be particular important for applying statistically the Lanczos technique with the Stochastic Reconfiguration (see later). As it is clear from Fig. (1), the Lanczos method converges very quickly to the ground state wavefunction especially when a particularly good “guess” is used for \( \psi_G \).

Whenever the ground state wavefunction is approached \( |\langle \psi_0 | \psi_p \rangle|^2 / |\langle \psi_p | \psi_p \rangle|^2 = 1 - \epsilon_p \)

with \( \epsilon_p \to 0 \) for larger \( p \), with the energy approaching the exact value with corrections \( \approx \epsilon_p \). On the other hand, the variance \( \sigma_p^2 \) of the Hamiltonian on the approximate state \( \psi_p \)

\[
\sigma_p^2 = \langle \psi_p | H^2 | \psi_p \rangle - \langle \psi_p | H | \psi_p \rangle^2 = O(\epsilon_p)
\]

is going to zero in the limit when \( \psi_p \) is the exact eigenstate \( \psi_0 \) with the same corrections proportional to \( \epsilon_p \). It is clear therefore that a very stable evaluation of the energy can be done by using few Lanczos steps values of the energy and the corresponding variance. Then, by performing simple extrapolation (linear or even polynomial), the exact ground state result is easily estimated provided the energy-variance values are close to the linear regime (see Fig.1). The same scheme can be applied even for correlation functions, represents one of the most simple and effective methods to estimate exact correlation functions with few Lanczos steps (i.e. with a minor computational effort) whenever the variational wavefunction \( \psi_G \) is particularly good, i.e. is close to the linear energy vs. variance regime. Such property of the variational wavefunction can be satisfied even for system size \( L \approx 100 \).

The initial wavefunction to which the Lanczos and the following techniques will be applied can be written as follows:

\[
|\psi_G\rangle = |\psi_{p=0}\rangle = \tilde{P}_0 \tilde{P}_N \tilde{J} |D\rangle \tag{5}
\]
Figure 1. Energy $<H>$ vs. variance $<H^2> - <H>^2$ of the Lanczos technique for different initial wavefunction $\psi_G$. Here $n$ represents the number of iterations. Lower variance is always obtained for larger $n$. The zero variance limit is the exact results.

where $|D\rangle$ is a BCS wavefunction, which is an exact eigenstate of the following Hamiltonian:

$$\hat{H}_{BCS} = \hat{H}_0 + \frac{\Delta_{BCS}}{2} (\hat{\Delta}^\dagger + \hat{\Delta})$$

$$\hat{\Delta}^\dagger = \sum_{(i,j)} M_{i,j} (\hat{c}_{i,j}^\dagger \hat{c}_{j,i} + \hat{c}_{j,i}^\dagger \hat{c}_{i,j}^\dagger)$$

where $\hat{H}_0 = \sum_{k,\sigma} \epsilon_k \hat{c}_{k,\sigma}^\dagger \hat{c}_{k,\sigma}$ is the free electron tight binding nearest-neighbor Hamiltonian, $\epsilon_k = -2(\cos k_x + \cos k_y) - \mu$, $\mu$ is the free-electron chemical potential and $\hat{\Delta}^\dagger$ creates all possible singlet bonds with d-wave symmetry being $M_{i,j}$, $M_{i,j}$ not restricted to nearest neighbors, but exhaustively parametrized with a reasonable number of variational parameters as described in. $\hat{P}_N$ and $\hat{P}_0$ are the projectors over the subspaces with a fixed number $N$ of particles and no doubly occupied states. Finally the Jastrow factor $\hat{J} = \exp \left( \frac{1}{2} \sum_{i,j} v(i-j) \hat{n}_i \hat{n}_j \right)$ couples the holes via the density operators $\hat{n}_i$ and contains other few variational parameters. We note here that by performing a particle-hole transformation on the spin down $\hat{c}_{i,j}^\dagger \rightarrow (-1)^i \hat{c}_{i,j}$, the ground state of the BCS Hamil-
tonian is just a Slater-determinant with \( N = L \) particles.\(^{11}\) This is the reason why this variational wavefunction can be considered of the generic Jastrow-Slater form, a standard variational wavefunction used in QMC. All the mentioned variational parameters are obtained by minimizing the energy expectation value of \( H \) over \( \psi_G.\)\(^{3}\)

Using the particle-hole transformation, it is also possible to control exactly the spurious finite system diversions related to the nodes of the d-wave order parameter.

### 3 The Effective Hamiltonian Approach

In a discrete Hilbert space defined for instance by configurations \( x \) of electrons with definite positions and spins we consider any Hamiltonian \( H \) with real matrix elements \( H_{x',x} \) and any real wavefunction \( \psi_G(x) \) assumed to be non zero for each configuration \( x.\)

By means of the wavefunction \( \psi_G \) — hereafter called the guiding wavefunction — we can define a two parameter class of Hamiltonians \( H_{FN}^\gamma \) depending on \( \gamma \) and \( r:\)

\[
H_{FN}^\gamma = \begin{cases} 
H_{x,x} + (1 + \gamma) V_{x,x}(x) + r(1 + \gamma) e_L(x) & \text{for } x' = x \\
H_{x',x} & \text{if } x' \neq x \\
-\gamma H_{x',x} & \text{if } x' \neq x 
\end{cases}
\]

where the local energy \( e_L(x) \) is defined by:

\[
e_L(x) = \sum_{x'} \psi_G(x') H_{x',x} / \psi_G(x)
\]

and the so called sign-flip term \( V_{x,x}(x) \) introduced in\(^8\) is given by considering the sum of all the positive off-diagonal matrix elements appearing in the local energy. The effective Hamiltonian \( H^\gamma \) has the same matrix elements of the Hamiltonian \( H \) for all off-diagonal matrix elements that do not frustrate the guiding function signs, the other ones are taken into account by proper modification of the diagonal term.

The following properties are almost an immediate consequence of the above definitions:

i) for \( \gamma = -1 \)

\[ H = H_{FN}^\gamma, \]

ii) for \( r = -1/(1 + \gamma) \) and \( \gamma \neq -1 \) the ground state of \( H_{FN}^\gamma \) is the guiding wavefunction itself with zero ground state energy, namely \( H_{FN}^\gamma \psi_G) = 0.\)

iii) \( H = H_{FN}^\gamma - (1 + \gamma) \frac{\partial H_{FN}^\gamma}{\partial \gamma} \)

iv) \( E_L(x) = \sum_{x'} \psi_G(x') H_{FN}^\gamma / \psi_G(x) = e_L(x)(1 + r(1 + \gamma)) \) where \( E_L(x) \) is the local energy of the effective Hamiltonian \( H_{FN}^\gamma, \) whereas \( e_L(x) = \sum_{x'} \psi_G(x') H / \psi_G(x), \) the corresponding one for \( H.\) Moreover:

(v) for \( \gamma \geq 0 \) the ground state \( \psi_{FN}^\gamma(x) \) of \( H_{FN}^\gamma \) may be chosen to have the same signs of the guiding wavefunction, namely \( \psi_G(x) \psi_{FN}^\gamma(x) \geq 0 \) for any configuration \( x.\) This follows by doing a unitary transformation of the basis \[ z = \text{Sign} \{ \psi_\gamma(x) \} x, \] in which the off-diagonal matrix elements of the Hamiltonian \( H_{FN,x',x}^\gamma \) are non-positive. Thus the Perron-Frobenius theorem holds implying that a ground state wavefunction (in principle there may be degeneracy) can be chosen to satisfy \( \psi_{FN}^\gamma(x) \geq 0 \) in the new basis, which finally proves (v) in the original basis. The statement (v) suggests that the effective Hamiltonian \( H_{FN}^\gamma \) represents the lattice counterpart of the fixed node (FN) Hamiltonian,
a well known approximation for continuous models. Furthermore, provided the matrix elements of the hamiltonian $H$ or $H^{FN}$ satisfy an ergodicity property (namely that any two arbitrary configurations $x$ and $x'$ can be always connected by a suitable large number $M$ of hamiltonian powers $\langle x'|H^M|x \rangle \neq 0$), then a more restrictive property holds: the ground state is unique for any $\gamma \geq 0$. This implies immediately that:

(vi) the ground state energy $E(\gamma)$ of the fixed node hamiltonian $H_{FN}^{\gamma}$ is an analytic function of $\gamma$, due to the finite size gap separating the unique ground state from the first excited state. We assume in the following that this very general property holds for the given hamiltonian a condition which is not restrictive, also considering that if ergodicity is not satisfied, all previous and the following considerations hold in all the subspaces of configurations $x$ ergodically connected by the powers of the hamiltonian.

By using Green Function Monte Carlo the ground state energy $E(\gamma)$ can be very efficiently computed for $\gamma > 0$ as all the matrix elements of the importance sampled Green function $G_{x'}^{\gamma}\psi_{\gamma}(x') = \psi_{\gamma}(x') \frac{[\Delta_\delta_{x',x} - (H_{FN}^{\gamma})_{x',x}]}{\psi_{\gamma}(x)}$ are all positive for large enough constant shift $\Lambda$. This is obtained by averaging the local energy $E_L(x) > 0$ over the configurations $x$ generated statistically by the Green function $G^{\gamma}$ with a standard algorithm.\textsuperscript{7,12,13} Notice also that, by property (iv), the local energy $E_{L}$ of this fixed node hamiltonian is proportional to the local energy $e_{L}$ of $H$ and therefore this computation satisfy the so called zero variance property: both $E_{L}$ and $e_{L}$ have zero statistical variance if $\psi_{\gamma}$ is an exact eigenstate of $H$.

For $r = 0$ $H_{FN}^{\gamma}$ reduces to the standard fixed node hamiltonian defined in\textsuperscript{8} ($\gamma = 0$) and extended to $\gamma \neq 0$ in.\textsuperscript{14} Thus a rigorous theorem holds relating the ground state energy $E(\gamma)$ of the fixed node ground state $\psi_{\gamma}^{FN}$ of $H_{FN}^{\gamma}$, to its variational expectation value $E^{FN}(\gamma) = \langle \psi_{\gamma}^{FN}|H|\psi_{\gamma}^{FN} \rangle$ on the hamiltonian $H$:

$$E^{FN}(\gamma) \leq E(\gamma) \leq \langle \psi_{\gamma}|H|\psi_{\gamma} \rangle$$ (10)

Using property (i) we therefore notice that by increasing the value of $r$ from the variational value $r = -1/(1 + \gamma)$ up to $r = 0$ the ground state of the fixed node hamiltonian $H_{FN}^{\gamma}$ becomes a variational state with lower energy expectation value. This implies immediately that the fixed node effective hamiltonian is more appropriate to describe the ground state of $H$.

In the continuous case $r$ cannot be extended to positive values because the local energy $e_{L}$ may assume arbitrary large negative values close to the nodes, and the best variational energy can be actually obtained just for $r = 0$ (since for $r = 0$ the fixed node gives the lowest possible energy compatible with the nodes of the guiding function). In a lattice case such a theorem is missing, and there is no reason to expect that $r = 0$ is just the optimal value.

A simple and efficient scheme to compute a variational upper bound of the energy for any $r$ is described in the following paragraphs. Using property (iii)

$$E_{FN}(\gamma) = \langle \psi_{\gamma}^{FN}|H^{\gamma} - (1 + \gamma) \frac{dH_{\gamma}^{\gamma}}{d\gamma}|\psi_{\gamma}^{FN} \rangle = E(\gamma) - (1 + \gamma) \frac{dE(\gamma)}{d\gamma}$$ (11)

where in the latter equality the Hellmann-Feynman theorem has been used. By using that
\( H_{FN} \) depends linearly on \( \gamma \), the well known convexity property of \( E(\gamma) \) holds:

\[
\frac{d^2 E(\gamma)}{d\gamma^2} \leq 0
\] (12)

Therefore the expectation value \( E_{FN}(\gamma) \) of the Hamiltonian \( H \) on the fixed node state is a monotonically increasing function of \( \gamma \), as clearly the best variational estimate is obtained therefore for \( \gamma = 0 \), as in the conventional scheme.

The extension to finite \( \gamma \) is however convenient to provide better variational estimates of \( E_{FN}^{r=0} \), which in fact maybe sizable lower than the standard estimate \( E_{FN}(0) \leq E(0) \) for \( r = 0 \). This extension allows also to make a rigorous upper bound of \( E_{FN}^{r=0} \) also in the case \( r > 0 \), without missing the zero variance property. In fact, always by the convexity property of \( E(\gamma) \):

\[
\frac{dE(\gamma)}{d\gamma}|_{\gamma=0} \leq -\frac{E(\gamma) - E(0)}{\gamma}
\] (13)

we finally get that at the best variational condition \( \gamma = 0 \)

\[
E_{FN}(0) \leq E(0) - (E(\gamma) - E(0))/\gamma.
\] (14)

For \( r = 0 \) the above upper bound improves also the previously known value (10), at least for \( \gamma \) small enough where the above inequality becomes a strict equality.

In practice, since the energy as a function of \( \gamma \) is almost linear a very good estimate can be obtained using the above inequality even for \( \gamma = 1 \), as shown in Fig.(2) for a test example on the \( t-J \) model, where it is also clear that the variational energy can be improved by turning on the parameter \( r \).

4 The Generalized Lanczos

The optimization of the parameter \( r \) is rather problematic within the scheme of the previous section especially when few Lanczos steps are applied to the guiding function and the dependence of the energy as a function of \( r \) cannot be resolved within available statistical errors. Though the energy maybe rather insensitive to \( r \), the behavior of correlation functions, may strongly depend on it, especially when the guiding function shows some instability towards different phases not described at the variational level. Within this approach the instability of the guiding function is characterized by the existence of a considerable number of configurations \( x \) with local energy \( e_L(x) \) much below the average and with correlation properties much different than the average. By increasing \( r \) these configurations will have larger and larger weight in the fixed node ground state \( \psi_{FN} \) (since they have much lower-energy diagonal term) and will display clearly the possible instabilities of the variational wavefunction \( \psi_G \).

The sign-flip term \( V_{sf}(x) \) is divergent whenever the guiding function is exceedingly small (i.e. close to the nodes or finite-size lattice pseudo-nodes of \( \psi_G \)), thus requiring an infinite shift \( \Lambda \), because for the statistical implementation of the power method the diagonal term \( \Lambda - (H_{FN})_{x,x} = \Lambda - H_{x,x} - (1 + \gamma)V_{sf}(x) - r(1 + \gamma)e_L(x) \) (see Eq. 8) has to be non negative. For \( r = -1/(1 + \gamma) \), in the variational case, a better approach, but similar in spirit, is obtained by sampling the square of the variational wavefunction
Figure 2. Variational energy of the t-J hamiltonian as a function of the parameters $r$ and $\gamma$, for the BCS-guiding function (5), without any Lanczos improvement. The $\gamma \to 0$ limit in the right panel corresponds to the expectation value $E_{F}^{N} (\gamma) = \langle \psi_{F,N}^{\gamma} | H | \psi_{F,N}^{\gamma} \rangle$ for $\gamma = 0$ where $\psi_{F,N}^{\gamma}$ is the ground state of the effective hamiltonian $H_{F,N}^{\gamma}$. Each point, due to inequality (14), represents an upper bound for $E_{F}^{N} (\gamma) = 0$ and, clearly, for the ground state of $H$. All the estimates reported here are much better than the standard $r = 0$ lattice fixed node upper bound $E(\gamma = 0)$ for $E_{F}^{N} (\gamma = 0)$; $E(\gamma = 0) = -0.77580(2)$ much above the upper energy scale. The value (SR) obtained with the "generalized Lanczos" described in the following sections is also shown for comparison.

$\psi_{G}$ with a different Green function. This following importance sampled Green function is used for the statistical implementation of the power method:

$$
G_{x',x}^{\gamma} = \begin{cases} 
\frac{1}{z_{x}}(\Lambda - H_{G,x}) & \text{for } x' = x \\
-\frac{1}{z_{x}}\psi_{G}(x')(H_{F,N}^{\gamma})_{x',x}/\psi_{G}(x) & \text{for } x' \neq x
\end{cases}
$$

(15)

where in $H_{F,N}^{\gamma}$ (Eq. 8) appearing in the above equation the parameter $r$ is set to the variational value $r = -1/(1 + \gamma)$, $z_{x}$ is a normalization factor obtained by setting $\sum_{x'} z_{x'} G_{x',x}^{\gamma} = z_{x}$, namely:

$$
z_{x} = \Lambda - e_{L}(x) + (1 + \gamma)\nu_{S}(x)
$$

(16)
In this way it is straightforward to show that:

\[ \sum_x G_{x' x}^\gamma |\psi_G(x)|^2 = |\psi_G(x)|^2 \]  

(17)

Thus the importance-sampled Green function \( G^\gamma \) maybe used to generate configurations that sample the variational wavefunction square. The advantage of the present approach is evident since the diagonal term of the Green function does not contain the sign-flip term, and a finite reasonable \( \Lambda \) can be used. For instance in the \( t-J \) model \( \Lambda \) can be set to zero. Instead a zero shift is not allowed for the importance sampled Green function of the effective hamiltonian itself:

\[ G_{FN} = \psi_G(x') \left[ \Lambda - (H_{FN}^\gamma)_{x',x} \right] / \psi_G(x) \]

(18)

which performs the same task for \( r = -1/(1+\gamma) \), but with a less efficient infinite \( \Lambda \) scheme.\(^{14}\)

In the following, within the spirit of the “effective hamiltonian approach”, the variational wavefunction is improved by tuning a parameter \( \gamma \) proportional to the local energy, in order to modify and improve the effective hamiltonian \( H_{FN}^\gamma \), whose ground state is just \( \psi_G \) for \( r = -1/(1+\gamma) \). This parameter is then changed in order to be as close as possible to the true hamiltonian for \( \gamma \geq 0 \), when computations free of sign problem are possible. Indeed in order to improve \( H_{FN}^\gamma \) it is very useful to notice that \( H_{FN}^\gamma = H \), the exact hamiltonian, for \( \gamma = -1 \) and any non-zero \( r \). Thus at finite positive \( \gamma \) an optimal variational parameter \( \gamma \) can be used, that on a lattice, maybe significantly different from the fixed node value \( r = 0 \), since this value represents the optimal one only in a continuous model, when there exists a rigorous proof that \( r = 0 \) provides the minimum possible energy.

In order to determine a feasible scheme for the optimization of \( \gamma \) in the lattice case, we need to implement small modifications of the Green function (15). We notice that there are two important changes of this Green function that are easily implemented.

### 4.1 One Lanczos Step Improvement

In this case the Green function (15) is modified by:

\[ G_{1 LS}^\gamma = r_x G_{x' x}^\gamma / r_x \]

(19)

where \( r_x = 1 + \alpha \epsilon_L(x) \). After applying statistically the above Green function, after a large number of iterations the configurations \( x \), will be distributed according to the weight (not necessarily positive):

\[ \psi_G(x) \psi_1(x) \]

where

\[ \psi_1 = (1 + \alpha H) |\psi_G\rangle = \sum_x r_x |\psi_G\rangle \]

(20)

is the first Lanczos step wavefunction as described in Eq. (1). Since the Lanczos iteration improves the wavefunction and the factor \( r_x \) has not a definite sign on each configuration \( x \), it is clear that the phases of the ground state wavefunction are much better represented
by the signs of \( r_x \psi_G(x) \) rather than by the ones corresponding to \( \psi_G(x) \). The parameter \( \alpha = \alpha_1/\alpha_0 \) can be determined by satisfying the SR conditions:\(^3\)

\[
\langle \psi_G | H(\alpha_0 + \alpha_1 \epsilon_L) | \psi_G \rangle = \langle \psi_G | H(\Lambda - H) | \psi_n \rangle \\
\langle \psi_G | (\alpha_0 + \alpha_1 \epsilon_L) | \psi_G \rangle = \langle \psi_G | (\Lambda - H) | \psi_n \rangle
\]

where \( \alpha_i, i = 0, 1 \) are computed statistically at any given iteration \( n \) in order to improve the SR state \( r_x \psi_n(x) \), until convergence is reached for large \( n \). In this case \( \psi_n(x) \) is independent of \( n \) and statistically equal to \( \psi_G \), whereas \( \alpha \) will converge (statistically) to the exact one Lanczos step value. Once this value is determined the energy expectation value over \( \psi_1 \) can be evaluated by statistically averaging the local energy \( \epsilon_L(x) \) corresponding to \( \psi_G \) (and not to \( \psi_1 \)), providing a substantial reduction of computational effort. In this case, since the value of \( \gamma \) is immaterial for the statistical averages, it is more convenient to use \( \gamma = 1 \), that minimizes statistical fluctuations.

In general, the use of the SR conditions\(^3\) allows to obtain the energy and correlation expectation values of the \( p \)-Lanczos step wavefunction \( \psi_p \), by using a guiding function \( \psi_G \) containing only \( p - 1 \) powers of the Hamiltonian, e.g. \( |\psi_G\rangle \rightarrow |\psi_{p-1}\rangle \). The use of \( |\psi_{p-1}\rangle \) as a guiding function for sampling \( \psi_p \) may not be the optimal choice. In the following we describe a guiding function with better nodes than \( \psi_{p-1} \) but with the same number \( p - 1 \) of hamiltonian powers, that will be used in the following sections whenever the method SR will be applied.

Using the root decomposition (4) of the \( H \)-polynomial defining the \( p \)-Lanczos step wavefunction \( |\psi_p\rangle \), we can single out any real root \( z_k \) and similarly to the first Lanczos step case:

\[
\psi_p(x) = r_x \psi_G(x) \quad \text{with} \\
r_x = 1 - \epsilon_L(x)/z_k \\
|\psi_G\rangle \rightarrow \prod_{i \neq k} (1 - H/z_i) |\psi_G\rangle
\]

The new local energy \( \epsilon_L(x) \), obtained with the new guiding function, will keep into account the phases of the \( p \)-Lanczos step wavefunction exactly. In this way, within this decomposition, it is clear that the best guiding function \( \psi_G \) of the previous form, is obtained by choosing the real root \( z_k \) such that:

\[
< 1 - \epsilon_L(x)/z_k >
\]

is as far as possible (on average over \( \psi_G \)) from the zero value. This condition (23) will minimize the sign changes of \( \psi_G(x) \) to obtain \( \psi_p(x) = (1 - \epsilon_L(x)/z_k) \psi_G(x) \), thus providing the best possible phases that we can safely obtain with \( p - 1 \) powers of the hamiltonian applied to the bare \( \psi_G \).

### 4.2 Fixed Node Improvement

In this case the Green function is modified similarly:

\[
G'_{FN} = r_x \cdot G_{x,x}/\text{Sgn}(r_x)
\]

\[
G'_{FN} = r_x \cdot G_{x,x}/\text{Sgn}(r_x)
\]
It is easily obtained that for \( r_x = 1 - \frac{1+r(1+\gamma)}{\lambda} \sigma_L(x) \) and large shift \( \Lambda \), the effective hamiltonian \( H_{FN}' \) (8) is indeed considered, as for \( \Lambda \to \infty \) the matrix elements of \( G_{FN}' \) (18) coincide with the ones defined above for \( \Lambda G_{FN}' \), up to \( O(\frac{1}{\Lambda}) \).

In particular for \( r = 0 \), and \( \gamma = 0 \) we recover the standard fixed node. Notice also that, if the hamiltonian is free of sign problem \( \mathcal{V}_{sf}(x) = 0 \) and the Fixed node is exact. Then the choice \( r = 0 \) provides the exact sampling of the ground state of \( H \) even for finite \( \Lambda \), as the factor \( r_x \) is proportional to \( z_x \) (16) and simplifies in (18,15).

### 4.3 Generalized Lanczos

Using the above Green function (24), the parameter \( r = \frac{(\Lambda \sigma_L/n_{ni})-1}{1+\gamma} \), a single parameter at any order \( p \) of the Lanczos iterations, is optimized using the SR conditions (21) with \( \psi_n \) now depending explicitly on \( n \) and differing from the initial guiding function \( \psi_G \):

\[
r_x \psi_n(x) = (G_{FN}')^n \psi_G.
\]

These conditions provide, as mentioned before, \( \alpha_0, \alpha_1 \) statistically. However, in this case, the parameter \( r \), determined by the SR condition, may not coincide with the lowest possible energy condition. A further modification of the Green function

\[
G'_{\eta} = r_x G'_{\eta'}(x) / |r_x|^{1-n} Sgn(r_x)
\]

that interpolates between the Lanczos limit (19) for \( \eta = 0 \) (when the SR conditions coincide with the Euler condition of minimum energy) and the Fixed node limit (24) for \( \eta = 1 \) allows to overcome this difficulty, as we get closer but not exactly equal to the Lanczos limit, and one can obtain even lower variational energies.

For the \( t-J \) model we avoid to consider here this extra-complication, since the SR conditions (21) have been tested to coincide almost exactly with the Euler conditions of minimum energy (see Fig. 2) even for \( \eta = 1 \) at least for \( \Lambda = 0 \). As shown in the same figure the SR may also provide a slightly lower energy than the corresponding one obtained by the best \( r \) effective hamiltonian \( H_{FN}' \), because for small \( \Lambda \) the factor \( r_x \) in Eq. (24) may change sign and can correct also the phases of the wavefunction and not only the amplitudes. This is also the reason to work with the minimum possible shift \( \Lambda \). In principle it is possible to further improve the variational energy and the nodes of the sampled wavefunction, by performing the reconfiguration scheme each \( k_p \) steps, with an effective Green function:

\[
G'_{k_p} = r_{x'} (G')^{k_p} / Sgn(r_x)
\]

For \( \gamma = 1 \), it is possible to work with \( k_p > 1 \) and with reasonable statistical fluctuations (that increase obviously with \( k_p \)). By increasing \( k_p \) the factor \( r_x \) provides non trivial changes to the phase of the wavefunction with corresponding improvement in energy expectation value. We have not systematically studied this possible modification of the method so far. This extension to \( k_p > 1 \) should be clearly useful for model hamiltonians, such as the Hubbard model at strong coupling, when a large shift \( \Lambda \) is required for the convergence of the method.

For \( \Lambda = 0 \) or finite, the coefficient \( r \) in the factor \( r_x \) may have little to do with the coefficient appearing in \( H_{FN}' \), but, even at finite \( \Lambda \), an effective hamiltonian can be still defined, which is qualitatively similar to \( H_{FN}' \). In the following discussions we will not consider the difference between the finite \( \Lambda \) effective hamiltonian and the infinite \( \Lambda \) one (8) because it is irrelevant for our purposes.
At each iteration $p$ of the generalized Lanczos the special guiding function described in Eq. (22) is used, yielding optimal phases as close as possible to the $p$–Lanczos step wavefunction. As far as the remaining parameter $\gamma$, this is restricted to be positive for statistical reasons (no sign problem). Clearly from property (12), the smaller is $\gamma$, the better is the variational energy but increased fluctuations occurs for computing the SR conditions (21). On the other hand, the Green-function shift $\Lambda$ has to be taken as small as possible, compatibly with $\Lambda - H_{\varphi,\omega} > 0$ for any $x$, in order to further improve the efficiency of the power method. Within the SR method by minimizing at best the parameters $\gamma$ and $\Lambda$ (or increasing $k_p$) we can further improve this technique, in a practical scheme. The optimization of the parameter $r$, since it affects a change in the effective hamiltonian $H^r$ is particularly important for correlation functions. Instead all the other parameters (including $\eta$ or $k_p$, for instance) may help to obtain slightly lower variational energies, but are in general much less important. The variational SR results for the $t - J$ model, described in the following sections, are obtained with $\gamma = 1/4$ and $\Lambda = 0$ and refer to the fixed node Green function (24), whereas the symbol FN will always refer to the standard fixed-node case $\Lambda \to \infty$, $\gamma = r = 0$.

5 Results on the t-J Model

We consider the pairing correlations in the $t - J$ model for square clusters with periodic boundary conditions:

$$P_{i,j,k,l} = \langle \Delta_{i,j}^+ \Delta_{k,l} \rangle$$

$$\Delta_{i,j}^+ = c^\dagger_{i,\uparrow} c^\dagger_{j,\downarrow} + \text{ i} \leftrightarrow \text{ j}$$

(27)

$\Delta_{i,j}^+$ creates a singlet pair in the sites $i, j$. On each lattice we take the first nearest neighbor pair $i, j$ fixed and move $k, l$ parallel or perpendicular to the direction $i, j$. In all cases studied the parallel correlations are positive and the perpendicular ones are negative, consistent with a $d$-wave symmetry of the pairing. The existence of phase coherence in the thermodynamic limit is obtained whenever $P_{i,j,k,l}$ remains finite for large distance separation between the pairs $i, j$ and $k, l$. A systematic study has been reported in.\(^\text{17}\) Here we focus only on few test cases to show the power of the method, and the importance to work with an effective hamiltonian $H_{FN}$ with a single variational parameter $r$ as described in the previous section. For all cluster used the distance between pair $i, j$ and pair $k, l$ refers to the minimum one between $|R_i - R_k|$, $|R_i - R_l|$, $|R_j - R_k|$ and $|R_j - R_l|$. Only for the $6 \times 6$ we use the so called Manhattan distance $|(x, y)| = |x| + |y|$, since the pair $(k, l)$ in this case is moved in both perpendicular directions. First the pair $(k, l)$ is translated parallel to the $x$-axis up to the maximum distance allowed by PBC, and then (for the $6 \times 6$) the pair $(k, l)$ is moved parallel to the $y$-axis.

First of all, whenever the initial variational wavefunction used is qualitatively correct (5), few Lanczos iterations are really enough to obtain exact ground state properties. This is clearly shown in Fig. (3) where the exact results coincide within few error bars with the variance extrapolated results, that in turn are very close to the $p = 2$ Lanczos wavefunction results. However for larger system when the solution is not known, few Lanczos iterations, though systematically improving the energy, cannot change qualitatively the pairing correlations of the initial wavefunction, and in general the variational approach is not reliable.
In order to show this effect, we have used two different variational wavefunctions on a $6 \times 6$ 4-holes $J/t = 0.5$ cluster, and improved both initializations with the methods described in the previous section: the pure variational Lanczos technique, the standard Fixed node (FN) and the “generalized Lanczos method” (SR), within the simplified scheme considered before. For one wavefunction initialization, the BCS variational parameters are optimized by minimizing the energy, for the other one we have reduced to a very small values $10^{-4}$ the corresponding variational parameter $\Delta_{BCS}$ in (6), just in order to remove the degeneracy of the free-electron determinant in the $6 \times 6$. This choice yields a variational wavefunction with definite quantum numbers and with small pairing correlations.

We see in Fig. (4), top panels, that the Lanczos technique is very much dependent on the two different initial choices, even though the energy is in both cases very much improved by few Lanczos iterations. As shown in Fig. (5), the variance extrapolated results of the energy are consistent for both initial wavefunctions. On the other hand the pairing correlations remain inconsistent for about a factor two at large distance.

In this example we clearly see the limitation of the straightforward variational technique: within a very similar energy (e.g. the extrapolated ones) the pairing correlations maybe even qualitatively different.

A completely different behavior is obtained as soon as the FN is applied (middle panels in Fig. 4). The energy improvement within this technique is apparently marginal compared to the standard Lanczos technique (see Fig. 5). Instead the behavior of pairing correlations

Figure 3. Pairing correlations in the 26 lattice for 4 holes in the $J/t = 0.5$ model for the variational Lanczos technique as compared with the exact result obtained with exact diagonalization. The variance extrapolated values are obtained using only the $p = 0, 1, 2$ results available with the statistical algorithm also for much larger system size.
Figure 4. Pairing correlations in the $6 \times 6$ lattice for 4 holes in the $J/t = 0.5 \, t - J$ model. Left panels and right panels refer to two different initial guiding functions with or with vanishing small d-wave order parameter respectively. The latter is used in order to remove the degeneracy of the free electron Slater-determinant. The panels at different rows refer to different methods, as a function $p$ of the hamiltonian powers used to evaluate the local energy $\epsilon_L$, required by all the methods: the larger is $p$, the more ($L^p$ for $p \geq 2$) computationally demanding is the calculation. The VMC values (red triangles) are plotted in all panels for comparison.

is much better, and already the simple fixed node approximation applied to the pairing correlations is rather independent of the initial wavefunction. The only drawback of this technique is that when systematic improvements to the variational wavefunction are implemented (larger $p$ in the figure), the convergence properties are not behaving so accurately, as one could expect from the convergence of the energy reported in Fig. (5). In particular, even at the most accurate level of this fixed-node approximation – namely the fixed node over the two Lanczos step wavefunction – the two different initializations give pairing correlations differing by about 20% at the largest distance. This is much better than the straightforward Lanczos variational technique (this difference was about 70% for the corresponding two Lanczos step wavefunctions) but is not satisfactory enough.

The reason of such behavior is easily understood in terms of the effective hamiltonian approach. In a lattice case it appears really important for correlation functions to optimize the parameter $r$ appearing in the effective hamiltonian (8) and not just taking the FN ansatz $r = 0$. This optimization scheme is particularly important whenever some correlations that are not included at the variational level (or much depressed as in the case studied) are increasing as we go down in energy with the help of the improved $p - 1$ ($p > 1$)
Lanczos step guiding function. In general for larger $p$ the parameter $r$ increases, thus the SR scheme provides correlation functions substantially different and more accurate than the FN. In the bottom panels it is remarkable that, after applying only 3–steps of the SR technique, both initializations provide the same results within error bars ($\leq 3\%$) at the largest distance. These results can be considered benchmark accurate calculations of pairing correlations in the $6 \times 6$ cluster. These pairing correlations clearly indicate a robust $d$-wave superconducting ground state in the $t - J$ model, at least for this $J/t$ ratio. In this example we notice that correlation functions, in the effective Hamiltonian approach, begin to be consistent within $5\%$ whenever the variational energy is accurate within $\sim 1\%$, that is at least one order of magnitude better than a straightforward variational technique like the Lanczos one.

Of course for larger size, consistent correlation functions, i.e. independent from the initial wavefunction with or without $\Delta_{BCS}$, can be obtained for a larger number $p$ of SR-iterations. Here we report a sample case for a 50 site cluster at small $J/t = 0.1$. We see in Fig. (6) that the sizable pairing correlations present in the variational wavefunction with $\Delta_{BCS} \neq 0$, represents just an artifact of the variational calculation. At the third step, of the SR technique, when, as shown in Fig. (7) we reach an accuracy in energy below 1%
Figure 6. Pairing correlations in the 50 site lattice for 8 holes in the $J/t = 0.1$ model. Left panels and right panels refer to different initial guiding function with or without d-wave order parameter respectively. The pairing correlations for both calculations are consistently small at the most accurate level of approximation (SR $p = 3$).

(assuming that the variance extrapolated energies—both consistent—are exact), the pairing correlations are again consistent within few error bars, and clearly vanishingly small at large distance.

6 Conclusions

We have shown that within a brute force variational technique, such as the Lanczos method for few iterations, it is hard to obtain accurate values of correlation functions unless the energy accuracy is far from the present possibilities, at least in two dimensions. An accuracy of about one part over $10^4$ in the energy would be probably possible with at least 10 Lanczos steps or 100000 states in DMRG 2D calculations for systems of about 100 sites with periodic boundary conditions. This kind of accuracy maybe enough to obtain consistent correlation functions even within these two variational methods, but is far from being possible at present.

We have shown instead that a qualitatively different and very promising approach, based on the optimization of an effective hamiltonian, rather than adding more variational parameters in a brute force variational scheme, appears to be very useful to control correla-
Figure 7. Variational energy as a function of the variance per site $\sigma^2 / L^2$ for the $p$-Lanczos step wavefunction (VMC), which is improved by the “generalized Lanczos method” (SR). The best variational SR $p = 3$ energies are indicated by the arrows.

...tion functions. The idea is based on the “effective hamiltonian approach” described in the introduction. In this scheme it is assumed that between similar Hamiltonians, the correlation functions of their ground states should be also similar. The SR technique, allows to systematically improve the effective hamiltonian considered even compared to the lattice fixed node one, with an iterative scheme very similar to the Lanczos one, thus the name “generalized Lanczos”.

Within this scheme it is clear that there are robust pairing correlations in the $t - J$ model at sizable but not unphysical value of $J/t$. However there exists a critical value $(J/t)_c \geq 0.1$ below which pairing correlations are clearly suppressed. The existence of such a critical $(J/t)_c$ is clearly understood because at $J/t = 0$, the ferromagnetic instability takes place even at large doping.
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15. This follows by writing $\gamma = p\gamma_1 + (1-p)\gamma_2$, for any $\gamma_1, \gamma_2$ and $0 \leq p \leq 1$, thus finding a variational lower bound for $E(\gamma) \geq pE(\gamma_1) + (1-p)E(\gamma_2)$ because the ground state energy $E(\gamma)$ of $H^\gamma$ is certainly bounded by the minimum possible energy that can be obtained by each of the two terms in the RHS of the following equation: $H^\gamma = pH^{\gamma_1}+(1-p)H^{\gamma_2}$. The above inequality represents just the convexity property of $E(\gamma)$.
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LDA+DMFT is a novel computational technique for ab initio investigations of real materials with strongly correlated electrons, such as transition metals and their oxides. It combines the strength of conventional band structure theory in the local density approximation (LDA) with a modern many-body approach, the dynamical mean-field theory (DMFT). In the last few years LDA+DMFT has proved to be a powerful tool for the realistic modeling of strongly correlated electronic systems. In this paper the basic ideas and the set-up of the LDA+DMFT(X) approach, where X is the method used to solve the DMFT equations, are discussed. Results obtained with \(X=\text{QMC (quantum Monte Carlo)}\) and \(X=\text{NCA (non-crossing approximation)}\) are presented and compared. By means of the model system \(\text{La}_1-\delta\text{Sr}_\delta\text{TiO}_3\) we show that the method X matters qualitatively and quantitatively. Furthermore, we discuss recent results on the Mott-Hubbard metal-insulator transition in the transition metal oxide \(\text{V}_2\text{O}_3\) and the \(\alpha\rightarrow\gamma\) transition in the 4f-electron system Ce.

1 Introduction

The calculation of physical properties of electronic systems by controlled approximations is one of the most important challenges of modern theoretical solid state physics. In particular, the physics of transition metal oxides – a singularly important group of materials both from the point of view of fundamental research and technological applications – may only be understood by explicit consideration of the strong effective interaction between the conduction electrons in these systems. The investigation of electronic many-particle systems is made especially complicated by quantum statistics, and by the fact that the investigation of many phenomena require the application of non-perturbative theoretical techniques.

From a microscopic point of view theoretical solid state physics is concerned with the investigation of interacting many-particle systems involving electrons and ions. However,
it is an established fact that many electronic properties of matter are well described by the purely electronic Hamiltonian

$$\hat{H} = \sum_\sigma \int d^3r \; \hat{\Psi}^+(r, \sigma) \left[ -\frac{\hbar^2}{2m_e} \Delta + V_{\text{ion}}(r) \right] \hat{\Psi}(r, \sigma) + \frac{1}{2} \sum_{\sigma, \sigma'} \int d^3r \; d^3r' \; \hat{\Psi}^+(r, \sigma) \hat{\Psi}^+(r', \sigma') V_{\text{ee}}(r-r') \hat{\Psi}(r', \sigma') \hat{\Psi}(r, \sigma), \quad (1)$$

where the crystal lattice enters only through an ionic potential. The applicability of this approach may be justified by the validity of the Born and Oppenheimer approximation. Here, $\hat{\Psi}^+(r, \sigma)$ and $\hat{\Psi}(r, \sigma)$ are field operators that create and annihilate an electron at position $r$ with spin $\sigma$, $\Delta$ is the Laplace operator, $m_e$ the electron mass, $e$ the electron charge, and

$$V_{\text{ion}}(r) = -e^2 \sum_i \frac{Z_i}{|r - R_i|} \quad \text{and} \quad V_{\text{ee}}(r-r') = \frac{e^2}{2} \sum_{r \neq r'} \frac{1}{|r - r'|} \quad (2)$$

denote the one-particle potential due to all ions $i$ with charge $eZ_i$ at given positions $R_i$, and the electron-electron interaction, respectively.

While the \textit{ab initio} Hamiltonian (1) is easy to write down it is impossible to solve exactly if more than a few electrons are involved. Numerical methods like Green’s Function Monte Carlo and related approaches have been used successfully for relatively modest numbers of electrons. Even so, however, the focus of the work has been on jellium and on light atoms and molecules like H, H$_2$, H$_3$, see, e.g., the articles by Anderson, Bernu, Ceperley \textit{et al.} in the present Proceedings of the \textit{NIC Winter School 2002}. Because of this, one generally either needs to make substantial approximations to deal with the Hamiltonian (1), or replace it by a greatly simplified model Hamiltonian. At present these two different strategies for the investigation of the electronic properties of solids are applied by two largely separate groups: the density functional theory (DFT) and the many-body community. It is known for a long time already that DFT, together with its local density approximation (LDA), is a highly successful technique for the calculation of the electronic structure of many real materials. However, for strongly correlated materials, i.e., $d$- and $f$-electron systems which have a Coulomb interaction comparable to the band-width, DFT/LDA is seriously restricted in its accuracy and reliability. Here, the model Hamiltonian approach is more general and powerful since there exist systematic theoretical techniques to investigate the many-electron problem with increasing accuracy. These many-body techniques allow one to describe qualitative tendencies and understand the basic mechanism of various physical phenomena. At the same time the model Hamiltonian approach is seriously restricted in its ability to make quantitative predictions since the input parameters are not accurately known and hence need to be adjusted. One of the most successful techniques in this respect is the dynamical mean-field theory (DMFT) – a non-perturbative approach to strongly correlated electron systems which was developed during the past decade. The LDA+DMFT approach, which was first formulated by Anisimov \textit{et al.}, combines the strength of DFT/LDA to describe the weakly correlated part of the \textit{ab initio} Hamiltonian (1), i.e., electrons in $s$- and $p$-orbitals as well as the long-range interaction of the $d$- and $f$-electrons, with the power of DMFT to describe the strong correlations induced by the local Coulomb interaction of the $d$- or $f$-electrons.
Starting from the ab initio Hamiltonian (1), the LDA+DMFT approach is presented in Section 2, including the DFT in Section 2.1, the LDA in Section 2.2, the construction of a model Hamiltonian in Section 2.3, and the DMFT in Section 2.4. As methods used to solve the DMFT we discuss the quantum Monte Carlo (QMC) algorithm in Section 2.5 and the non-crossing approximation (NCA) in Section 2.6. A simplified treatment for transition metal oxides is introduced in Section 2.7, and the scheme of a self-consistent LDA+DMFT in Section 2.8. As a particular example, the LDA+DMFT calculation for La_{1-x}Sr_xTiO_3 is discussed in Section 3, emphasizing that the method X to solve the DMFT matters on a quantitative level. Our calculations for the Mott-Hubbard metal-insulator transition in V_2O_3 are presented in Section 4, in comparison to the experiment. Section 5 reviews our recent calculations of the Ce α-γ transition, in the perspective of the models referred to as Kondo volume collapse and Mott transition scenario. A discussion of the LDA+DMFT approach and its future prospects in Section 6 closes the presentation.

2 The LDA+DMFT Approach

2.1 Density Functional Theory

The fundamental theorem of DFT by Hohenberg and Kohn\textsuperscript{14} (see, e.g., the review by Jones and Gunnarsson\textsuperscript{2}) states that the ground state energy is a functional of the electron density which assumes its minimum at the ground state electron density. Following Levy,\textsuperscript{15} this theorem is easily proved and the functional even constructed by taking the minimum (infimum) of the energy expectation value w.r.t. all (many-body) wave functions \( \varphi(r_1, \ldots, r_N) \) at a given electron number \( N \) which yield the electron density \( \rho(r) \):

\[
E[\rho] = \inf \left\{ \langle \varphi | \hat{H} | \varphi \rangle \mid \sum_{i=1}^{N} \delta(r - r_i) | \varphi \rangle = \rho(r) \right\}.
\] (3)

However, this construction is of no practical value since it actually requires the evaluation of the Hamiltonian (1). Only certain contributions like the Hartree energy \( E_{\text{Hartree}}[\rho] = \frac{1}{2} \int d^3r' \int d^3r \ V_{ee}(r - r') \rho(r') \rho(r) \) and the energy of the ionic potential \( E_{\text{ion}}[\rho] = \int d^3r \ V_{\text{ion}}(r) \rho(r) \) can be expressed directly in terms of the electron density. This leads to

\[
E[\rho] = E_{\text{kin}}[\rho] + E_{\text{ion}}[\rho] + E_{\text{Hartree}}[\rho] + E_{\text{xc}}[\rho],
\] (4)

where \( E_{\text{kin}}[\rho] \) denotes the kinetic energy, and \( E_{\text{xc}}[\rho] \) is the unknown exchange and correlation term which contains the energy of the electron-electron interaction except for the Hartree term. Hence all the difficulties of the many-body problem have been transferred into \( E_{\text{xc}}[\rho] \). While the kinetic energy \( E_{\text{kin}} \) cannot be expressed explicitly in terms of the electron density one can employ a trick to determine it. Instead of minimizing \( E[\rho] \) with respect to \( \rho \) one minimizes it w.r.t. a set of one-particle wave functions \( \varphi_i \) related to \( \rho \) via

\[
\rho(r) = \sum_{i=1}^{N} | \varphi_i(r) |^2.
\] (5)

To guarantee the normalization of \( \varphi_i \), the Lagrange parameters \( \varepsilon_i \) are introduced such that the variation \( \delta \{ E[\rho] + \varepsilon_i [1 - \int d^3r | \varphi_i(r) |^2] \} / \delta \varphi_i(r) = 0 \) yields the Kohn-Sham\textsuperscript{16}
equations:
\[ -\frac{\hbar^2}{2m_e} \Delta + V_{\text{ion}}(r) + \int d^3 r' V_{\text{ee}}(r-r') \rho(r') + \frac{\delta E_{\text{ex}}[\rho]}{\delta \rho(r)} \varphi_i(r) = \varepsilon_i \varphi_i(r). \]  

These equations have the same form as a one-particle Schrödinger equation which, \textit{a posteriori}, justifies to calculate the kinetic energy by means of the one-particle wave-function ansatz. The kinetic energy of a one-particle ansatz which has the ground state density is, then, given by

\[ V_{\text{eff}}(r) = V_{\text{ion}}(r) + \int d^3 r' V_{\text{ee}}(r-r') \rho(r') + \frac{\delta E_{\text{ex}}[\rho]}{\delta \rho(r)}, \]

is only an auxiliary potential which artificially arises in the approach to minimize \( E[\rho] \). Thus, the wave functions \( \varphi_i \) and the Lagrange parameters \( \varepsilon_i \) have no physical meaning at this point. Altogether, these equations allow for the DFT/LDA calculation, see the flow diagram Fig. 1.

### 2.2 Local Density Approximation

So far no approximations have been employed since the difficulty of the many-body problem was only transferred to the unknown functional \( E_{\text{xc}}[\rho] \). For this term the local density approximation (LDA) which approximates the functional \( E_{\text{xc}}[\rho] \) by a function that depends on the local density only, i.e.,

\[ E_{\text{xc}}[\rho] \to \int d^3 r \, E_{\text{xc}}^{\text{LDA}}(\rho(r)), \]

was found to be unexpectedly successful. Here, \( E_{\text{xc}}^{\text{LDA}}(\rho(r)) \) is usually calculated from the perturbative solution\(^{17}\) or the numerical simulation\(^{18}\) of the jellium problem which is defined by \( V_{\text{ion}}(r) = \text{const}. \)

In principle DFT/LDA only allows one to calculate static properties like the ground state energy or its derivatives. However, one of the major applications of LDA is the calculation of band structures. To this end, the Lagrange parameters \( \varepsilon_i \) are interpreted as the physical (one-particle) energies of the system under consideration. Since the true ground-state is not a simple one-particle wave-function, this is an approximation beyond DFT. Actually, this approximation corresponds to the replacement of the Hamiltonian (1) by

\[ \hat{H}_{\text{LDA}} = \sum_\sigma \int d^3 r \, \hat{\Psi}^\dagger(r, \sigma) \left[ -\frac{\hbar^2}{2m_e} \Delta + V_{\text{ion}}(r) + \int d^3 r' \rho(r') V_{\text{ee}}(r-r') + \frac{\delta E_{\text{xc}}^{\text{LDA}}[\rho]}{\delta \rho(r)} \right] \hat{\Psi}(r, \sigma). \]

For practical calculations one needs to expand the field operators w.r.t. a basis \( \hat{\Phi}_{\text{LMTO}}, \) e.g., a linearized muffin-tin orbital (LMTO)\(^{19}\) basis (\( i \) denotes lattice sites; \( l \) and \( m \) are orbital
First principles information:
atomic numbers, crystal structure (lattice, atomic positions)

Choose initial electronic density $\rho(\mathbf{r})$

Calculate effective potential using the LDA [Eq. (7)]

$$V_{\text{eff}}(\mathbf{r}) = V_{\text{ion}}(\mathbf{r}) + \int d^3r' \, V_{\text{ev}}(\mathbf{r} - \mathbf{r}')\rho(\mathbf{r}') + \frac{\delta E_{xc}[\rho]}{\delta \rho(\mathbf{r})}$$

Solve Kohn-Sham equations [Eq. (6)]

$$\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}}(\mathbf{r}) - \varepsilon_i \right] \varphi_i(\mathbf{r}) = 0$$

Calculate electronic density [Eq. (5)],

$$\rho(\mathbf{r}) = \sum_i N_i |\varphi_i(\mathbf{r})|^2$$

Iterate to self-consistency

Calculate band structure $\varepsilon_i(\mathbf{k})$ [Eq. (6)], partial and total DOS, self-consistent Hamiltonian [Eq. (11)] $\implies$ LDA+DMFT, total energy $E[\rho]$ [Eq. (3)], ...

---

Figure 1. Flow diagram of the DFT/LDA calculations.

indices). In this basis,

$$\hat{\Psi}^+ (\mathbf{r}, \sigma) = \sum_{ilm} \hat{c}_{ilm}^{+ \sigma} \Phi_{ilm}(\mathbf{r})$$

such that the Hamiltonian (9) reads

$$\hat{H}_{\text{LDA}} = \sum_{ilm,jl'm',\sigma} (\delta_{ilm,jl'm'} \varepsilon_{ilm} \hat{n}_{ilm}^{\sigma} + t_{ilm,jl'm'} \hat{c}_{ilm}^{\sigma \dagger} \hat{c}_{jl'm'}^{\sigma})$$

Here, $\hat{n}_{ilm}^{\sigma} = \hat{c}_{ilm}^{\sigma \dagger} \hat{c}_{ilm}^{\sigma}$,

$$t_{ilm,jl'm'} = \langle \Phi_{ilm} \bigg| \frac{\hbar^2 \Delta}{2m_e} + V_{\text{ion}}(\mathbf{r}) + \int d^3r' \rho(\mathbf{r}') V_{\text{ev}}(\mathbf{r}-\mathbf{r}') + \frac{\delta E_{xc}[\rho]}{\delta \rho(\mathbf{r})} \bigg| \Phi_{jl'm'} \rangle$$
for \(ilm \neq j{l'}{m'}\) and zero otherwise; \(\varepsilon_{ilm}\) denotes the corresponding diagonal part.

As for static properties, the LDA approach based on the self-consistent solution of Hamiltonian (11) together with the calculation of the electronic density Eq. (5) [see the flow diagram Fig. 1] has also been highly successful for band structure calculations – but only for weakly correlated materials.\(^2\) It is not reliable when applied to correlated materials and can even be completely wrong because it treats electronic correlations only very rudimentarily. For example, it predicts the antiferromagnetic insulator La\(_2\)CuO\(_4\) to be a non-magnetic metal\(^{20}\) and also completely fails to account for the high effective masses observed in 4\(f\)-based heavy fermion compounds.

### 2.3 Supplementing LDA with Local Coulomb Correlations

Of prime importance for correlated materials are the local Coulomb interactions between \(d\)- and \(f\)-electrons on the same lattice site since these contributions are largest. This is due to the extensive overlap (w.r.t. the Coulomb interaction) of these localized orbitals which results in strong correlations. Moreover, the largest non-local contribution is the nearest-neighbor density-density interaction which, to leading order in the number of nearest-neighbor sites, yields only the Hartree term (see Ref. 4 and, also, Ref. 21) which is already very rudimentarily. For example, it predicts the antiferromagnetic insulator La\(_2\)CuO\(_4\) to be a non-magnetic metal\(^{20}\) and also completely fails to account for the high effective masses observed in 4\(f\)-based heavy fermion compounds.

Of prime importance for correlated materials are the local Coulomb interactions between \(d\)- and \(f\)-electrons on the same lattice site since these contributions are largest. This is due to the extensive overlap (w.r.t. the Coulomb interaction) of these localized orbitals which results in strong correlations. Moreover, the largest non-local contribution is the nearest-neighbor density-density interaction which, to leading order in the number of nearest-neighbor sites, yields only the Hartree term (see Ref. 4 and, also, Ref. 21) which is already very rudimentarily. For example, it predicts the antiferromagnetic insulator La\(_2\)CuO\(_4\) to be a non-magnetic metal\(^{20}\) and also completely fails to account for the high effective masses observed in 4\(f\)-based heavy fermion compounds.

Of prime importance for correlated materials are the local Coulomb interactions between \(d\)- and \(f\)-electrons on the same lattice site since these contributions are largest. This is due to the extensive overlap (w.r.t. the Coulomb interaction) of these localized orbitals which results in strong correlations. Moreover, the largest non-local contribution is the nearest-neighbor density-density interaction which, to leading order in the number of nearest-neighbor sites, yields only the Hartree term (see Ref. 4 and, also, Ref. 21) which is already very rudimentarily. For example, it predicts the antiferromagnetic insulator La\(_2\)CuO\(_4\) to be a non-magnetic metal\(^{20}\) and also completely fails to account for the high effective masses observed in 4\(f\)-based heavy fermion compounds.

Here, the prime on the sum indicates that at least two of the indices of an operator have to be different, and \(\bar{\sigma} = \downarrow(\uparrow)\) for \(\sigma = \uparrow(\downarrow)\). A term \(\hat{H}_{\text{LDA}}^{U}\) is subtracted to avoid double-counting of those contributions of the local Coulomb interaction already contained in \(\hat{H}_{\text{LDA}}\). Since there does not exist a direct microscopic or diagrammatic link between the model Hamiltonian approach and LDA it is not possible to express \(\hat{H}_{\text{LDA}}^{U}\) rigorously in terms of \(U\), \(J\) and \(\rho\). A commonly employed approximation for \(\hat{H}_{\text{LDA}}^{U}\) assumes the LDA energy \(E_{\text{LDA}}^{U}\) of \(\hat{H}_{\text{LDA}}\) to be\(^{22}\)

\[
E_{\text{LDA}}^{U} = \frac{1}{2} \sum_{\sigma} n_{d\sigma} (n_{d\sigma} - 1) - \frac{1}{2} J \sum_{\sigma} n_{d\sigma} (n_{d\sigma} - 1). \tag{14}
\]

Here, \(n_{d\sigma} = \sum_{m} n_{d_{m}\sigma} = \sum_{m} \langle \hat{n}_{d_{m}\sigma} \rangle\) is the total number of interacting electrons per spin, \(n_{d} = \sum_{\sigma} n_{d\sigma}\), \(\bar{U}\) is the average Coulomb repulsion and \(J\) the average exchange or Hund’s rule coupling. In typical applications we have \(U_{mm'}^{\uparrow\downarrow} = U\), \(J_{mm'} = J\), \(U_{mm'}^{\sigma\sigma'} = U - J - J \delta_{\sigma\sigma'}\) for \(m \neq m'\) (here, the first term \(J\) is due to the reduced Coulomb repulsion between different orbitals and the second term \(J \delta_{\sigma\sigma'}\) directly arises from the Z-component
of Hund’s rule coupling), and (with the number of interacting orbitals $M$)

$$
\tilde{U} = \frac{U + (M - 1)(U - J) + (M - 1)U - 2J}{2M - 1}.
$$

Since the one-electron LDA energies can be obtained from the derivatives of the total energy w.r.t. the occupation numbers of the corresponding states, the one-electron energy level for the non-interacting, paramagnetic states of (13) is obtained as

$$
\varepsilon^0_{il,m} \equiv \frac{d}{dn_{il,m}} (E_{LDA} - E^i_{LDA}) = \varepsilon_{il,m} - \tilde{U} (n_d - \frac{1}{2}) + \frac{J}{2} (n_d - 1)
$$

where $\varepsilon_{il,m}$ is defined in (11) and $E_{LDA}$ is the total energy calculated from $\tilde{H}_{LDA}$ (11). Furthermore we used $n_{il,m} = n_d/2$ in the paramagnet.

This leads to a new Hamiltonian describing the non-interacting system

$$
\tilde{H}^0_{LDA} = \sum_{il,m,jl'm',\sigma} \left( \delta_{il,m,jl'm'} \varepsilon^0_{il,m} \hat{n}^\sigma_{il,m} + t_{il,m,jl'm'} \hat{c}^\dagger_{il,m,\sigma} \hat{c}_{jl'm',\sigma} \right),
$$

where $\varepsilon^0_{il,m}$ is given by (15) for the interacting orbitals and $\varepsilon^0_{il,m} = \varepsilon_{il,m}$ for the non-interacting orbitals. While it is not clear at present how to systematically subtract $\tilde{H}^0_{LDA}$ one should note that the subtraction of a Hartree-type energy does not substantially affect the overall behavior of a strongly correlated paramagnetic metal in the vicinity of a Mott-Hubbard metal-insulator transition (see also Section 2.7).

In the following, it is convenient to work in reciprocal space where the matrix elements of $\tilde{H}^0_{LDA}$, i.e., the LDA one-particle energies without the local Coulomb interaction, are given by

$$
(H^0_{LDA}(k))_{ql,m'} = (H_{LDA}(k))_{ql,m'} + \delta_{ql,m'} \delta_{ql,qd} \left[ \tilde{U} (n_d - \frac{1}{2}) - \frac{J}{2} (n_d - 1) \right].
$$

Here, $q$ is an index of the atom in the elementary unit cell, $(H_{LDA}(k))_{ql,m'}$ is the matrix element of (11) in $k$-space, and $q_{ld}$ denotes the atoms with interacting orbitals in the unit cell. The non-interacting part, $\tilde{H}^0_{LDA}$, supplemented with the local Coulomb interaction forms the (approximated) ab initio Hamiltonian for a particular material under investigation:

$$
\hat{H} = \tilde{H}^0_{LDA} + \frac{1}{2} \sum_{i=il,l=ld} \sum' U_{m,m'}^{\sigma,\sigma'} \hat{n}^\sigma_{il,m} \hat{n}^{\sigma'}_{il,m'}
$$

$$
- \frac{1}{2} \sum_{i=il,l=ld} \sum' J_{m,m'}^{\sigma,\sigma'} \hat{c}^\dagger_{il,m,\sigma} \hat{c}^\dagger_{il,m',\sigma'} \hat{c}_{il,m',\sigma} \hat{c}_{il,m,\sigma}
$$

To make use of this ab initio Hamiltonian it is still necessary to determine the Coulomb interaction $U$. To this end, one can calculate the LDA ground state energy for different numbers of interacting electrons $n_d$ (constrained LDA$^{23}$) and employ Eq. (14) whose second derivative w.r.t. $n_d$ yields $U$. However, one should keep in mind that, while the total LDA spectrum is rather insensitive to the choice of the basis, the calculation of $U$ strongly depends on the shape of the orbitals which are considered to be interacting. E.g., for LaTiO$_3$ at a Wigner Seitz radius of 2.37 a.u. for Ti a LMTO-ASA calculation$^{24}$ using
2.4 Dynamical Mean-Field Theory

The many-body extension of LDA, Eq. (18), was proposed by Anisimov et al.\textsuperscript{22} in the context of their LDA+U approach. Within LDA+U the Coulomb interactions of (18) are treated within the Hartree-Fock approximation. Hence, LDA+U does not contain true many-body physics. While this approach is successful in describing long-range ordered, insulating states of correlated electronic systems it fails to describe strongly correlated \textit{paramagnetic} states. To go beyond LDA+U and capture the many-body nature of the electron-electron interaction, i.e., the frequency dependence of the self-energy, various approximation schemes have been proposed and applied recently.\textsuperscript{12,26-30} One of the most promising approaches, first implemented by Anisimov et al.,\textsuperscript{12} is to solve (18) within DMFT\textsuperscript{3-11} ("LDA+DMFT"). Of all extensions of LDA only the LDA+DMFT approach is presently able to describe the physics of strongly correlated, paramagnetic metals with well-developed upper and lower Hubbard bands and a narrow quasiparticle peak at the Fermi level. This characteristic three-peak structure is a signature of the importance of many-body effects.\textsuperscript{7,8}

During the last ten years, DMFT has proved to be a successful approach to investigate strongly correlated systems with local Coulomb interactions.\textsuperscript{11} It becomes exact in the limit of high lattice coordination numbers\textsuperscript{3,4} and preserves the dynamics of local interactions. Hence, it represents a \textit{dynamical} mean-field approximation. In this non-perturbative approach the lattice problem is mapped onto an effective single-site problem (see Fig. 2) which has to be determined self-consistently together with the $\mathbf{k}$-integrated Dyson equation connecting the self energy $\Sigma$ and the Green function $G$ at frequency $\omega$:

$$G_{ql,m,q',m'}(\omega) = \frac{1}{V_B} \int d^3k \left( [\omega \mathbb{1} + H_{\text{LDA}}^0(k) - \Sigma(\omega)]^{-1} \right)^{qlm,q',m'}.$$ (19)

Here, $\mathbb{1}$ is the unit matrix, $\mu$ the chemical potential, the matrix $H_{\text{LDA}}^0(k)$ is defined in (17), $\Sigma(\omega)$ denotes the self-energy matrix which is non-zero only between the interacting
orbitals, \([\cdots]^{-1}\) implies the inversion of the matrix with elements \(n (=q l m), n' (=q' l' m')\), and the integration extends over the Brillouin zone with volume \(V_B\).

The DMFT single-site problem depends on \(G(\omega)^{-1} = G(\omega^{-1}) + \Sigma(\omega)\) and is equivalent\(^7,8\) to an Anderson impurity model (the history and the physics of this model is summarized by Anderson in Ref. 31) if its hybridization \(\Delta(\omega)\) satisfies \(G^{-1}(\omega) = \omega - \int d\omega' \Delta(\omega')/(\omega - \omega')\). The local one-particle Green function at a Matsubara frequency \(i \omega_n = i(2n + 1)\pi / \beta\) (\(\beta\): inverse temperature), orbital index \(m, m' = l, q = q_d\), and spin \(\sigma\) is given by the following functional integral over Grassmann variables \(\psi\) and \(\psi^*\):

\[
G_{\nu m}^\sigma = -\frac{1}{\mathcal{Z}} \int \mathcal{D}[\psi] \mathcal{D}[\psi^*] \psi^*_{\nu m} \psi_{\nu m} e^{\mathcal{A}[\psi, \psi^*, G^{-1}]}.
\]

Here, \(\mathcal{Z} = \int \mathcal{D}[\psi] \mathcal{D}[\psi^*] \exp(\mathcal{A}[\psi, \psi^*, G^{-1}])\)

is the partition function and the single-site action \(\mathcal{A}\) has the form (the interaction part of \(\mathcal{A}\) is in terms of the “imaginary time” \(\tau\), i.e., the Fourier transform of \(\omega_\nu\))

\[
\mathcal{A}[\psi, \psi^*, G^{-1}] = \sum_{\nu, \sigma, m} \psi^*_{\nu m} (G_{\nu m}^\sigma)^{-1} \psi_{\nu m}
\]

\[
-\frac{1}{2} \sum_{m, m'} \sum_{\nu, \sigma, \sigma'} U_{\nu m\sigma}^{\alpha m'} \int_0^\beta d\tau \psi^*_{\nu m} (\tau) \psi^*_{\nu m'} (\tau) \psi_{\nu m'} (\tau) \psi_{\nu m'} (\tau)
\]

\[
+ \frac{1}{2} \sum_{m, m'} \sum_{\nu, \alpha, m} J_{\nu m m'} \int_0^\beta d\tau \psi^*_{\nu m} (\tau) \psi^*_{\nu m'} (\tau) \psi_{\nu m'} (\tau) \psi_{\nu m'} (\tau).
\]

This single-site problem (20) has to be solved self-consistently together with the \(k\)-integrated Dyson equation (19) to obtain the DMFT solution of a given problem, see the flow diagram Fig. 3.

Due to the equivalence of the DMFT single-site problem and the Anderson impurity problem a variety of approximative techniques have been employed to solve the DMFT equations, such as the iterated perturbation theory (IPT)\(^7,11\) and the non-crossing approximation (NCA),\(^32-34\) as well as numerical techniques like quantum Monte Carlo simulations (QMC),\(^35\) exact diagonalization (ED),\(^36,11\) or numerical renormalization group (NRG).\(^37\) QMC and NCA will be discussed in more detail in Section 2.5 and 2.6, respectively. IPT is non-self-consistent second-order perturbation theory in \(U\) for the Anderson impurity problem (20) at half-filling. It represents an ansatz that also yields the correct perturbational \(U^2\)-term and the correct atomic limit for the self-energy off half-filling,\(^38\) for further details see Refs. 38, 12, 26. ED directly diagonalizes the Anderson impurity problem at a limited number of lattice sites and orbitals. NRG first replaces the conduction band by a discrete set of states at \(D \Lambda^{-n}\) (\(D\): bandwidth; \(n = 0, \ldots, N_s\)) and then diagonalizes this problem iteratively with increasing accuracy at low energies, i.e., with increasing \(N_s\). In principle, QMC and ED are exact methods, but they require an extrapolation, i.e., the discretization of the imaginary time \(\Delta \tau \to 0\) (QMC) or the number of lattice sites of the respective impurity model \(N_s \to \infty\) (ED), respectively.

In the context of LDA+DMFT we refer to the computational schemes to solve the DMFT equations discussed above as LDA+DMFT(X) where X=IPT,\(^1\) NCA,\(^30\) QMC\(^24\)
Choose an initial self-energy $\Sigma$

<table>
<thead>
<tr>
<th>Calculate $G$ from $\Sigma$ via the k-integrated Dyson Eq. (19):</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{qlm,q'l'm'}(\omega) = \frac{1}{V_B} \int d^3k \left( \omega + \mu - H_{LDA}(k) - \Sigma(\omega) \right)_{qlm,q'l'm'}^{-1}$</td>
</tr>
<tr>
<td>$G = (G^{-1} + \Sigma)^{-1}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Calculate $G$ from $G$ via the DMFT single-site problem Eq. (20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^\sigma_{\nu m} = -\frac{1}{2} \int D[\psi] D[\psi^*] \psi^\sigma_{\nu m} \psi^\sigma_{\nu m} e^{iH} \psi^\nu \psi^\nu e^{-iH}$</td>
</tr>
<tr>
<td>$\Sigma_{\text{new}} = G^{-1} - G^{-1}$</td>
</tr>
</tbody>
</table>

Iterate with $\Sigma = \Sigma_{\text{new}}$ until convergence, i.e. $||\Sigma - \Sigma_{\text{new}}|| < \epsilon$

Figure 3. Flow diagram of the DMFT self-consistency cycle.

---

have been investigated in the case of La$_{1-x}$Sr$_x$TiO$_3$. The same strategy was formulated by Lichtenstein and Katsnelson as one of their LDA++ approaches. Lichtenstein and Katsnelson applied LDA+DMFT(IPT), and were the first to use LDA+DMFT(QMC), to investigate the spectral properties of iron. Recently, also V, Fe, Ni, Pu, and Ce have been studied by LDA+DMFT. Realistic investigations of itinerant ferromagnets (e.g., Ni) have also recently become possible by combining density functional theory with multi-band Gutzwiller wave functions.

### 2.5 QMC Method to Solve DMFT

The self-consistency cycle of the DMFT (Fig. 3) requires a method to solve for the dynamics of the single-site problem of DMFT, i.e., Eq. (20). The QMC algorithm by Hirsch and Fye is a well established method to find a numerically exact solution for the Anderson impurity model and allows one to calculate the impurity Green function $G$ at a given $G^{-1}$ as well as correlation functions. In essence, the QMC technique maps the interacting electron problem Eq. (20) onto a sum of non-interacting problems where the single particle moves in a fluctuating, time-dependent field and evaluates this sum by Monte Carlo sampling, see the flow diagram Fig. 4 for an overview. To this end, the imaginary time interval...
[0, β] of the functional integral Eq. (20) is discretized into Λ steps of size Δτ = β/Λ, yielding support points τ_l = lΔτ with l = 1, ..., Λ. Using this Trotter discretization, the integral \( \int_0^\beta d\tau \) is transformed to the sum \( \sum_{l=1}^\Lambda \Delta\tau \) and the exponential terms in Eq. (20) can be separated via the Trotter-Suzuki formula for operators \( \hat{A} \) and \( \hat{B} \):

\[
e^{-\beta(A + B)} = \prod_{l=1}^\Lambda e^{-\Delta\tau \hat{A}} e^{-\Delta\tau \hat{B}} + \mathcal{O}(\Delta\tau),
\]

which is exact in the limit \( \Delta\tau \to 0 \). The single site action \( \mathcal{A} \) of Eq. (21) can now be written in the discrete, imaginary time as

\[
\mathcal{A}[\psi, \psi^*, \mathcal{G}^{-1}] = \Delta\tau^2 \sum_{\sigma m l, \sigma' m' l'} \psi_{m l}^\sigma \mathcal{G}_{m l}^{-1} (l\Delta\tau - \ell' \Delta\tau) \psi_{m' l'}^{\sigma'}
\]

\[
-\frac{1}{2} \Delta\tau \sum_{m, m', \sigma, \sigma'} U_{m m'}^{\sigma \sigma'} \sum_{l=0}^{\Lambda-1} \psi_{m l}^\sigma \psi_{m l}^{\sigma'} \psi_{m' l}^\sigma \psi_{m' l}^{\sigma'}
\]

where the first term was Fourier-transformed from Matsubara frequencies to imaginary time. In a second step, the \( M(2M - 1) \) interaction terms in the single site action \( \mathcal{A} \) are decoupled by introducing a classical auxiliary field \( s_{m m'}^{\sigma \sigma'} \):

\[
\exp \left\{ \frac{\Delta\tau}{2} U_{m m'}^{\sigma \sigma'} \left( \psi_{m l}^\sigma \psi_{m l}^{\sigma'} - \psi_{m l'}^{\sigma'} \psi_{m l'}^\sigma \right)^2 \right\} = \exp \left\{ \frac{\Delta\tau}{2} \lambda_{m m'}^{\sigma \sigma'} \left( \psi_{m l}^\sigma \psi_{m l}^{\sigma'} - \psi_{m l'}^{\sigma'} \psi_{m l'}^\sigma \right) \right\},
\]

where \( \cosh(\lambda_{m m'}^{\sigma \sigma'}) = \exp(\Delta\tau U_{m m'}^{\sigma \sigma'} / 2) \) and \( M \) is the number of interacting orbitals. This so-called discrete Hirsch-Fye-Hubbard-Stratonovich transformation can be applied to the Coulomb repulsion as well as the Z-component of Hund’s rule coupling.\(^5\) It replaces the interacting system by a sum of \( \Lambda M (2M - 1) \) auxiliary fields \( s_{m m'}^{\sigma \sigma'} \). The functional integral can now be solved by a simple Gauss integration because the Fermion operators only enter quadratically, i.e., for a given configuration \( s = \{ s_{m m'}^{\sigma \sigma'} \} \) of the auxiliary fields the system is non-interacting. The quantum mechanical problem is then reduced to a matrix problem

\[
G_{m l m' l'}^{\sigma \sigma'} = \frac{1}{Z} \sum_{\sigma' \sigma''} \sum_{m'' \sigma''} \sum_{l''} \left[ (M_{m}^{\sigma \sigma'})^{-1} \right]_{m l} \det M_{m}^{\sigma \sigma'}
\]

with the partition function \( Z \), the matrix

\[
M_{m}^{\sigma \sigma'} = \Delta\tau^2 [G_{m}^{-1} + \Sigma_{m}] e^{-\hat{\lambda}_{m}^*} + 1 - e^{-\hat{\lambda}_{m}^*}
\]

and the elements of the matrix \( \hat{\lambda}_{m}^* \):

\[
\hat{\lambda}_{m l}^{\sigma \sigma'} = -\delta_{l l'} \sum_{m'' \sigma''} \lambda_{m m''}^{\sigma \sigma'} \delta_{m m''} s_{l m''}^{\sigma''}.
\]

Here \( \delta_{m m'}^{\sigma \sigma'} = 2\Theta(\sigma' - \sigma + \delta_{\sigma \sigma}[m' - m] - 1) \) changes sign if \( (m \sigma) \) and \( (m' \sigma') \) are exchanged. For more details, e.g., for a derivation of Eq. (26) for the matrix \( M \), see Refs. 35, 11.
Since the sum in Eq. (25) consists of \(2^{\Lambda M(2^M - 1)}\) addends, a complete summation for large \(\Lambda\) is computationally impossible. Therefore the Monte Carlo method, which is often an efficient way to calculate high-dimensional sums and integrals, is employed for importance sampling of Eq. (25). In this method, the integrand \(F(x)\) is split up into a normalized probability distribution \(P(x)\) and the remaining term \(O\):

\[
\int dx F(x) = \int dx O(x) P(x) \equiv \langle O \rangle_P
\]  

(28)

with

\[
\int dx P(x) = 1 \quad \text{and} \quad P(x) \geq 0.
\]  

(29)

In statistical physics, the Boltzmann distribution is often a good choice for the function \(P\):

\[
P(x) = \frac{1}{Z} \exp(-\beta E(x)).
\]  

(30)

For the sum of Eq. (25), this probability distribution translates to

\[
P(s) = \frac{1}{Z} \prod_{m\sigma} \det M_m^\sigma
\]  

(31)

with the remaining term

\[
O(s)|_{m=i,z}\ = \left[ (M_m^\sigma)^{-1} \right]_{i,z}.
\]  

(32)

Instead of summing over all possible configurations, the Monte Carlo simulation generates configurations \(x_i\) with respect to the probability distribution \(P(x)\) and averages the observable \(O(x)\) over these \(x_i\). Therefore the relevant parts of the phase space with a large Boltzmann weight are taken into account to a greater extent than the ones with a small weight, coining the name importance sampling for this method. With the central limit theorem one gets for \(N\) statistically independent addends the estimate

\[
\langle O \rangle_P = \frac{1}{N} \sum_{x_i, i=1}^{N} O(x_i) \pm \frac{1}{\sqrt{N}} \sqrt{\langle O^2 \rangle_P - \langle O \rangle_P^2}.
\]  

(33)

Here, the error and with it the number of needed addends \(N\) is nearly independent of the dimension of the integral. The computational effort for the Monte Carlo method is therefore only rising polynomially with the dimension of the integral and not exponentially as in a normal integration. Using a Markov process and single spin-flips in the auxiliary fields, the computational cost of the algorithm in leading order of \(\Lambda\) is

\[
2\alpha M(2^M - 1)^3 \times \text{number of MC-sweeps},
\]  

(34)

where \(\alpha\) is the acceptance rate for a single spin-flip.

The advantage of the QMC method (for the algorithm see the flow diagram Fig. 4) is that it is (numerically) exact. It allows one to calculate the one-particle Green function as well as two-particle (or higher) Green functions. On present workstations the QMC approach is able to deal with up to seven interacting orbitals and temperatures above about room temperature. Very low temperatures are not accessible because the numerical effort grows like \(\Lambda^3 \propto 1/T^3\). Since the QMC approach calculates \(G(\tau)\) or \(G(i\omega_n)\) with a statistical error, it also requires the maximum entropy method\(^\text{56}\) to obtain the Green function \(G(\omega)\) at real (physical) frequencies \(\omega\).
Choose random auxiliary field configuration $s = \{ s_{l m m'}^{\sigma \sigma'} \}$

Calculate the current Green function $G_{\text{cur}}$ from Eq. (32)

$$ (G_{\text{cur}})_{m_1 l_1, m_2 l_2} = [(M_m^{\sigma \sigma'})^{-1}]_{l_1 l_2} $$

with $M$ from Eq. (26) and the input $G^\sigma_m(\omega_\nu)^{-1} = G^\sigma_m(\omega_\nu)^{-1} + \Sigma^\sigma_m(\omega_\nu)$.

Do NWU times (warm up sweeps)

**MC-sweep** ($G_{\text{cur}}, s$)

Do NMC times (measurement sweeps)

**MC-sweep** ($G_{\text{cur}}, s$)

$G = G + G_{\text{cur}}/\text{NMC}$

Figure 4. Flow diagram of the QMC algorithm to calculate the Green function matrix $G$ using the procedure **MC-sweep** of Fig. 5.

Choose $M(2M - 1)\Lambda$ times a set $(l m' \sigma \sigma')$, define $s_{\text{new}}$ to be $s$ except for the element $s_{l m m'}^{\sigma \sigma'}$, which has opposite sign.

Calculate flip probability $P_{s \rightarrow s_{\text{new}}} = \min\{1, P(s_{\text{new}})/P(s)\}$ with

$$ P(s_{\text{new}})/P(s) = \prod_{m \sigma} \det M_m^{s_{\text{new}} s} / \prod_{m \sigma} \det M_m^s $$

and $M$ from Eq. (26).

Random number $\in (0, 1) < P_{s \rightarrow s_{\text{new}}}$?  

yes  

$s = s_{\text{new}}$; recalculate $G_{\text{cur}}$ according to Eq. (32).  

no  

Keep $s$

Figure 5. Procedure **MC-sweep** using the Metropolis rule to change the sign of $s_{l m m'}^{\sigma \sigma'}$. The recalculation of $G_{\text{cur}}$, i.e., the matrix $M$ of Eq. (26), simplifies to $O(\Lambda^2)$ operations if only one $s_{l m m'}^{\sigma \sigma'}$ changes sign.187
2.6 NCA Method to Solve DMFT

The NCA approach is a resolvent perturbation theory in the hybridization parameter $\Delta_{\omega}$ of the effective Anderson impurity problem.\textsuperscript{32} Thus, it is reliable if the Coulomb interaction $U$ is large compared to the bandwidth and also offers a computationally inexpensive approach to check the general spectral features in other situations.

To see how the NCA can be adapted for the DMFT, let us rewrite Eq. (19) as

$$G_\sigma(z) = \frac{1}{N_k} \sum_k \left[ z - H_{LDA}^0(k) - \Sigma(z) \right]^{-1}$$

(35)

where $z = \omega + i0^+ + \mu$. Again, $H_{LDA}^0(k)$, $\Sigma(z)$ and hence $G_\sigma^0(\zeta)$ and $G_\sigma(z)$ are matrices in orbital space. Note that $\Sigma(z)$ has nonzero entries for the correlated orbitals only.

On quite general grounds, Eq. (35) can be cast into the form

$$G_\sigma(z) = \frac{1}{z - E^0 - \Sigma_\sigma(z) - \Delta_\sigma(z)}$$

(36)

where

$$E^0 = \frac{1}{N_k} \sum_k H_{LDA}^0(k)$$

(37)

with the number of $k$ points $N_k$ and

$$\lim_{\omega \to \pm \infty} \text{Re}\{\Delta_\sigma(\omega + i\delta)\} = 0 .$$

(38)

Given the the matrix $E^0$, the Coulomb matrix $U$ and the hybridization matrix $\Delta_\sigma(z)$, we are now in a position to set up a resolvent perturbation theory with respect to $\Delta_\sigma(z)$. To this end, we first have to diagonalize the local Hamiltonian

$$H_{\text{local}} = \sum_{\sigma} \sum_{\eta m l} \sum_{\eta' m' l'} c_{\eta m l \sigma}^\dagger E_{\eta m l \sigma}^0 c_{\eta' m' l' \sigma}$$

$$+ \frac{1}{2} \sum_{\sigma \sigma'} \sum_{m n m' n'} U_{\sigma m n \sigma' n m'} R_{\sigma m n \sigma' n m'} R_{\sigma m n \sigma' n m'}$$

$$- \frac{1}{2} \sum_{\sigma \sigma'} \sum_{m n m' n'} J_{\sigma m n \sigma' n m'} c_{\eta m l \sigma}^\dagger c_{\eta' m' l' \sigma} c_{\eta' m' l' \sigma} c_{\eta m l \sigma}$$

(39)

with local eigenstates $|\alpha\rangle$ and energies $E_\alpha$. In contrast to the QMC, this approach allows one to take into account the full Coulomb matrix plus spin-orbit coupling.

With the states $|\alpha\rangle$ defined above, the fermionic operators with quantum numbers $\kappa = (q, l, m)$ are expressed as

$$c_{\kappa \sigma}^\dagger = \sum_{\alpha, \beta} (D_{\beta \alpha}^\kappa)^* |\alpha\rangle \langle \beta| ,$$

$$c_{\kappa \sigma} = \sum_{\alpha, \beta} D_{\alpha \beta}^\kappa |\alpha\rangle \langle \beta| .$$

(40)
The key quantity for the resolvent perturbation theory is the resolvent $R(z)$, which obeys a Dyson equation:\(^{32}\)

$$R(z) = R_0(z) + R_0(z)S(z)R(z),$$

(41)

where $R_0^{\alpha\beta}(z) = 1/(z - E_\alpha)\delta_{\alpha\beta}$ and $S_{\alpha\beta}(z)$ denotes the self-energy for the local states due to the coupling to the environment through $\Delta(z)$.

The self-energy $S_{\alpha\beta}(z)$ can be expressed as power series in the hybridization $\Delta(z)$.\(^{32}\)

Retaining only the lowest-, i.e. 2nd-order terms leads to a set of self-consistent integral equations

$$S_{\alpha\beta}(z) = \sum_{\sigma} \sum_{\kappa\kappa'} \sum_{\alpha'\beta'} \int \frac{d\varepsilon}{\pi} f(\varepsilon) \left( D^{\kappa\sigma}_{\alpha'\alpha}(\varepsilon) \Gamma^{\kappa\kappa'}(\varepsilon) R_{\alpha'\beta'}(z + \varepsilon) D^{\kappa'\sigma'}_{\beta'\beta}(\varepsilon) \right),$$

(42)

$$+ \sum_{\sigma} \sum_{\kappa\kappa'} \sum_{\alpha'\beta'} \int \frac{d\varepsilon}{\pi} (1 - f(\varepsilon)) \left( D^{\kappa\sigma}_{\alpha'\alpha}(\varepsilon) \Gamma^{\kappa\kappa'}(\varepsilon) R_{\alpha'\beta'}(z - \varepsilon) \right) \left( D^{\kappa'\sigma'}_{\beta'\beta}(\varepsilon) \right)$$

to determine $S_{\alpha\beta}(z)$, where $f(\varepsilon)$ denotes Fermi’s function and $\Gamma(\varepsilon) = -3m \{ \Delta(\varepsilon + i0^+) \}$. The set of equations (42) are in the literature referred to as non-crossing approximation (NCA), because, when viewed in terms of diagrams, they contain no crossing of band-electron lines. In order to close the cycle for the DMFT, we still have to calculate the true local Green function $G_\sigma(z)$. This, however, can be done within the same approximation with the result

$$G^{\kappa\kappa'}_\sigma(i\omega) = \frac{1}{Z_{\text{local}}} \sum_{\alpha, \alpha', \nu, \nu'} D^{\kappa\sigma}_{\alpha'\alpha}(\nu, \nu') \left( D^{\kappa'\sigma'}_{\nu'\nu}(\nu, \nu') \right) \int \frac{d\varepsilon e^{-\beta \varepsilon}}{2\pi i} R_{\alpha\beta}(z) R_{\alpha'\beta'}(z + i\omega).$$

(43)

Here, $Z_{\text{local}} = \sum_{\alpha} \int \frac{d\varepsilon e^{-\beta \varepsilon}}{2\pi i} R_{\alpha\alpha}(z)$ denotes the local partition function and $\beta$ is the inverse temperature.

Like any other technique, the NCA has its merits and disadvantages. As a self-consistent resummation of diagrams it constitutes a conserving approximation to the Anderson impurity model. Furthermore, it is a (computationally) fast method to obtain dynamical results for this model and thus also within DMFT. However, the NCA is known to violate Fermi liquid properties at temperatures much lower than the smallest energy scale of the problem and whenever charge excitations become dominant.\(^{57, 34}\) Hence, in some parameter ranges it fails in the most dramatic way and must therefore be applied with considerable care.\(^{34}\)

\subsection{2.7 Simplifications for Transition Metal Oxides with Well Separated $e_g$- and $t_{2g}$-Bands}

Many transition metal oxides are cubic perovskites, with only a slight distortion of the cubic crystal structure. In these systems the transition metal $d$-orbitals lead to strong Coulomb interactions between the electrons. The cubic crystal-field of the oxygen causes the $d$-orbitals to split into three degenerate $t_{2g}$- and two degenerate $e_g$-orbitals. This splitting is often so strong that the $t_{2g}$- or $e_g$-bands at the Fermi energy are rather well separated from all other bands. In this situation the low-energy physics is well described by taking only the degenerate bands at the Fermi energy into account. Without symmetry
due to the diagonal structure of the self-energy the degenerate interacting Green function can be expressed via the non-interacting Green function: Eq. (45), instead of Eq. (19). This simplifies the calculations considerably. With Eq. (45) also some conceptual simplifications arise: (i) the subtraction of \( \hat{H}^U_{\text{LDA}} \) in (45) only results in an (unimportant) shift of the chemical potential and, thus, the exact form of \( \hat{H}^U_{\text{LDA}} \) is irrelevant; (ii) Luttinger’s theorem of Fermi pinning holds, i.e., the interacting DOS at the Fermi energy is fixed at the value of the non-interacting DOS at \( T = 0 \) within a Fermi liquid; (iii) as the number of electrons within the different bands is fixed, the LDA+DMFT approach is automatically self-consistent. In this context it should be noted that the approximation Eq. (45) is justified only if the overlap between the \( t_{2g} \) orbitals and the other orbitals is rather weak.

2.8 Extensions of the LDA+DMFT Scheme

In the present form of the LDA+DMFT scheme the band-structure input due to LDA and the inclusion of the electronic correlations by DMFT are performed as successive steps without subsequent feedback. In general, the DMFT solution will result in a change of the occupation of the different bands involved. This changes the electron density \( \rho(\mathbf{r}) \) and, thus, results in a new LDA-Hamiltonian \( \hat{H}_{\text{LDA}} \) (11) since \( \hat{H}_{\text{LDA}} \) depends on \( \rho(\mathbf{r}) \). At the same time also the Coulomb interaction \( U \) changes and needs to be determined by a new constrained LDA calculation. In a self-consistent LDA+DMFT scheme, \( \hat{H}_{\text{LDA}} \) and \( U \) would define a new Hamiltonian (18) which again needs to be solved within DMFT, etc., until convergence is reached:

\[
\rho(\mathbf{r}) \xrightarrow{\text{LDA}, U} \xrightarrow{\text{DMFT}} n_{ilm} \xrightarrow{\text{LDA}, U} \rho(\mathbf{r})
\]  

Without Coulomb interaction (\( U = 0 \)) this scheme reduces to the self-consistent solution of the Kohn-Sham equations. A self-consistency scheme similar to Eq. (46) was employed by Savrasov and Kotliar\(^{49}\) in their calculation of Pu. An \textit{ab initio} DMFT scheme formulated directly in the continuum was recently proposed by Chitra and Kotliar.\(^{58}\)
3 Comparison of Different Methods to Solve DMFT: The Model System $\text{La}_{1-x}\text{Sr}_x\text{TiO}_3$

The stoichiometric compound $\text{LaTiO}_3$ is a cubic perovskite with a small orthorhombic distortion ($\angle \text{Ti} - \text{O} - \text{Ti} \approx 155^\circ$) and is an antiferromagnetic insulator below $T_N = 125 \text{ K}$. Above $T_N$, or at low Sr-doping $x$, and neglecting the small orthorhombic distortion (i.e., considering a cubic structure with the same volume), $\text{LaTiO}_3$ is a strongly correlated, but otherwise simple paramagnet with only one 3$d$-electron on the trivalent Ti sites. This makes the system a perfect trial candidate for the LDA+DMFT approach.

The LDA band-structure calculation for undoped (cubic) $\text{LaTiO}_3$ yields the DOS shown in Fig. 6 which is typical for early transition metals. The oxygen bands, ranging from $-8.2 \text{ eV}$ to $-4.0 \text{ eV}$, are filled such that Ti is three-valent. Due to the crystal-field splitting, the Ti 3$d$-bands separates into two empty $e_g$-bands and three degenerate $t_{2g}$-bands. Since the $t_{2g}$-bands at the Fermi energy are well separated also from the other bands we employ the approximation introduced in section 2.5 which allows us to work with the LDA DOS [Eq. (45)] instead of the full one-particle Hamiltonian $H^0_{\text{LDA}}$ of [Eq. (19)]. In the LDA+DMFT calculation, Sr-doping $x$ is taken into account by adjusting the chemical potential to yield $n_t = 1 - x = 0.94$ electrons within the $t_{2g}$-bands, neglecting effects disorder and the $x$-dependence of the LDA DOS (note, that Sr and Ti have a very similar band structure within LDA). There is some uncertainty in the LDA-calculated Coulomb interaction parameter $U \sim 4 - 5 \text{ eV}$ (for a discussion see Ref. 24) which is here assumed to be spin- and orbital-independent. In Fig. 7, results for the spectrum of $\text{La}_{0.94}\text{Sr}_{0.06}\text{TiO}_3$.
Figure 7. Spectrum of La$_{0.94}$Sr$_{0.06}$TiO$_3$ as calculated by LDA+DMFT(X) at $T = 0.1$ eV ($\approx 1000$ K) and $U = 4$ eV employing the approximations $X$=IPT, NCA, and numerically exact QMC. Inset left: Behavior at the Fermi level including the LDA DOS. Inset right: $X$=IPT and NCA spectra at $T = 80$ K [reproduced from Ref. 24].

as calculated by LDA+DMFT(IPT, NCA, QMC) for the same LDA DOS at $T \approx 1000$ K and $U = 4$ eV are compared. In Ref. 24 the formerly presented IPT$^{12}$ and NCA$^{30}$ spectra were recalculated to allow for a comparison at exactly the same parameters. All three methods yield the typical features of strongly correlated metallic paramagnets: a lower Hubbard band, a quasi-particle peak (note that IPT produces a quasi-particle peak only below about 250K which is therefore not seen here), and an upper Hubbard band. By contrast, within LDA the correlation-induced Hubbard bands are missing and only a broad central quasi-particle band (actually a one-particle peak) is obtained (Fig. 6).

While the results of the three evaluation techniques of the DMFT equations (the approximations IPT, NCA and the numerically exact method QMC) agree on a qualitative level, Fig. 7 reveals considerable quantitative differences. In particular, the IPT quasi-particle peak found at low temperatures (see right inset of Fig. 7) is too narrow such that it disappears already at about 250 K and is, thus, not present at $T \approx 1000$ K. A similarly narrow IPT quasi-particle peak was found in a three-band model study with Bethe-DOS by Kajueter and Kotliar. Additionally underestimating the Kondo temperature, IPT also produces notable deviations in the shape of the upper Hubbard band. Although NCA comes off much better than IPT it still underestimates the width of the quasiparticle peak by a factor of two. Furthermore, the position of the quasi-particle peak is too close to the lower Hubbard band. In the left inset of Fig. 7, the spectra at the Fermi level are shown. At the Fermi level, where at sufficiently low temperatures the interacting DOS should be pinned at the non-interacting value, the NCA yields a spectral function which is almost by a factor of two too small. The shortcomings of the NCA-results, with a too small low-energy scale and too much broadened Hubbard bands for multi-band systems, are well understood
and related to the neglect of exchange type diagrams. Similarly, the deficiencies of the IPT-results are not entirely surprising in view of the semi-phenomenological nature of this approximation, especially for a system off half filling.

This comparison shows that the choice of the method used to solve the DMFT equations is indeed important, and that, at least for the present system, the approximations IPT and NCA differ quantitatively from the numerically exact QMC. Nevertheless, the NCA gives a rather good account of the qualitative spectral features and, because it is fast and can often be applied to comparatively low temperatures, can yield an overview of the physics to be expected.

Photoemission spectra provide a direct experimental tool to study the electronic structure and spectral properties of electronically correlated materials. A comparison of LDA+DMFT(QMC) at 1000 K with the experimental photoemission spectrum of La$_{0.94}$Sr$_{0.06}$TiO$_3$ is presented in Fig. 8. To take into account the uncertainty in $U$, we present results for $U = 3.2$, 4.25 and 5 eV. All spectra are multiplied with the Fermi step function and are Gauss-broadened with a broadening parameter of 0.3 eV to simulate the experimental resolution. LDA band structure calculations, the results of which are also presented in Fig. 8, clearly fail to reproduce the broad band observed in the experiment at 1-2 eV below the Fermi energy. Taking the correlations between the electrons into account, this lower band is easily identified as the lower Hubbard band whose spectral weight originates from the quasi-particle band at the Fermi energy and which increases with $U$. The best agreement with experiment concerning the relative intensities of the Hubbard band and the quasi-particle peak and, also, the position of the Hubbard band is found for $U = 5$ eV. The value $U = 5$ eV is still compatible with the ab initio calculation of this parameter within LDA. One should also bear in mind that photoemission experiments are sensitive
to surface properties. Due to the reduced coordination number at the surface the bandwidth is likely to be smaller, and the Coulomb interaction less screened, i.e., larger. Both effects make the system more correlated and, thus, might also explain why better agreement is found for $U = 5$ eV. Besides that, also the polycrystalline nature of the sample, as well as spin and orbital fluctuation not taken into account in the LDA+DMFT approach, will lead to a further reduction of the quasi-particle weight.

4 Mott-Hubbard Metal-Insulator Transition in $V_2O_3$

One of the most famous examples of a cooperative electronic phenomenon occurring at intermediate coupling strengths is the transition between a paramagnetic metal and a paramagnetic insulator induced by the Coulomb interaction between the electrons – the Mott-Hubbard metal-insulator transition. The question concerning the nature of this transition poses one of the fundamental theoretical problems in condensed matter physics.\(^{67}\) Correlation-induced metal-insulator transitions (MIT) are found, for example, in transition metal oxides with partially filled bands near the Fermi level. For such systems band theory typically predicts metallic behavior. The most famous example is $V_2O_3$ doped with Cr as shown in Fig. 9. While at low temperatures $V_2O_3$ is an antiferromagnetic insulator with monoclinic crystal symmetry, it has a corundum structure in the high-temperature paramagnetic phase. All transitions shown in the phase diagram are of first order. In the case

Figure 9. Experimental phase diagram of $V_2O_3$ doped with Cr and Ti [reproduced from Ref. 68]. Doping $V_2O_3$ effects the lattice constants in a similar way as applying pressure (generated either by a hydrostatic pressure $P$, or by changing the $V$-concentration from $V_2O_3$ to $V_{2-x}O_3$) and leads to a Mott-Hubbard transition between the paramagnetic insulator (PI) and metal (PM). At lower temperatures, a Mott-Heisenberg transition between the paramagnetic metal (PM) and the antiferromagnetic insulator (AFI) is observed.
of the transitions from the high-temperature paramagnetic phases into the low-temperature antiferromagnetic phase this is naturally explained by the fact that the transition is accompanied by a change in crystal symmetry. By contrast, the crystal symmetry across the MIT in the paramagnetic phase remains intact, since only the ratio of the $c/a$ axes changes discontinuously. This may be taken as an indication for the predominantly electronic origin of this transition which is not accompanied by any conventional long-range order. From a models point of view the MIT is triggered by a change of the ratio of the Coulomb interaction $U$ relative to the bandwidth $W$. Originally, Mott considered the extreme limits (when atoms are isolated and insulating) and $U = 0$ where the system is metallic. While it is simple to describe these limits, the crossover between them, i.e., the metal-insulator transition itself, poses a very complicated electronic correlation problem. Among others, this metal-insulator transition has been addressed by Hubbard in various approximations and by Brinkman and Rice within the Gutzwiller approximation. During the last few years, our understanding of the MIT in the one-band Hubbard model has considerably improved, in particular due to the application of dynamical mean-field theory.

Both the paramagnetic metal $V_2O_3$ and the paramagnetic insulator $(V_{0.062}Cr_{0.038})_2O_3$ have the same corundum crystal structure with only slightly different lattice parameters. Nevertheless, within LDA both phases are found to be metallic (see Fig. 10). The LDA DOS shows a splitting of the five Vanadium d-orbitals into three $t_{2g}$ states near the Fermi energy and two $e_g^*$ states at higher energies. This reflects the (approximate) octahedral arrangement of oxygen around the vanadium atoms. Due to the trigonal symmetry of the corundum structure the $t_{2g}$ states are further split into one $a_{1g}$ band and two degenerate $e_g^*$ bands, see Fig. 10. The only visible difference between $(V_{0.062}Cr_{0.038})_2O_3$ and $V_2O_3$ is a slight narrowing of the $t_{2g}$ and $e_g^*$ bands by $\approx 0.2$ and $0.1$ eV, respectively as well as a weak downshift of the centers of gravity of both groups of bands for $V_2O_3$. In particular, the insulating gap of the Cr-doped system is seen to be missing in the LDA DOS. Here we will employ LDA+DMFT(QMC) to show...
explicitly that the insulating gap is caused by the electronic correlations. In particular, we make use of the simplification for transition metal oxides described in Section 2.7 and restrict the LDA+DMFT(QMC) calculation to the three bands at the Fermi energy, separated from the $e_g$ and oxygen bands.

While the Hund’s rule coupling $J$ is insensitive to screening effects and may, thus, be obtained within LDA to a good accuracy ($J = 0.93 \text{ eV}^{25}$), the LDA-calculated value of the Coulomb repulsion $U$ has a typical uncertainty of at least 0.5 eV. To overcome this uncertainty, we study the spectra obtained by LDA+DMFT(QMC) for three different values of the Hubbard interaction ($U = 4.5, 5.0, 5.5$) in Fig. 11. All QMC results presented were obtained for $T = 0.1 \text{ eV}$. However, simulations for $V_2O_3$ at $U = 5 \text{ eV}$, $T = 0.143 \text{ eV}$, and $T = 0.067 \text{ eV}$ suggest only a minor smoothing of the spectrum with increasing temperature. From the results obtained we conclude that the critical value of $U$ for the MIT is at about 5 eV: At $U = 4.5 \text{ eV}$ one observes pronounced quasiparticle peaks at the Fermi energy, i.e., characteristic metallic behavior, even for the crystal structure of the insulator $(V_{0.962}Cr_{0.038})_2O_3$, while at $U = 5.5 \text{ eV}$ the form of the calculated spectral function is typical for an insulator for both sets of crystal structure parameters. At $U = 5.0 \text{ eV}$ one is then at, or very close to, the MIT since there is a pronounced dip in the DOS at the Fermi energy for both $a_{1g}$ and $e_g$ orbitals for the crystal structure of $(V_{0.962}Cr_{0.038})_2O_3$, while for pure $V_2O_3$ one still finds quasiparticle peaks. (We note that at $T \approx 0.1 \text{ eV}$ one only observes metallic-like and insulator-like behavior, with a rapid but smooth crossover.

---

**Figure 11.** LDA+DMFT(QMC) spectra for paramagnetic $(V_{0.962}Cr_{0.038})_2O_3$ ("ins.") and $V_2O_3$ ("met.") at $U = 4.5, 5$ and $5.5 \text{ eV}$, and $T = 0.1 \text{ eV} \approx 1000 \text{ K}$ [reproduced from Ref.44].
between these two phases, since a sharp MIT occurs only at lower temperatures\cite{39,71}. The critical value of the Coulomb interaction $U \approx 5 \text{ eV}$ is in reasonable agreement with the values determined spectroscopically by fitting to model calculations, and by constrained LDA, see\cite{44} for details.

To compare with the photoemission spectrum of $V_2O_3$ spectrum by Schramme et al.\cite{74} and by Kim et al.\cite{75} as well as with the X-ray absorption data by Müller et al.\cite{76}, the LDA+DMFT(QMC) spectrum of Fig. 11 is multiplied with the Fermi function at $T = 0.1 \text{ eV}$ and Gauss-broadened by 0.05 $\text{eV}$ to account for the experimental resolution. The theoretical result for $U = 5 \text{ eV}$ is seen to be in good agreement with experiment (Fig. 12). In contrast to the LDA results, our results not only describe the different bandwidths above and below the Fermi energy ($\approx 6 \text{ eV}$ and $\approx 2 - 3 \text{ eV}$, respectively), but also the position of two (hardly distinguishable) peaks below the Fermi energy (at about -1 $\text{eV}$ and -0.3 $\text{eV}$) as well as the pronounced two-peak structure above the Fermi energy (at about 1 $\text{eV}$ and 3-4 $\text{eV}$). While LDA also gives two peaks below and above the Fermi energy, their position and physical origin is quite different. Within LDA+DMFT(QMC) the peaks at -1 $\text{eV}$ and 3-4 $\text{eV}$ are the incoherent Hubbard bands induced by the electronic correlations whereas in the LDA the peak at 2-3 $\text{eV}$ is caused by the $e_g^\text{o}$ states and that at -1 $\text{eV}$ is the band edge maximum of the $a_{1g}$ and $e_g^\text{e}$ states (see Fig. 10). Note that the theoretical and experimental spectrum is highly asymmetric w.r.t the Fermi energy. This high asymmetry which is caused by the orbital degrees of freedom is missing in the one-band Hubbard model which was used by Rozenberg et al.\cite{77} to describe the optical spectrum of $V_2O_3$.

The comparison between theory and experiment for Cr-doped insulating $V_2O_3$ is not as good as for metallic $V_2O_3$, see Ref. 75. This might be, among other reasons, due to the different Cr-doping of experiment and theory, the difference in temperatures (which is important because the insulating gap of a Mott insulator is filled when increasing the temperature\cite{71}), or the fact that every V ion has a unique neighbor in one direction, i.e., the LDA supercell calculation has a pair of V ions per unit cell. The latter aspect has so far not

---

**Figure 12.** Comparison of the LDA+DMFT(QMC) spectrum at $U = 5 \text{ eV}$ and $T = 0.1 \text{ eV}$ with the LDA spectrum and the experimental spectrum (left: photoemission spectrum of Schramme et al.\cite{74} and Kim et al.\cite{75}; right: X-ray absorption spectrum of Müller et al.\cite{76}).
been included but arises naturally when one goes from the simplified calculation scheme described in Section 2.7 (and employed in the present Section with different self-energies for the $a_{1g}$ and $e_g^n$ bands) to a full Hamiltonian calculation.

Particularly interesting are the spin and the orbital degrees of freedom in $C_{e}$.

From our calculations, we conclude that the spin state of $C_{e}$ is $C_{B}$ through the Mott-Hubbard transition region. This agrees with the measurements of Park et al.\textsuperscript{78} and also with the data for the high-temperature susceptibility.\textsuperscript{79} But, it is at odds with the $S = 1/2$ model by Castellani et al.\textsuperscript{80} and with the results for a one-band Hubbard model which corresponds to $S = 1/2$ in the insulating phase and, contrary to our results, shows a substantial change of the local magnetic moment at the MIT.\textsuperscript{71}

For the orbital degrees of freedom we find a predominant occupation of the $C_{T}$ orbitals, but with a significant admixture of $C_{P}$ orbitals. This admixture decreases at the MIT: in the metallic phase we determine the occupation of the $(a_{1g}, e_g^{a_1}, e_g^{a_2})$ orbitals as $(0.37, 0.815, 0.815)$, and in the insulating phase as $(0.28, 0.86, 0.86)$. This should be compared with the experimental results of Park et al.\textsuperscript{78} From their analysis of the linear dichroism data the authors concluded that the ratio of the configurations $e_g^{a_1} e_g^{a_2} e_g^{a_3}$ is equal to 1:1 for the paramagnetic metallic and 3:2 for the paramagnetic insulating phase, corresponding to a one-electron occupation of $(0.5, 0.75, 0.75)$ and $(0.4, 0.8, 0.8)$, respectively. Although our results show a somewhat smaller value for the admixture of $a_{1g}$ orbitals, the overall behavior, including the tendency of a decrease of the $a_{1g}$ admixture across the transition to the insulating state, are well reproduced.

In the study above, the experimental crystal parameters of $V_2O_3$ and $(V_{0.962}\text{Cr}_{0.038})_2O_3$ have been taken from the experiment. This leaves the question unanswered whether a change of the lattice is the driving force behind the Mott transition, or whether it is the electronic Mott transition which causes a change of the lattice. For another system, Ce, we will show in Section 5 that the energetic changes near a Mott transition are indeed sufficient to cause a first-order volume change.

### 5 The Cerium Volume Collapse: An Example for a $4f$-Electron System

Cerium exhibits a transition from the $\gamma$- to the $\alpha$-phase with increasing pressure or decreasing temperature. This transition is accompanied by an unusually large volume change of 15%,\textsuperscript{81} much larger than the 1-2% volume change in $V_2O_3$. The $\gamma$-phase may also be prepared in metastable form at room temperature in which case the reverse $\gamma$-$\alpha$ transition occurs under pressure.\textsuperscript{82} Similar volume collapse transitions are observed under pressure in Pr and Gd (for a recent review see Ref. 83). It is widely believed that these transitions arise from changes in the degree of $4f$ electron correlation, as is reflected in both the Mott transition\textsuperscript{84} and the Kondo volume collapse (KVC)\textsuperscript{85} models.

The Mott transition model envisions a change from itinerant, bonding character of the $4f$-electrons in the $\alpha$-phase to non-bonding, localized character in the $\gamma$-phase, driven by changes in the $4f$-$4f$ inter-site hybridization. Thus, as the ratio of the $4f$ Coulomb interaction to the $4f$-bandwidth increases, a Mott transition occurs to the $\gamma$-phase, similar to the Mott-Hubbard transition of the 3d-electrons in $V_2O_3$ (Section 4).

The Kondo volume collapse\textsuperscript{86} scenario ascribes the collapse to a strong change in the energy scale associated with the screening of the local $4f$-moment by conduction electrons.
(Kondo screening), which is accompanied by the appearance of an Abrikosov-Suhl-like quasiparticle peak at the Fermi level. In this model the 4f-electron spectrum of Ce would change across the transition in a fashion very similar to the Mott scenario, i.e., a strong reduction of the spectral weight at the Fermi energy should be observed in going from the α- to the γ-phase. The subtle difference comes about by the γ-phase having metallic f-spectra with a strongly enhanced effective mass as in a heavy fermion system, in contrast to the f-spectra characteristic of an insulator in the case of the Mott scenario. The f-spectra in the Kondo picture also exhibit Hubbard side-bands not only in the γ-phase, but in the α-phase as well, at least close to the transition. While local-density and static mean-field theories correctly yield the Fermi-level peaks in the f-spectra for the α-phase, they do not exhibit such additional Hubbard side-bands, which is sometimes taken as characteristic of the “α-like” phase in the Mott scenario. However, this behavior is more likely a consequence of the static mean-field treatment, as correlated solutions of both Hubbard and periodic Anderson models exhibit such residual Hubbard side-bands in the α-like regimes.

Typically, the Hubbard model and the periodic Anderson model are considered as paradigms for the Mott and KVC model, respectively. Although both models describe completely different physical situations it was shown recently that one can observe a surprisingly similar behavior at finite temperatures: the evolution of the spectrum and the local magnetic moment with increasing Coulomb interaction show very similar features as well as, in the case of a periodic Anderson model with nearest neighbor hybridization, the phase diagram and the charge compressibility.

From this point of view the distinction between the two scenarios appears to be somewhat artificial, at least at temperatures relevant for the description of the α-γ transition.

For a realistic calculation of the Cerium α-γ transition, we employ the full Hamiltonian calculation described in Sections 2.2, 2.3, and 2.4 where the one-particle Hamiltonian was calculated by LDA and the 4f Coulomb interaction U along with the associated 4f site energy shift by a constrained LDA calculation (for details of the independent calculations presented in the current Section see Refs. 83, 51 and Ref. 50). We have not included the spin-orbit interaction which has a rather small impact on LDA results for Ce, nor the intra-atomic exchange interaction which is less relevant for Ce as occupations with more than one 4f-electron on the same site are rare. Furthermore, the 6s-, 6p-, and 5d-orbitals are assumed to be non-interacting in the formalism of Eq. (13), Section 2.3. Note, that the 4f orbitals are even better localized than the 3d orbitals and, thus, uncertainties in U are relatively small and would only translate into a possible volume shift for the α-γ transition.

The LDA+DMFT(QMC) spectral evolution of the Ce 4f-electrons is presented in Fig. 13. It shows similarities to V₂O₅ (Fig. 11, Section 4): At a volume per atom \( V = 20 \, \text{Å}^3 \), Fig. 13 shows that almost the entire spectral weight lies in a large quasiparticle peak with a center of gravity slightly above the chemical potential. This is similar to the LDA solution, however, a weak upper Hubbard band is also present even at this small volume. At the volumes 29 Å³ and 34 Å³ which approximately bracket the α-γ transition, the spectrum has a three peak structure. Finally, by \( V = 46 \, \text{Å}^3 \), the central peak has disappeared leaving only the lower and upper Hubbard bands. However, an important difference to V₂O₅ is that the spd-spectrum shows metallic behavior and, thus, Cerium remains a metal throughout this transition monitored by a vanishing 4f quasiparticle resonance.
To study the energetic changes associated with the rapid change of the quasiparticle weight at the Fermi energy, we calculate the DMFT energy per site for the model Hamiltonian (13)

$$E_{\text{DMFT}} = \frac{T}{N_k} \sum_{\mathbf{k},\sigma} \text{Tr}(H_{\text{LDA}}^0(\mathbf{k})G_{\mathbf{k}}(i\omega_n))e^{i\omega_n} + U_f d.$$

Here, Tr denotes the trace over the $16 \times 16$ matrices, $T$ the temperature, $N_k$ the number of $\mathbf{k}$ points, $G_{\mathbf{k}}$ the Green function matrix w.r.t. the orbital indices, $H_{\text{LDA}}^0(\mathbf{k})$ the LDA one-particle matrix Eq. (17), and

$$d = \frac{1}{2} \sum_{\mathbf{m},\sigma,\mathbf{m}'\sigma'} \langle \hat{n}_{\mathbf{m},\sigma} \hat{n}_{\mathbf{m}',\sigma'} \rangle$$

is a generalization of the one-band double occupation for multi-band models.

Fig. 14a shows our calculated DMFT(QMC) energies $E_{\text{DMFT}}$ as a function of atomic volume at three temperatures relative to the paramagnetic Hartree Fock (HF) energies $E_{\text{PMHF}}$ [of the Hamiltonian (13)], i.e., the energy contribution due to electronic correlations. Similarly given are the polarized HF energies which reproduce $E_{\text{DMFT}}$ at large volumes and low temperatures. With decreasing volume, however, the DMFT energies bend away from the polarized HF solutions. Thus, at $T = 0.054 \text{ eV} \approx 600 \text{ K}$, a region of negative curvature in $E_{\text{DMFT}} - E_{\text{PMHF}}$ is evident within the observed two phase region (arrows).

Fig. 14b presents the calculated LDA+DMFT total energy $E_{\text{tot}}(T) = E_{\text{LDA}}(T) + E_{\text{DMFT}}(T) - E_{\text{mLDA}}(T)$ where $E_{\text{mLDA}}$ is the energy of an LDA-like solution of the Hamil-
Figure 14. (a) Correlation energy $E_{\text{DMFT}} - E_{\text{PMHF}}$ as a function of atomic volume (symbols) and polarized HF energy $E_{\text{AFHF}} - E_{\text{PMHF}}$ (dotted lines which, at large $V$, approach the DMFT curves for the respective temperatures); arrows: observed volume collapse from the $\alpha$- to the $\gamma$-phase. The correlation energy sharply bends away from the polarized HF energy in the region of the transition. (b) The resultant negative curvature leads to a growing depression of the total energy near $V = 26-28$ Å$^3$ as temperature is decreased, consistent with an emerging double well at still lower temperatures and thus the $\alpha\rightarrow\gamma$ transition. The curves at $T = 0.544$ eV were shifted downwards in (b) by $-0.5$ eV to match the energy range [reproduced from Ref. 51].

Since both $E_{\text{LDA}}$ and $E_{\text{PMHF}} - E_{\text{mLDA}}$ have positive curvature throughout the volume range considered, it is the negative curvature of the correlation energy in Fig. 14a which leads to the dramatic depression of the LDA+DMFT total energies in the range $V = 26-28$ Å$^3$ for decreasing temperature, which contrasts to the smaller changes near $V = 34$ Å$^3$ in Fig. 14b. This trend is consistent with a double well structure emerging at still lower temperatures (prohibitively expensive for QMC simulations), and with it a first-order volume collapse. This is in reasonable agreement with the experimental volume collapse given our use of energies rather than free energies, the different temperatures, and the LDA and DMFT approximations. A similar scenario has been proposed recently for the $\delta\rightarrow\alpha$ transition in Pu on the basis of LDA+DMFT calculations, which solves DMFT by an ansatz inspired by IPT and includes a modification of the DFT/LDA step to account for the density changes introduced by the DMFT.

In a separate LDA+DMFT(NCA) calculation for Ce, we have obtained a number of physical quantities for both phases which may be compared to experimental values. Various static properties extracted from the calculations and their counterparts from experi-
Table 1. Comparison between LDA+DMFT(NCA) calculated parameters for both \(\alpha\)- and \(\gamma\)-phase at \(T = 580\) K and experimental values\(^{89,90}\) [reproduced from Ref. 50]. \(P_0\), \(P_1\), and \(P_2\) are partial probabilities for an empty, singly and doubly occupied \(4f\)-state, \(n_f\) is the \(f\)-electron occupancy, \(T_K\) the estimated Kondo temperature, and \(\chi\) the magnetic susceptibility.

<table>
<thead>
<tr>
<th>(\alpha)-Ce</th>
<th>(\alpha)-Ce(^{89,90})</th>
<th>(\gamma)-Ce</th>
<th>(\gamma)-Ce(^{89,90})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_0)</td>
<td>0.126</td>
<td>0.1558</td>
<td>0.0150</td>
</tr>
<tr>
<td>(P_1)</td>
<td>0.829</td>
<td>0.8079</td>
<td>0.9426</td>
</tr>
<tr>
<td>(P_2)</td>
<td>0.044</td>
<td>0.0264</td>
<td>0.0423</td>
</tr>
<tr>
<td>(n_f)</td>
<td>0.908</td>
<td>0.8...0.861</td>
<td>1.014</td>
</tr>
<tr>
<td>(T_K), [K]</td>
<td>10000</td>
<td>945...2000</td>
<td>30</td>
</tr>
<tr>
<td>(\chi), [10^{-3} emu/mol]</td>
<td>1.08</td>
<td>0.5...0.70</td>
<td>24</td>
</tr>
</tbody>
</table>

The photoemission spectrum for \(\alpha\)-Ce (upper part of Fig. 15) shows a main structure between 3 eV and 7 eV, which is attributed to \(4f^2\) final state multiplets. In the calculated spectrum all excitations to \(4f^2\) states are described by the featureless upper Hubbard band. As a consequence of the simplified interaction model all doubly occupied states are degenerate. This shortcoming in our calculation is responsible for the sharply peaked main structure. The neglected exchange interaction would produce a multiplet structure, which would be closer to the experiment. The experimental peak at about 0.5 eV is attributed to two \(4f^1\) final states, which are split by spin-orbit coupling. The calculated \(f\)-spectrum shows a sharp quasiparticle or Kondo resonance slightly above the Fermi energy, which is the result of the formation of a singlet state between \(f\)- and conduction states. We thus suggest that the spectral weight seen in the experiment is a result of this quasiparticle resonance. Since we did not yet include spin-orbit coupling in our model, we cannot observe the mentioned splitting of the resonance. However, as it is well known,\(^{94}\) the introduction of such a splitting would eventually split the Kondo resonance. If we used the experimentally determined value of about 0.3 eV for the spin-orbit splitting,\(^{92}\) the observed resonance of width 0.5 eV would indeed occur in the calculations. In the lower part of Fig. 15, a comparison between experiment and our calculation for \(\gamma\)-Ce is shown. The most striking difference between lower and upper part of Fig. 15 is the absence of the Kondo resonance in the high temperature phase (\(\gamma\)-Ce; transition temperature 141 K\(^{81}\)) which is in agreement with our calculations.

In the insets of Fig. 15, our results for the non-occupied states in the \(f\)-density are compared with RIPES data.\(^{93}\) The calculated \(f\)-spectra were multiplied by the Fermi-step function and broadened with an Lorentzian of the width 0.1 eV in order to mimic the experimental resolution in the theoretical curves. Here, as above the theoretical overestimation of the sharpness of the upper Hubbard band is a consequence of the simplified local inter-
action and thus of the missing multiplet structure of the 4f²-final states. The main feature of the experimental spectra, i.e., a strong decrease of the intensity ratio for Kondo resonance and upper Hubbard band peaks from α- to γ-Ce, can also be seen in the theoretical curves of Fig. 15 as well as in the study presented in Fig. 13. A more thorough comparison of these two independent LDA+DMFT(NCA) and LDA+DMFT(QMC) studies remains to be done.

6 Conclusion and Outlook

In this paper we discussed the set-up of the computational scheme LDA+DMFT which merges two non-perturbative, complementary investigation techniques for many-particle systems in solid state physics. LDA+DMFT allows one to perform \textit{ab initio} calculations
of real materials with strongly correlated electrons. Using the band structure results calculated with local density approximation (LDA) as input, the missing electronic correlations are introduced by dynamical mean-field theory (DMFT). On a technical level this requires the solution of an effective self-consistent, multi-band Anderson impurity problem (e.g. IPT, NCA, QMC). Comparison of the photoemission spectrum of La$_{1-x}$Sr$_x$TiO$_3$ calculated by LDA+DMFT using IPT, NCA, and QMC reveals that the choice of the evaluation method is of considerable importance. Indeed, only with the numerically exact QMC quantitatively reliable results are obtained. The results of the LDA+DMFT(QMC) approach were found to be in very good agreement with the experimental photoemission spectrum of La$_{0.9}$Sr$_{0.1}$TiO$_3$.

We also presented results of a LDA+DMFT(QMC) study of the Mott-Hubbard metal-insulator transition (MIT) in the paramagnetic phase of (doped) V$_2$O$_3$. These results showed a Mott-Hubbard MIT at a reasonable value of the Coulomb interaction $U \approx 5\text{eV}$ and are in very good agreement with the experimentally determined photoemission and X-ray absorption spectra for this system, i.e., above and below the Fermi energy. In particular, we find a spin state $S = 1$ in the paramagnetic phase, and an orbital admixture of $e^\pi e^\sigma$ and $e^\sigma \alpha \beta$ configurations, which both agree with recent experiments. Thus, LDA+DMFT(QMC) provides a remarkably accurate microscopic theory of the strongly correlated electrons in the paramagnetic metallic phase of V$_2$O$_3$.

Another material where electronic correlations are considered to be important is Cerium. We reviewed our recent investigations of the Ce $\alpha$-\$\gamma$ transition, based on LDA+DMFT(QMC) and LDA+DMFT(NCA) calculations. The spectral results and susceptibilities show the same tendency as seen in the experiment, namely a dramatic reduction in the size of the quasiparticle peak at the Fermi level when passing from the $\alpha$- to the $\gamma$-phase. While we do not know at the moment whether the zero-temperature quasiparticle peak will completely disappear at an even larger volume (i.e., in a rather Mott-like fashion) or simply fade away continuously with increasing volume (i.e., in a more Kondo-like fashion), an important aspect of our results is that the rapid reduction in the size of the peak seems to coincide with the appearance of a negative curvature in the correlation energy and a shallow minimum in the total energy. This suggest that the electronic correlations responsible for the reduction of the quasiparticle peak are associated with energetic changes that are strong enough to cause a volume collapse in the sense of the Kondo volume collapse model, or a Mott transition model including electronic correlations.

At present LDA+DMFT is the only available ab initio computational technique which is able to treat correlated electronic systems close to a Mott-Hubbard MIT, heavy fermions, and $f$-electron materials. The physical properties of such systems are characterized by the correlation-induced generation of small, Kondo-like energy scales which require the application of genuine many-body techniques. The appearance of Kondo-like energy scales in strongly correlated systems leads to several experimentally relevant consequences. One of the most important features is the enhancement of the quasiparticle mass $m^\ast$ (i.e., the decrease of the quasiparticle residue $Z$). This phenomenon can be observed as an enhancement of the coefficient $\gamma$ in the specific heat. Another important characteristic is the Wilson ratio between $\gamma$ and the Pauli spin susceptibility $\chi$. Future LDA+DMFT investigations will determine these quantities for real systems, as well as the optical conductivity, phase-diagrams, the local vertex function, and various susceptibilities.

LDA+DMFT provides, at last, a powerful tool for ab initio investigations of real mate-
rials with strong electronic correlations. Indeed, LDA+DMFT depends on the input from both band structure theory and many-body approaches. Hence, for this computational scheme to be entirely successful in the future two strong and vital communities will finally have to join forces.
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1 Introduction

Computer simulation methods have become a very powerful tool to attack the many-body problem in statistical physics, physical chemistry and biophysics. Although the theoretical description of complex systems in the framework of statistical physics is rather well developed and the experimental techniques for detailed microscopic information are rather sophisticated, it is often only possible to study specific aspects of those systems in great detail via the simulation. On the other hand, simulations need specific input parameters that characterize the system in question, and which come either from theoretical considerations or are provided by experimental data. Having characterized a physical system in terms of model parameters, simulations are often used both to solve theoretical models beyond certain approximations and to provide a hint to experimentalists for further investigations. In the case of big experimental facilities it is even often required to prove the potential outcome of an experiment by computer simulations. In that way one can say that the field of computer simulations has developed into a very important branch of science, which on the one hand helps theorists and experimentalists to go beyond their inherent limitations and on the other hand is a scientific field on its own.

The traditional simulation methods for many-body systems can be divided into two classes of stochastic and deterministic simulations, which are largely covered by the Monte Carlo (MC) method and the molecular dynamics (MD) method, respectively. Monte Carlo simulations probe the configuration space by trial moves of particles. Within the so-called Metropolis algorithm, the energy change from step \( n \) to \( n + 1 \) is used as a trigger to accept or reject the new configuration. Paths towards lower energy are always accepted, those to higher energy are accepted with a probability governed by Boltzmann statistics. In that way, properties of the system can be calculated by averaging over all Monte Carlo moves (where one move means that every degree of freedom is probed once on average). By contrast, MD methods are governed by the system’s Hamiltonian and consequently Hamilton’s equations of motion

\[
\dot{p}_i = -\frac{\partial \mathcal{H}}{\partial q_i} \quad , \quad \dot{q}_i = \frac{\partial \mathcal{H}}{\partial p_i} \quad (1)
\]
are integrated to move particles to new positions and to get new velocities at these new positions. This is an advantage of MD simulations with respect to MC, since not only is the configuration space probed but the whole phase space which gives additional information about the dynamics of the system. Both methods are complementary in nature but they lead to the same averages of static quantities, given that the system under consideration is ergodic and the same statistical ensemble is used.

Although there are different methods to obtain information about complex systems, particle simulations always require a model for the interaction between system constituents. This model has to be tested against experimental results, i.e. it should reproduce or approximate experimental findings like distribution functions or phase diagrams, and theoretical constraints, i.e. it should obey certain fundamental or limiting laws like energy conservation.

Concerning MD simulations the ingredients for a program are basically threefold:
(i) As already mentioned, a model for the interaction between system constituents (atoms, molecules, surfaces etc.) is needed. Often, it is assumed that particles interact only pairwise, which is exact e.g. for particles with fixed partial charges. This assumption greatly reduces the computational effort and the work to implement the model into the program.
(ii) An integrator is needed, which propagates particle positions and velocities from time \( t \) to \( t + \delta t \). It is a finite difference scheme which moves trajectories discretely in time. The time step \( \delta t \) has properly to be chosen to guarantee stability of the integrator, i.e. there should be no drift in the system’s energy.
(iii) A statistical ensemble has to be chosen, where thermodynamic quantities like pressure, temperature or the number of particles are controlled. The natural choice of an ensemble in MD simulations is the microcanonical ensemble (NVE), since the system’s Hamiltonian without external potentials is a conserved quantity. Nevertheless, there are extensions to the Hamiltonian which also allow to simulate different statistical ensembles.

These steps essentially define an MD simulation. Having this tool at hand, it is possible to obtain exact results within numerical precision. Results are only correct with respect to the model which enters into the simulation and they have to be tested against theoretical predictions and experimental findings. If the simulation results differ from the real system properties or are incompatible with solid theoretical manifestations, the model has to be refined. This procedure can be understood as an adaptive refinement which leads in the end to an approximation of a model of the real world at least for certain properties. The model itself may be constructed from plausible considerations, where parameters are chosen from neutron diffraction or NMR measurements. It may also result from first principle investigations, like quantum ab initio calculations. Although the electronic distribution of the particles is calculated very accurately, this type of model building contains also some approximations, since many-body interactions are mostly neglected (this would increase the parameter space in the model calculation enormously). However, it often provides a good starting point for a realistic model.

An important issue of simulation studies is the accessible time- and length-scale cov- erable by microscopic simulations. Fig.1 shows a schematic representation for different types of simulations in a length-time-diagram. It is clear that the more detailed a simulation technique operates, the smaller is the accessibility of long times and large length scales. Therefore quantum simulations, where fast motions of electrons are taken into account, are located in the lower left corner of the diagram and typical length and time
Figure 1. Schematic comparison of time- and length-scales, accessible to different types of simulation techniques (quantum simulations (QM), molecular dynamics (MD), Brownian dynamics (BD) and hydrodynamics/fluid dynamics (HD)). The black dots mark the longest ($\approx 1\, \mu s$) and the biggest ($N > 5 \times 10^5, L \approx 0.4\, \mu m$) molecular dynamics simulations by Duan & Kollman\(^1\) and Roth\(^2\) respectively.

scales are of order of Å and ps. Classical molecular dynamics approximates electronic distributions in a rather coarse-grained fashion by putting either fixed partial charges on interaction sites or by adding an approximate model for polarization effects. In both cases, the time scale of the system is not dominated by the motion of electrons, but the time of intermolecular collision events, rotational motions or intramolecular vibrations, which are orders of magnitude slower than those of electron motions. Consequently, the time step of integration is larger and trajectory lengths are of order ns and accessible lengths of order 10 $\text{-} 100\, \text{Å}$. If one considers tracer particles in a solvent medium, where one is not interested in a detailed description of the solvent, one can apply Brownian dynamics, where the effect of the solvent is hidden in average quantities. Since collision times between tracer particles is very long, one may apply larger timesteps. Furthermore, since the solvent is not simulated explicitly, the lengthscales may be increased considerably. Finally, if one is interested not in a microscopic picture of the simulated system but in macroscopic quantities, the concepts of hydrodynamics may be applied, where the system properties are hidden in effective numbers, e.g. density, viscosity, sound velocity.

It is clear that the performance of particle dynamics simulations strongly depends on the computer facilities at hand. The first studies using MD simulation techniques were performed in 1957 by B. J. Alder and T. E. Wainright\(^3\) who simulated the phase transition
of a system of hard spheres. The general method, however, was presented two years later.\textsuperscript{4} In this early simulation, which was run on an IBM-704, up to 500 particles could be simulated, for which 500 collisions per hour could be calculated. Taking into account 200000 collisions for a production run, these simulations lasted for more than two weeks. The propagation of hard spheres in a simulation is determined by the collision events between two particles. Therefore, the propagation is not based on an integration of the equations of motion, but rather the calculation of the time of the next collision, which results in a variable time step in the calculations.

The first MD simulation which was applied to atoms interacting via a continuous potential was performed by A. Rahman in 1964. In this case, a model system for Argon was simulated and not only binary collisions were taken into account but the interactions were modeled by a Lennard-Jones potential and the equations of motion were integrated with a finite difference scheme. This work may be considered as seminal for dynamical calculations. It was the first work where an exact method (within numerical precision) was used to calculate dynamical quantities like autocorrelation functions and transport coefficients like the diffusion coefficient for a realistic system. Also more involved topics like the dynamic van Hove function and non-Gaussian corrections to diffusion were evaluated. The calculations were performed for 864 particles on a CDC 3600, where the propagation of all particles for one time step took \( \approx 45 \text{ s} \). The calculation of 50000 timesteps then took more than three weeks! \textsuperscript{\textsuperscript{a}}

With the development of faster and bigger massively parallel architectures the accessible time and length scales are increasing. In the case of classical MD simulations it was demonstrated by J. Roth in 1999 on the CRAY T3E-1200 in Jülich that it is possible to simulate more than \( 5 \times 10^9 \) particles, corresponding to a length scale of several 1000 Å. This was possible with the highly memory optimised MD program IMD\textsuperscript{5,2} which used the 512 nodes with 256 MB memory each, quite efficiently. However, the limits of such a demonstration became rather obvious, since for a usual production run of 10000 time steps a simulation time of a quarter of a year would be required (given that the whole machine is dedicated to one user). In another demonstration run Y. Duan and P. A. Kollman extended the time scale of an all atom MD simulation to 1 \( \mu \text{s} \), where they simulated the folding process of the subdomain HP-36 from the villin headpiece\textsuperscript{5,1}. The protein was modelled with a 596 interaction site model dissolved in a system of 3000 water molecules. Using a timestep of integration of \( 2 \times 10^{-13} \text{ s} \), the program was run for \( 5 \times 10^8 \) steps. In order to perform this type of calculation, it was necessary to run the program several months on a CRAY T3D and CRAY T3E with 256 processors. It is clear that such kind of simulation is exceptional due to the large amount of computer resources needed, but is nonetheless a kind of milestone pointing to future simulation practices.

Classical molecular dynamics methods are nowadays applied to a huge class of problems, e.g. properties of liquids, defects in solids, fracture, surface properties, friction, molecular clusters, polyelectrolytes and biomolecules. Due to the large area of applicability, simulation codes for molecular dynamics were developed by many groups. On the internet homepage of the Collaborative Computational Project No.5 (CCP5)\textsuperscript{7} a lot of computer codes are assembled for condensed phase dynamics. During the last years several programs were designed for parallel computers. Among them, which are partly avail-

\textsuperscript{a} On a standard PC this calculation may be done within one hour nowadays!
able free of charge, are, e.g., Amber/Sander, \(^8\) CHARMM, \(^9\) NAMD, \(^10\) NWChem \(^11\) and LAMMPS. \(^12\)

2 Models for Particle Interactions

A system is completely determined through its Hamiltonian \( \mathcal{H} = \mathcal{H}_0 + \mathcal{H}_1 \), where \( \mathcal{H}_0 \) is the internal part of the Hamiltonian, given as

\[
\mathcal{H}_0 = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + \sum_{i<j}^{N} u(r_i, r_j) + \sum_{i<j<k}^{N} u^{(3)}(r_i, r_j, r_k) + \ldots \tag{2}
\]

where \( p \) is the momentum, \( m \) the mass of the particles and \( u \) and \( u^{(3)} \) are pair and three-body interaction potentials. \( \mathcal{H}_1 \) is an external part, which can include time dependent effects or external sources for a force. All simulated objects are defined within a model description. Often a precise knowledge of the interaction between atoms, molecules or surfaces is not known and the model is constructed in order to describe the main features of some observables. Besides boundary conditions, which are imposed, it is the model which completely determines the system from the physical point of view. In classical simulations the objects are most often described by point-like centers which interact through pair- or multibody interaction potentials. In that way the highly complex description of electron dynamics is abandoned and an effective picture is adopted where the main features like the hard core of a particle, electric multipoles or internal degrees of freedom of a molecule are modeled by a set of parameters and (most often) analytical functions which depend on the mutual position of particles in the configuration. Since the parameters and functions give a complete information of the system’s energy as well as the force acting on each particle through \( \mathbf{F} = -\nabla U \), the combination of parameters and functions is also called a force field. Different types of force field were developed during the last ten years. Among them are e.g. MM3, \(^13\) MM4, \(^14\) Dreiding, \(^15\) Sharp, \(^16\) VALBON, \(^17\) UFF, \(^18\) CFF95, \(^19\) AMBER, \(^20\) CHARMM, \(^21\) OPLS \(^22\) and MMFF. \(^23\) Typical examples for force field functions are summarized in Fig. 2.

There are major differences to be noticed for the potential forms. The first distinction is to be made between pair- and multibody potentials. In systems with no constraints, the interaction is most often described by pair potentials, which is simple to implement into a program. In the case where multibody potentials come into play, the counting of interaction partners becomes increasingly more complex and dramatically slows down the execution of the program. Only for the case where interaction partners are known in advance, e.g., in the case of torsional or bending motions of a molecule can the interaction be calculated efficiently by using neighbor lists or by an intelligent way of indexing the molecular sites.

A second important difference between interactions is the spatial extent of the potential, classifying it into short and long range interactions. If the potential drops down to zero faster than \( r^{-d} \), where \( r \) is the separation between two particles and \( d \) the dimension of the problem, it is called short ranged, otherwise it is long ranged. This becomes clear by considering the integral

\[
I = \int \frac{dr^d}{r^n} = \begin{cases} \infty & : n \leq d \\ \text{finite} & : n > d \end{cases} \tag{3}
\]
i.e. a particles’ potential energy gets contributions from all particles of the universe if \( n \leq d \), otherwise the interaction is bound to a certain region, which is often modeled by a spherical interaction range. The long range nature of the interaction becomes most important for potentials which only have potential parameters of the same sign, like the gravitational potential where no screening can occur. For Coulomb energies, where positive and negative charges may compensate each other, long range effects may be of minor importance in some systems like molten salts. In the following two examples shall illustrate the different treatment of short- and long range interactions.

2.1 Short Range Interactions

Short range interactions offer the possibility to take into account only neighbor particles up to a certain distance for the calculation of interactions. In that way a cutoff radius is introduced beyond of which mutual interactions between particles are neglected. As an approximation one may introduce long range corrections to the potential in order to compensate for the neglect of explicit calculations. The whole short range potential may then be written as

\[
U = \sum_{i<j}^N u(r_{ij}|r_{ij} < R_c) + U_{lre}
\]

The long-range correction is thereby given as

\[
U_{lre} = 2\pi N \rho_0 \int_{R_c}^{\infty} dr \ r^2 g(r) u(r)
\]

where \( \rho_0 \) is the number density of the particles in the system and \( g(r) = \rho(r)/\rho_0 \) is the radial distribution function. For computational reasons, \( g(r) \) is most often only calculated up to \( R_c \), so that in practice it is assumed that \( g(r) = 1 \) for \( r > R_c \), which makes it possible for many types of potentials to calculate \( U_{lre} \) analytically.

Besides internal degrees of freedom of molecules, which may be modeled with short range interaction potentials (c.f. Fig.2), it is first of all the excluded volume of a particle which is of importance. A finite diameter of a particle may be represented by a steep repulsive potential acting at short distances. This is either described by an exponential function or an algebraic form, \( \propto r^{-n} \), where \( n \geq 9 \). Another source of short range interaction is the van der Waals interaction. For neutral particles these are the London forces arising from induced dipole interactions. Fluctuations of the electron distribution of a particle give rise to fluctuating dipole moments, which on average compensate to zero. But the instantaneous created dipoles induce also dipoles on neighbor particles which attract each other \( \propto r^{-6} \). Two common forms of the resulting interactions are the Buckingham potential

\[
u_{\alpha\beta}^{B}(r_{ij}) = A_{\alpha\beta} e^{-B_{\alpha\beta}r_{ij}} - \frac{D_{\alpha\beta}}{r_{ij}^6}
\]

and the Lennard-Jones potential

\[
u_{\alpha\beta}^{LJ}(r_{ij}) = 4\epsilon_{\alpha\beta} \left( \frac{\sigma_{\alpha\beta}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{\alpha\beta}}{r_{ij}} \right)^6
\]
<table>
<thead>
<tr>
<th>Potential Term</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-9 van der Waals</td>
<td>$u_{ij}(r_i) = 4\epsilon_{ij} \left( \left( \frac{\sigma_{ij}}{r_i} \right)^6 - \left( \frac{\sigma_{ij}}{r_i} \right)^{12} \right)$</td>
</tr>
<tr>
<td>6-12 van der Waals</td>
<td>$u_{ij}(r_i) = 4\epsilon_{ij} \left( \left( \frac{\sigma_{ij}}{r_i} \right)^6 - \left( \frac{\sigma_{ij}}{r_i} \right)^{12} \right)$</td>
</tr>
<tr>
<td>Electrostatic</td>
<td>$u_{ij}(r_i) = \frac{q_i q_j}{r_i}$</td>
</tr>
<tr>
<td>Quadratic bond-stretching</td>
<td>$u'<em>{ij}(r_i) = \frac{1}{2} k</em>{ij} (r_i - b_{ij})^2$</td>
</tr>
<tr>
<td>Morse bond-stretching</td>
<td>$u_i(r_i) = k_i \left( 1 - e^{-d_i(r_i - r_i^0)} \right)^2$</td>
</tr>
<tr>
<td>Bond-bending</td>
<td>$u^{\psi}<em>{ij}(\theta</em>{ij}) = \frac{1}{2} k_{ij} \left( \theta_{ij} - \theta_{ij}^0 \right)^2$</td>
</tr>
<tr>
<td>Improper dihedrals</td>
<td>$u_{ijkl}(\xi_{ijkl}) = \frac{1}{2} k_{ijkl} \left( \xi_{ijkl} - \xi_{ijkl}^0 \right)^2$</td>
</tr>
<tr>
<td>Proper dihedrals</td>
<td>$u_{ijkl}(\phi_{ijkl}) = k_i \left( 1 + \cos(n_i \phi_{ijkl} - \phi_{ijkl}^0) \right)$</td>
</tr>
</tbody>
</table>

Figure 2. Typical examples for potential terms as used in common force-fields.

which are compared in Fig. 3. In Eqs. 6, 7 the indices $\alpha, \beta$ indicate the species of the particles, i.e. there are parameters $A$, $B$, $D$ in Eq. 6 and $e$, $\sigma$ in Eq. 7 for intra-species interactions ($\alpha = \beta$) and cross species interactions ($\alpha \neq \beta$). For the Lennard-Jones potential the parameters have a simple physical interpretation: $\epsilon$ is the minimum potential energy, located at $r = 2^{1/6} \sigma$ and $\sigma$ is the diameter of the particle, since for $r < \sigma$ the potential becomes repulsive. Often the Lennard-Jones potential gives a reasonable approximation of a true potential. However, from exact quantum ab initio calculations an exponential type repulsive potential is often more appropriate. Especially for dense systems the too steep repulsive part often leads to an overestimation of the pressure in the system. Since computationally the Lennard-Jones interaction is quite attractive the repulsive part is sometimes replaced by a weaker repulsive term, like $\propto r^{-3}$. The Lennard-Jones potential has another advantage over the Buckingham potential, since there are combining rules for the parameters. A common choice are the Lorentz-Berelot combining rules

$$
\sigma_{\alpha\beta} = \frac{\sigma_{\alpha\alpha} + \sigma_{\beta\beta}}{2}, \quad \epsilon_{\alpha\beta} = \sqrt{\epsilon_{\alpha\alpha} \epsilon_{\beta\beta}}
$$

This combining rule is, however, known to overestimate the well depth parameter. Two
other commonly known combining rules try to correct this effect, which are Kong\textsuperscript{24} rules

\[
\sigma_{\alpha\beta} = \left[ \frac{1}{2^{1/3}} \sqrt[1/3]{\frac{\epsilon_{\alpha\alpha}\sigma^{12}_{\alpha\alpha}}{\epsilon_{\beta\beta}\sigma^{12}_{\beta\beta}}} \left( 1 + \left( \frac{\epsilon_{\beta\beta}\sigma^{12}_{\beta\beta}}{\epsilon_{\alpha\alpha}\sigma^{12}_{\alpha\alpha}} \right)^{1/13} \right)^{13} \right]^{1/6} \quad (9)
\]

\[
\epsilon_{\alpha\beta} = \sqrt[3]{\frac{\epsilon_{\alpha\alpha}\sigma^{6}_{\alpha\alpha} \epsilon_{\beta\beta}\sigma^{6}_{\beta\beta}}{\sigma^{6}_{\alpha\beta}}} \quad (10)
\]

and the Waldman-Kagler\textsuperscript{25} rule

\[
\sigma_{\alpha\beta} = \left( \frac{\sigma^{6}_{\alpha\alpha} + \sigma^{6}_{\beta\beta}}{2} \right)^{1/6}, \quad \epsilon_{\alpha\beta} = \sqrt[3]{\frac{\epsilon_{\alpha\alpha}\sigma^{6}_{\alpha\alpha} \epsilon_{\beta\beta}\sigma^{6}_{\beta\beta}}{\sigma^{6}_{\alpha\beta}}} \quad (11)
\]

In a recent study\textsuperscript{26} of Ar-Kr and Ar-Ne mixtures, these combining rules were tested and it was found that the Kong rules give the best agreement between simulated and experimental pressure-density curves. An illustration of the different combining rules is shown in Fig.4 for the case of an Ar-Ne mixture.

### 2.2 Long Range Interactions

In the case of long range potentials, like the Coulomb potential, interactions between all particles in the system must be taken into account, if treated without any approximation.
This leads to an $O(N^2)$ problem, which increases considerably the execution time of a program for larger systems. For systems with open boundary conditions (like liquid droplets), this method is straightforwardly implemented and reduces to a double sum over all pairs of particles. In the case when periodic boundary conditions are applied, not only the interactions with particles in the central cell but also with all periodic images must be taken into account and formally a lattice sum has to be evaluated

$$U = \frac{1}{2} \sum_{i,j=1}^{N} \sum_{\mathbf{n}} \left( q_i q_j / |\mathbf{r}_{ij} - \mathbf{nL}| \right)$$

where $\mathbf{n}$ is a lattice vector and $\sum_{\mathbf{n}}$ means that for $\mathbf{n} = 0$ it is $i \neq j$. It is, however, a well known problem that this type of lattice sum is conditionally convergent, i.e. the result depends on the sequence of evaluating the sum (see e.g.\cite{27}). A method to overcome this limitation was invented by Ewald.\cite{28} The idea is to introduce a convergence factor into the sum of Eq.12 which depends on a parameter $s$, evaluate the sum and put $s \to 0$ in the end. A characterization of the convergence factors was given in Ref.\cite{29,30} A form which leads to the Ewald sum is an exponential $e^{-sn^2}$, transforming Eq.12 into

$$U(s) = \frac{1}{2} \sum_{i,j=1}^{N} \sum_{\mathbf{n}} \left( q_i q_j / |\mathbf{r}_{ij} - \mathbf{nL}| \right) e^{-sn^2}$$

The evaluation and manipulation of this equation proceeds now by using the definition for the $\Gamma$-function and the Jacobi imaginary transform. A very instructive way of the derivation

![Figure 4. Resulting cross-terms of the Lennard-Jones potential for an Ar-Ne mixture. Shown is the effect of different combining rules (Eqs.8-11). Parameters used are $\sigma_{Ar} = 3.406 \AA, \epsilon_{Ar} = 119.4 K$ and $\sigma_{Ne} = 2.75 \AA, \epsilon_{Ne} = 35.7 K$.](image)
of the Ewald sum may be found in Refs.\textsuperscript{29,30} a heuristic derivation is given Ref.\textsuperscript{31} For brevity, only the final form of the sum is given here

\[
U = \frac{1}{2} \left\{ \sum_{i,j=1}^{N} \sum_{n} q_i q_j \text{erfc}(\alpha |\mathbf{r}_{ij} - n\mathbf{L}|/L) \right. \\
\left. + \frac{4\pi \alpha}{L^3} \sum_{k} \frac{1}{k^2} \text{erfc}(\alpha \mathbf{k}) e^{-k^2/4\alpha^2} \right\}
\]

The evaluation of the potential thus splits into four different terms, where the so called \textit{self-} and \textit{surface}-terms are constant and may be calculated in the beginning of a simulation. The first two sums, however, depend on the interparticle separations \(\mathbf{r}_{ij}\), which need to be evaluated in each time step. It is seen that the lattice sum is essentially split into a sum which is evaluated in real space and a sum over reciprocal space-vectors, \(\mathbf{k} = 2\pi n/L\). The parameter \(\alpha\) appears formally in the derivation as a result of an integral splitting but it has a very intuitive physical meaning. The first sum gives the potential of a set of point charges which are screened by an opposite charge of the same magnitude but with a Gaussian form factor where the width of the Gaussian is given by \(\alpha\). The second sum subtracts this screening charge, but the sum is evaluated in reciprocal space. Since \(\text{erfc}(x) = 1 - \text{erf}(x)\) decays as \(e^{-x^2}\) for large \(x\), the first sum contains mainly short range contributions. On the other side, the second sum decays strongly for large \(k\)-vectors and thus contains mainly long range contributions. Most often, the parameter \(\alpha\) is chosen in way to reduce the evaluation of the real space sum to the central simulation cell. Often, a spherical cutoff is then applied for this term, i.e. contributions of particle pairs, separated in a distance \(|\mathbf{r}_{ij}| > R_c\) are neglected. On the other hand, the reciprocal space sum is conventionally truncated after a maximum wave-vector \(k_{\text{max}}\). All three parameters \(\alpha, R_c, k_{\text{max}}\) may be chosen in an optimal way to balance the truncation error in each sum and the number of operations. This balancing even leads to the effect that the Ewald sum may be tuned\textsuperscript{32,33} to scale with \(O(N^{3/2})\) (for fast methods which have better scaling characteristics, see Ref.\textsuperscript{31}). A detailed analysis of the individual errors occurring in the different sums was given in Ref.\textsuperscript{34} An alternative derivation of the Ewald sum starts directly by assuming a Gaussian form factor for the screening charge. This gives the opportunity to investigate also form factors, differing from a Gaussian. In these cases the convergence function is in general not known but it is assumed to exist. Different form factors were studied systematically in Ref.\textsuperscript{35} 

The present form of the Ewald sum gives an exact representation of the potential energy of point like charges in a system with periodic boundary conditions. Sometimes the charge distribution in a molecule is approximated by a point dipole or higher multipole moments. A more general form of the Ewald sum, taking into account arbitrary point multipoles was given in Ref.\textsuperscript{36} The case, where also electronic polarizabilities are considered is given in Ref.\textsuperscript{37} 

In certain systems, like in molten salts or electrolyte solutions, the interaction between charged species may approximated by a screened Coulomb potential, which has a Yukawa-
like form

\[ U = \frac{1}{2} \sum_{i,j=1}^{N} q_i q_j \frac{e^{-\kappa |r_{ij}|}}{|r_{ij}|} \]  

(15)

The parameter \( \kappa \) is the inverse Debye length, which gives a measure of screening strength in the system. If \( \kappa < 1/L \), the potential is short ranged and usual cut-off methods may be used. Instead, if \( \kappa > 1/L \), or generally if \( u(r = L/2) \) is larger than the prescribed uncertainties in the energy, the minimum image convention in combination with truncation methods fails and the potential must be treated in a more rigorous way, which was proposed in Ref.,\(^{38}\) where an extension of the Ewald sum for such Yukawa type potentials was developed.

3 The Integrator

For a given potential model which characterizes the physical system, it is the integrator which is responsible for the accuracy of the simulation results. If the integrator would work without any error the simulation would provide exact model results within the errors occurring due to a finite number representation. However, any finite difference integrator is naturally an approximation for a system developing continuously in time. The requirements for the integrator are therefore to be

- accurate, in the sense that it approximates the true trajectory very well (this may be checked with simple model systems for which analytical solutions exist)
- stable, in the sense that it conserves energy and that small perturbations do not lead to instabilities
- robust, in the sense that it allows for large time steps in order to propagate the system efficiently through phase space

In the following different types of integration schemes are presented. First, simple integrators based on Taylor expansions are shown. Later on integrators based on an operator splitting method are discussed which provide the possibility to introduce in an elegant way the integrations of motion on different time scales. Finally, attention is given to more complex situations where molecules with orientational degrees of freedom are considered.

3.1 Expansion Based Integrators

The simplest and most straightforward way to construct an integrator is by expanding the positions and velocities in a Taylor series. The class of integrators which may be obtained in that way are called Verlet-Störmer integrators.\(^{39,40}\) For a small enough time step \( \delta t \) the expansion gives

\[ \mathbf{r}(t + \delta t) = \mathbf{r}(t) + \mathbf{v}(t) \delta t + \frac{1}{2} \mathbf{a}(t) \delta t^2 + \frac{1}{6} \mathbf{b}(t) \delta t^3 + \ldots \]  

(16)

\[ \mathbf{v}(t + \delta t) = \mathbf{v}(t) + \mathbf{a}(t) \delta t + \frac{1}{2} \mathbf{b}(t) \delta t^2 + \frac{1}{6} \mathbf{c}(t) \delta t^3 + \ldots \]  

(17)
where \(a, b, c\) are the 2nd, 3rd and 4th time derivative of the coordinates. In the same way the expansion may be performed for \(\delta t \rightarrow -\delta t\), which gives

\[
\mathbf{r}(t - \delta t) = \mathbf{r}(t) - \mathbf{v}(t) \, \delta t + \frac{1}{2} a(t) \delta t^2 - \frac{1}{6} b(t) \delta t^3 \pm \ldots \tag{18}
\]

\[
\mathbf{v}(t - \delta t) = \mathbf{v}(t) - a(t) \, \delta t + \frac{1}{2} b(t) \delta t^2 - \frac{1}{6} c(t) \delta t^3 \pm \ldots \tag{19}
\]

Adding up Eqs.16,18 and Eqs.17,19 gives for the new positions and velocities

\[
\mathbf{r}(t + \delta t) = 2\mathbf{r}(t) - \mathbf{r}(t - \delta t) + a(t)\delta t^2 + \mathcal{O}(\delta t^3) \tag{20}
\]

\[
\mathbf{v}(t + \delta t) = 2\mathbf{v}(t) - \mathbf{v}(t - \delta t) + b(t)\delta t^2 + \mathcal{O}(\delta t^4) \tag{21}
\]

A method whose truncation varies as \(\delta t^{(n+1)}\) is called an \(n\)-th order method. Eqs.20,21 are therefore of 3rd order. The drawback of Eq.21 is, however, that it requires the 3rd derivative of the coordinates with respect to time which is not routinely calculated in MD simulations and thus introduces some additional computational and storage overhead. To overcome this drawback one can simply subtract Eq.18 from Eq.16, giving the central difference scheme for the velocity

\[
\mathbf{v}(t) = \frac{1}{2\delta t}(\mathbf{r}(t + \delta t) - \mathbf{r}(t - \delta t)) + \mathcal{O}(\delta t^3) \tag{22}
\]

This is, however, one order less in accuracy than Eq.21 and also provides velocities at timestep \(t\), not at \(t + \delta t\). Since this information is not required by Eq.20 to calculate accurately the positions, one may take Eq.22 as an estimate for the velocities from which the kinetic energy of the system is calculated.

From the point of view of storage requirements, Eqs.20,22 are not optimal, since information is required for positions not only at time \(t\) but also at time \(t - \delta t\). An equivalent algorithm, which stores only information from one timestep is the so called *velocity Verlet* algorithm, which reads

\[
\mathbf{r}(t + \delta t) = \mathbf{r}(t) + \mathbf{v}(t) \, \delta t + \frac{1}{2} a(t) \delta t^2 \tag{23}
\]

\[
\mathbf{v}(t + \delta t) = \mathbf{v}(t) + \frac{1}{2} \delta t (a(t) + a(t + \delta t)) \tag{24}
\]

This scheme, however, requires the knowledge of the accelerations, \(a\), at timestep \(t + \delta t\). One may therefore decompose Eq.24 into two steps. First calculate

\[
\mathbf{v}(t + \delta t/2) = \mathbf{v}(t) + \frac{1}{2} \delta t a(t) \tag{25}
\]

then compute the actual forces on the particles at time \(t + \delta t\) and finish the velocity calculation with

\[
\mathbf{v}(t + \delta t) = \mathbf{v}(t + \delta t/2) + \frac{1}{2} a(t + \delta t) \delta t \tag{26}
\]

At this point the kinetic energy may be calculated without a time delay of \(\delta t\), as it was in Eq.22. Several other schemes have been proposed in literature, such as the leap-frog41
scheme or Beeman’s algorithm. They all have the same accuracy and should produce identical trajectories in coordinate space.

### 3.2 Operator Splitting Methods

A more rigorous derivation, which in addition leads to the possibility of splitting the propagator of the phase space trajectory into several time scales, is based on the phase space description of a classical system. The time evolution of a point in the 6N-dimensional phase space is given by the Liouville equation

\[ \Gamma(t) = e^{i\mathcal{L}t} \Gamma(0) \tag{27} \]

where \( \Gamma = (q_1, p_1, \ldots, q_N, p_N) \) is the 6N-dimensional vector of generalized coordinates, \( q = q_1, \ldots, q_N \), and momenta, \( p = p_1, \ldots, p_N \). The Liouville operator, \( \mathcal{L} \), is defined as

\[ i\mathcal{L} = \left\{ \mathcal{H}, \mathcal{L} \right\} = \sum_{j=1}^{N} \left( \frac{\partial q_j}{\partial t} \frac{\partial}{\partial q_j} + \frac{\partial p_j}{\partial t} \frac{\partial}{\partial p_j} \right) \tag{28} \]

In order to construct a discrete timestep integrator, the Liouville operator is split into two parts, \( \mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2 \), and a Trotter expansion is performed

\[ e^{i\mathcal{L}\delta t} = e^{i(\mathcal{L}_1+\mathcal{L}_2)\delta t} \]

\[ = e^{i\mathcal{L}_1\delta t/2} e^{i\mathcal{L}_2\delta t/2} + \mathcal{O}(\delta t^3) \tag{29} \]

The partial operators can be chosen to act only on positions and momenta. Assuming usual cartesian coordinates for a system of \( N \) free particles, this can be written as

\[ i\mathcal{L}_1 = \sum_{j=1}^{N} F_j \frac{\partial}{\partial p_j} \tag{31} \]

\[ i\mathcal{L}_2 = \sum_{j=1}^{N} v_j \frac{\partial}{\partial x_j} \tag{32} \]

Applying Eq.29 to the phase space vector \( \Gamma \) and using the property \( e^{a\partial / \partial x} f(x) = f(x+a) \) for any function \( f \), where \( a \) is independent of \( x \), gives

\[ v_i(t + \delta t/2) = v_i(t) + \frac{F_i(t) \delta t}{m_i} \]

\[ r_i(t + \delta t) = r_i(t) + v_i(t + \delta t/2) \delta t \]

\[ v_i(t + \delta t) = v_i(t + \delta t/2) + \frac{F_i(t + \delta t) \delta t}{m_i} \]

which is the velocity Verlet algorithm, Eqs.23,25,26.

---

\(^{223}\)This statement is derived from the point of view of accuracy. Since numerical operations are in general not associative a different implementation of an algorithm will have different roundoff errors and therefore the accumulation of the roundoff error will accumulate which will lead in practice to a deviation from the above statement.
In the same spirit, another algorithm may be derived by simply changing the definitions for \( C_4 \) and \( C_4 \). This gives the so called position Verlet algorithm

\[
\mathbf{r}_i(t + \delta t/2) = \mathbf{r}_i(t) + \mathbf{v}(t) \frac{\delta t}{2}
\]

(36)

\[
\mathbf{v}_i(t + \delta t) = \mathbf{v}(t) + \frac{\mathbf{F}_i(t + \delta t/2)}{m_i}
\]

(37)

\[
\mathbf{r}_i(t + \delta t) = \mathbf{r}_i(t + \delta t/2) + (\mathbf{v}(t) + \mathbf{v}_i(t + \delta t)) \frac{\delta t}{2}
\]

(38)

Here the forces are calculated at intermediate positions \( \mathbf{r}_i(t + \delta t/2) \). The equations of both the velocity Verlet and the position Verlet algorithms have the property of propagating velocities or positions on half time steps. Since both schemes decouple into an applied force term and a free flight term, the three steps are often called half-kick/drift/half kick for the velocity Verlet and correspondingly half-drift/kick/half-drift for the position Verlet algorithm.

Both algorithms, the velocity and the position Verlet method, are examples for symplectic algorithms, which are characterized by a volume conservation in phase space. This is equivalent to the fact that the Jacobian matrix of a transform \( x' = f(x, p) \) and \( p' = g(x, p) \) satisfies

\[
\begin{pmatrix}
  f_x & f_p \\
  g_x & g_p
\end{pmatrix}
\begin{pmatrix}
  0 & 1 \\
  -1 & 0
\end{pmatrix}
\begin{pmatrix}
  f_x & f_p \\
  g_x & g_p
\end{pmatrix}
= 
\begin{pmatrix}
  0 & 1 \\
  -1 & 0
\end{pmatrix}
\]

(39)

Any method which is based on the splitting of the Hamiltonian, is symplectic. This does not yet, however, guarantee that the method is also time reversible, which may be also be considered as a strong requirement for the integrator. This property is guaranteed by symmetric methods, which also provide a better numerical stability. Methods, which try to enhance the accuracy by taking into account the particles’ history (multi-step methods) tend to be incompatible with symplecticness, which makes symplectic schemes attractive from the point of view of data storage requirements. Another strong argument for symplectic schemes is the so called backward error analysis. This means that the trajectory produced by a discrete integration scheme, may be expressed as the solution of a perturbed ordinary differential equation whose rhs can formally be expressed as a power series in \( \delta t \). It could be shown that the system, described by the ordinary differential equation is Hamiltonian, if the integrator is symplectic. In general, the power series in \( \delta t \) diverges. However, if the series is truncated, the trajectory will differ only as \( O(\delta t^p) \) of the trajectory, generated by the symplectic integrator on timescales \( O(1/\delta t) \).

3.3 Multiple Time Step Methods

It was already mentioned that the rigorous approach of the decomposition of the Liouville operator offers the opportunity for a decomposition of time scales in the system. Supposing that there are different time scales present in the system, e.g. fast intramolecular vibrations and slow domain motions of molecules, then the factorization of Eq.29 may be written in
a more general way

\[ e^{iL\Delta t} = e^{iL_1^{(s)} \Delta t/2} e^{iL_2^{(f)} \Delta t/2} e^{iL_3^{(f)} \Delta t/2} e^{iL_4^{(s)} \Delta t/2} \]

\[ = e^{iL_1^{(s)} \Delta t/2} \left\{ e^{iL_2^{(f)} \Delta t/2} e^{iL_3^{(f)} \Delta t/2} \right\}^p e^{iL_4^{(s)} \Delta t/2} \]

where the time increment is \( \Delta t = p\delta t \). The decomposition of the Liouville operator may be chosen in the convenient way

\[ i\mathcal{L}_1^{(s)} = F_i^{(s)} \frac{\partial}{\partial p_i}, \quad i\mathcal{L}_1^{(f)} = F_i^{(f)} \frac{\partial}{\partial p_i}, \quad i\mathcal{L}_2 = v_i \frac{\partial}{\partial q_i} \]

where the superscript \((s)\) and \((f)\) mean slow and fast contributions to the forces. The idea behind this decomposition is simply to take into account contributions from slowly varying components only every \( p \) th timestep with a large time interval. Therefore, the force computation may be considerably speeded up in the \( p - 1 \) intermediate force computation steps. In general, the scheme may be extended to account for more time scales. Examples for this may be found in Refs.\(^{53-55}\) One obvious problem, however, is to separate the timescales in a proper way. The scheme of Eq.41 is exact if the time scales decouple completely. This, however, is very rarely found and most often timescales are coupled due to nonlinear effects. Nevertheless, for the case where \( \Delta t \) is not very much larger than \( \delta t \) \((p \approx 10)\), the separation may be often justified and lead to stable results. Another criteria for the separation is to distinguish between long range and short range contributions to the force. Since the magnitude and the fluctuation frequency is very much larger for the short range contributions this separation makes sense for speeding up computations including long range interactions.\(^{56}\)

The method has, however, its limitations.\(^{57, 58}\) As described, a particle gets every \( n \) th timestep a kick due to the slow components. It was reported in literature that this may excite a system’s resonance which will lead to strong artifacts or even instabilities.\(^{59, 60}\) Recently different schemes were proposed to overcome these resonances by keeping the property of symplecticness.\(^{61-67}\)

3.4 Constraint Dynamics

The methods discussed so far are quite general for the cases of free particles. If constraints are applied, e.g. a fixed bond length between particles in a molecule or a fixed bond angle, the integration scheme has either to be modified or extended. A modification of the integrator means that the equations of motion have to be formulated for rotational and translational degrees of freedoms. On the other hand an extension of the integrator means that constraints have to be taken into account when moving an individual particle via the integration scheme. The first method is mainly applied to molecules which are modeled as rigid body, i.e. the motion may easily be described as the translation of the center of mass and a rotation around its principle axis of inertia. In the case of large molecules, where not all bond lengths and angles are fixed and which exhibit internal degrees of freedom such as side chain motions or rotation of atomic groups, constraint methods have to be applied. In the following the motion of rigid bodies and the constraint dynamics will be described.
3.4.1 Rigid Body Motion

The natural way of describing a rigid body is to specify the coordinates and the moment of the center of mass as well as the orientation with respect to a space fixed coordinate system and the angular velocity around the principle molecular axis. The translational motion is thereby described by the total force acting on the molecule and the integration schemes, described earlier may be applied. The rotational motion requires a description of the orientation of the molecule and a calculation of the torque. As a first choice for the orientational description one could use the Euler angles (φ, θ, ψ) to build up the rotation matrix. However, a numerical problem appears with solving the equations of motions

\[
\frac{\partial \phi}{\partial t} = -\omega_x \frac{\sin \phi \cos \theta}{\sin \theta} + \omega_y \frac{\cos \phi \cos \theta}{\sin \theta} + \omega_z
\]  

\[
\frac{\partial \theta}{\partial t} = \omega_x \cos \phi + \omega_y \sin \phi
\]

\[
\frac{\partial \psi}{\partial t} = \omega_x \frac{\sin \phi}{\sin \theta} - \omega_y \frac{\cos \phi}{\sin \theta}
\]

It is obvious that for the case, when θ is close or equal zero, the terms in \( \partial \phi \) and \( \partial \psi \) diverge and lead to numerical instabilities. Since the orientation where θ = 0 is physically not a special case but only related to the special convention of a chosen coordinate system, one can in principle switch the description into another coordinate system when θ approaches zero. This is, however, not very efficient since variables have to be calculated and stored in different coordinate systems at the same time.

An elegant method which avoids these problems is the orientational description in terms of quaternions, \( \mathbf{q} = (q_1, \ldots, q_4) \), originally introduced by Hamilton in order to extend the complex numbers. They are defined by algebraic relations and have the property \( \sum_i q_i^2 = 1 \). Also, they can be expressed in terms of Euler angles

\[
q_1 = \cos \frac{\theta}{2} \cos \frac{\phi + \psi}{2}
\]

\[
q_2 = \sin \frac{\theta}{2} \cos \frac{\phi - \psi}{2}
\]

\[
q_3 = \sin \frac{\theta}{2} \sin \frac{\phi - \psi}{2}
\]

\[
q_4 = \cos \frac{\theta}{2} \sin \frac{\phi + \psi}{2}
\]

so that they can completely describe the orientation of a fixed body in space. The equations of motion for \( \mathbf{q} \) are given by

\[
\frac{\partial \mathbf{q}}{\partial t} = \frac{1}{2} \mathbf{Q} \omega^b
\]
where

\[ Q = \begin{pmatrix} q_1 - q_2 - q_3 - q_4 \\ q_2 - q_1 - q_4 - q_3 \\ q_3 - q_4 - q_1 - q_2 \\ q_4 - q_3 - q_2 - q_1 \end{pmatrix} \] (51)

and

\[ (\omega^b)^T = (0, \omega^b_x, \omega^b_y, \omega^b_z) \] (52)

where the superscript \( b \) denotes that the angular velocities are evaluated in the body fixed frame. From Eq.50 it becomes obvious that the divergence problems have disappeared.

The transformation between a fixed body frame \((\tilde{x})\) and a space fixed description \((x)\) is then provided by \( \tilde{x} = Rx \), where the rotation matrix \( R \) is given by

\[
R = \begin{pmatrix}
q_1^2 + q_2^2 - q_3^2 - q_4^2 & 2(q_2q_3 + q_4q_1) & 2(q_2q_4 - q_1q_3) \\
2(q_2q_3 - q_1q_4) & q_1^2 - q_2^2 + q_3^2 - q_4^2 & 2(q_3q_4 + q_1q_2) \\
2(q_2q_4 + q_1q_3) & 2(q_3q_4 - q_1q_2) & q_1^2 - q_2^2 - q_3^2 + q_4^2
\end{pmatrix} \] (53)

The integration scheme for the rotational part is more involved than it is for its translational counterpart. Since the calculation of angular momenta is most easily done in the fixed body (molecular) frame, where the moment of inertia tensor is diagonal, a transformation from the space fixed (laboratory) frame to the molecular frame is required.

In the following a leap-frog like scheme is described, which uses information of half-step results. In a first step the torque on the molecule is calculated by \( T_i = \sum_\alpha d_\alpha \times F_\alpha \), where \( \alpha \) denotes the molecular sites and \( d_\alpha = R(Q) \tilde{d}_\alpha \) is the vector pointing from the center of mass of the molecule to site \( \alpha \), written in the laboratory frame. Having the torque, the angular momentum \( j \) and the angular velocity \( \omega \) in the molecular frame can be obtained via

\[
\dot{j}_i(t) = \dot{j}_i(t - \delta t/2) + \frac{1}{2} T_i \delta t \] (54)

\[
\omega_i = \tilde{I}^{-1} R^T(Q_i) \dot{j}_i(t) \] (55)

where \( \tilde{I}^{-1} \) is the inverse of the diagonal moment of inertia tensor. A similar step is performed to calculate the quaternions at time \( t + \delta t/2 \)

\[
q_i(t + \delta t/2) = q_i(t) + \frac{\delta t}{2} Q(q_i(t)) \omega_i \] (56)

In the next step the angular momenta are propagated from where the angular velocity can be obtained, in order to complete the integration step

\[
\dot{j}_i(t + \delta t/2) = R^T(Q_i(t + \delta t/2)) \dot{j}_i(t - \delta t/2) + \delta t T_i(t) \] (57)

\[
\omega_i(t + \delta t/2) = \tilde{I}^{-1} \dot{j}_i(t + \delta t/2) \] (58)

\[
q_i(t + \delta t) = q_i(t) + \frac{\delta t}{2} Q_i(t + \delta t/2) \omega_i(t + \delta t/2) \] (59)
Examples for rigid-body algorithms, based on a splitting method, which conserve the symplectic structure and are time reversible can be found in Refs.\textsuperscript{71,72}. The method presented in Ref.\textsuperscript{71} is implemented in the downloadable research program ORIENT.\textsuperscript{73}

### 3.4.2 Constrained Motion

Describing large molecules as rigid bodies is often a poor approximation. Especially, if conformational changes of a molecule are expected, it is not possible to freeze all internal degrees of freedom. However, if one is not interested in the high frequency intramolecular vibrational motions, which require a rather small timestep of integration (and therefore will slow down a simulation considerably), one can fix the bond lengths between neighbored sites and allow for bending and dihedral motions. The control of the bond length can be achieved by introducing Lagrangian multipliers. If the constraints are formulated as holonomic constraints the equations of motion are modified according to

\[
\frac{\partial q_i}{\partial t} = \frac{p_i}{m_i}
\]

\[
\frac{\partial p_i}{\partial t} = -\frac{\partial U(q)}{\partial q_i} + g(q)\lambda
\]

\[
g(q) = 0
\]

The advantage of this method is that the atoms of the molecule may be treated individually with a simple integrator scheme. No transformation from a laboratory to molecular frame has to be performed. Also the integration of angular degrees of freedom and the calculation of torques is not required. Solving for the Lagrange multiplier, generally leads to a diagonalization of an $P \times P$ matrix, where $P$ is the number of constraints. However, since constraints are applied most often only to nearby atoms the matrix is sparse and and fast methods may be applied.\textsuperscript{74} An alternative to this direct method is to fulfill the constraints in an iterative way one by one up to a given precision. First an unconstrained motion of the atoms of a molecule is performed which leads in general to positions which do not satisfy the constraints. The correction of the positions is then achieved via

\[
r_i(t + \delta t) \rightarrow r_i(t + \delta t) + \delta t^2 \sum_{\gamma} F^c_{\gamma} / 2m_i
\]

where $\gamma$ runs over all constraints and the constraint forces are given by

\[
F^c = \frac{\mu}{2\delta t^2} \frac{(d_0^2 - d^2)}{|d_0d|} d_0
\]

where $d_0$ is the constrained bond vector at the start of the integration step and $d$ is the bond vector after the unconstrained integration step, $\mu = m_im_j/(m_i + m_j)$ is the reduced mass of the atom pair $i,j$. For a molecule with multiple constraints, Eq.63 is a first order correction, which can be applied in an iterative way up to a given precision, $|d_0 - d|/|d_0| < 10^{-k}$, where $k$ is the desired precision which is often chosen as $k \geq 4$ in order to conserve energy. This method is used in the algorithms SHAKE,\textsuperscript{75} invented by Ryckaert et al. and in RATTLE\textsuperscript{76} invented by Andersen. The latter one was proven to
be symplectic and time reversible.\textsuperscript{59} Refinements of the SHAKE algorithm were proposed in Ref.\textsuperscript{77} Schemes, where rotations of linked bodies are taken into account by quaternion methods, were proposed in Refs.\textsuperscript{78,79}

4 Simulating in Different Ensembles

In MD simulations it is possible to realize different types of thermodynamic ensembles which are characterized by the control of certain thermodynamic quantities. If one knows how to calculate a thermodynamic quantity, e.g. the temperature or pressure, it is often possible to formulate an algorithm which fixes this property to a desired value. However, it is not always clear whether this algorithm describes the properties of a given thermodynamic ensemble.

One can distinguish four different types of control mechanisms:

\textit{Differential control} : the thermodynamic quantity is fixed to the prescribed value and no fluctuations around an average value occur.

\textit{Proportional control} : the variables, coupled to the thermodynamic property $f$, are corrected in each iteration step through a coupling constant towards the prescribed value of $f$. The coupling constant determines the strength of the fluctuations around $f$.

\textit{Integral control} : the system’s Hamiltonian is extended and variables are introduced which represent the effect of an external system which fix the state to the desired ensemble. The time evolution of these variables is determined by the equations of motion derived from the extended Hamiltonian.

\textit{Stochastic control} : the values of the variables coupled to the thermodynamic property $f$ are propagated according to modified equations of motion, where certain degrees of freedom are additionally modified stochastically in order to give the desired mean value of $f$.

In the following, different statistical ensembles are presented and all methods will be discussed via examples.

4.1 The Microcanonical Ensemble

The microcanonical ensemble (NVE) may be considered as the \textit{natural} ensemble for molecular dynamics simulations (as it is the canonical ensemble (NVT) for Monte Carlo simulations). If no time dependent external forces are considered, the system’s Hamiltonian is constant, implying that the system’s dynamics evolves on a constant energy surface. The corresponding probability density in phase space is therefore given by

$$\rho(q, p) = \delta[H(q, p) - E] \quad (65)$$

In a computer simulation this theoretical condition is generally violated, due to limited accuracy in integrating the equations of motion and due to roundoff errors resulting from a limited precision of number representation. In Ref.\textsuperscript{80} a numerical experiment was performed showing that tiny perturbations of the initial positions of a trajectory are doubled
about every picosecond. This would mean even for double precision arithmetic that after about 50 ps roundoff errors will be dominant.\textsuperscript{59} This is, however, often not a too serious restriction, since most time correlation functions drop to zero on a much shorter time scale. Only for the case where long time correlations are expected one does have to be very careful in generating trajectories.

4.2 The Canonical Ensemble

The simplest extension to the microcanonical ensemble is the canonical one (N,V,T), where the number of particles, the volume and the temperature are fixed to prescribed values. The temperature \( T \) is, in contrast to \( N \) and \( V \), an intensive parameter. The extensive counterpart would be the kinetic energy of the system. In the following, different control mechanisms, introduced in Sec. 4 are described.

4.2.1 The Differential Thermostat

Different methods were proposed to fix the temperature to a fixed value during a simulation without allowing fluctuations of \( T \). The first method was introduced by Woodcock,\textsuperscript{81} where the velocities were scaled according to

\[
p_i \rightarrow \sqrt{T_0/T} p_i,
\]

where \( T_0 \) is the reference temperature and \( T \) the actual temperature, calculated from the velocity of the particles. This method leads to discontinuities in the momentum part of the phase space trajectory due to the rescaling procedure.

An extension of this method implies a constraint of the equations of motion to keep the temperature fixed.\textsuperscript{82-84} The principle of least constraint by Gauss states that a force added to restrict a particle motion on a constraint hypersurface should be normal to the surface in a realistic dynamics. From this principle the equations of motion are derived

\[
\frac{\partial q_i}{\partial t} = p_i
\]

(66)

\[
\frac{\partial p_i}{\partial t} = - \frac{\partial V}{\partial q_i} - \zeta p_i
\]

(67)

where \( \zeta \) is a constraint force term, calculated as

\[
\zeta = - \frac{1}{\sum_{i=1}^{N} m_i} \sum_{i=1}^{N} \frac{p_i^2}{m_i}
\]

(68)

Since the principle of least constraint by Gauss is used, this algorithm is also called \textit{Gaussian thermostat}. It may be shown for this method that the configurational part of the phase space density is of canonical form, i.e.

\[
\rho(q,p) = \delta(T - T_0) e^{-\beta U(q)}
\]

(69)
4.2.2 The Proportional Thermostat

The proportional thermostat tries to correct deviations of the actual temperature $T$ from the prescribed one $T_0$ by multiplying the velocities by a certain factor $\lambda$ in order to move the system dynamics towards one corresponding to $T_0$. The difference with respect to the differential control is that the method allows for fluctuations of the temperature, thereby not fixing it to a constant value. In each integration step it is insured that the $T$ is corrected to a value more close to $T_0$. A thermostat of this type was proposed by Berendsen et al.\(^{85,86}\) who introduced weak coupling methods to an external bath. The weak coupling thermostat was motivated by the minimization of local disturbances of a stochastic thermostat while keeping the global effects unchanged. This leads to a modification of the momenta $p_i \rightarrow \lambda p_i$, where

$$\lambda = \left[1 + \frac{\delta t}{\tau_T} \left( \frac{T_0}{T} - 1 \right) \right]^{1/2}$$ \hspace{2cm} (70)

The constant $\tau_T$, appearing in Eq.70, is a so called coupling time constant which determines the time scale on which the desired temperature is reached. It is easy to show that the proportional thermostat conserves a Maxwell distribution. However, the method cannot be mapped onto a specific thermodynamic ensemble. In Ref.\(^{87}\) the phase space distribution could be shown to be

$$\rho(q, p) = f(p) e^{-\beta(U(q) - \alpha \beta \mu(q)^2/3N)}$$ \hspace{2cm} (71)

where $\alpha \simeq (1 - \delta E/\delta U)$ and $\delta U$, $\delta E$ are the mean fluctuations of the potential and total energy. $f(p)$ is in general an unknown function of the momenta, so that the full density cannot be determined. For $\alpha = 0$, which corresponds in Eq.70 to $\tau_T = \delta t$, the fluctuations in the kinetic energy vanish and Eq.71 reduces to Eq.69, i.e. it represents the canonical distribution. The other extreme of $\tau_T \rightarrow \infty$ corresponds to an isolated system and the energy should be conserved, i.e. $\delta E = \delta K + \delta U = 0$ and $\alpha = 1$. In this case, Eq.71 corresponds to the microcanonical distribution.\(^{87}\) Eq.71 may therefore be understood as an interpolation between the canonical and the microcanonical ensemble.

4.2.3 The Stochastic Thermostat

In the case of a stochastic thermostat, all or a subset of the degrees of freedom of the system are subject to collisions with virtual particles. This method can be motivated by a Langevin stochastic differential equation which describes the motion of a particle due to the thermal agitation of a heat bath

$$\frac{\partial p_i}{\partial t} = -\frac{\partial U}{\partial q_i} - \gamma p_i + F^+$$ \hspace{2cm} (72)

where $\gamma$ is a friction constant and $F^+$ a Gaussian random force. The amplitude of $F^+$ is determined by the second fluctuation dissipation theorem

$$\langle F^+_i(t_1) F^+_j(t_2) \rangle = 2\gamma k_B T \delta_{ij} \delta(t_1 - t_2)$$ \hspace{2cm} (73)

A larger value for $\gamma$ will increase thermal fluctuations, while $\gamma = 0$ reduces to the microcanonicle ensemble. This method was applied to molecular dynamics in Ref.\(^{88}\) A more
direct way was followed in Refs. 89, 90 where particles collide occasionally with virtual particles from a Maxwell distribution corresponding to a temperature $T_0$ and after collisions lose their memory completely, i.e. the motion is totally randomized and the momenta become discontinuous. In order not to disturb the phase space trajectory too much, the collision frequency has to be chosen not too high. Since a large collision frequency will lead to a strong loss of the particle’s memory, it will lead to a fast decay of dynamic correlation functions. 91 The characteristic decay time of correlation functions should therefore be a measure for the collision time. It was proved for the stochastic thermostat 89 that it leads to a canonical distribution function.

A slightly different method which is able to control the coupling to an external bath was suggested in Refs. 92, 93. In this approach the memory of the particle is not completely destroyed but the new momenta are chosen to be

$$ p_{i,n} = \sqrt{1 - \alpha^2} p_{i,o} + \alpha p_r $$

(74)

where $p_r$ is chosen a momentum, drawn from a Maxwell distribution corresponding to $T_0$.

Similar to the proportional thermostat, the parameter $\alpha$ may be tuned to give distributions ranging from the microcanonical to the canonical ensemble.

### 4.2.4 The Integral Thermostat

The integral method is also often called extended system method as it introduces additional degrees of freedom into the system’s Hamiltonian for which equations of motion can be derived. They are integrated in line with the equations for the spatial coordinates and momenta. The idea of the method invented by Nosé 94, 95 is to reduce the effect of an external system acting as heat reservoir to keep the temperature of the system constant, to one additional degree of freedom. The thermal interactions between a heat reservoir and the system result in a change of the kinetic energy, i.e. the velocity of the particles in the system. Formally it may therefore be expressed as a scaling of the velocities. Nosé introduced two sets of variables: real and so called virtual ones. The virtual variables are consistently directed from a Sundman transformation 96 $\frac{d\tau}{dl} = s$, where $\tau$ is a virtual time and $s$ is a resulting scaling factor, which is treated as dynamical variable. The transformation from virtual to real variables is then performed as

$$ p_i = \pi_i s \quad , \quad q_i = \rho_i $$

(75)

The introduction of the effective mass, $M_s$, connects also a momentum to the additional degree of freedom, $\pi_s$. The resulting Hamiltonian, expressed in virtual coordinates reads

$$ \mathcal{H}^* = \sum_{i=1}^{N} \frac{\pi_i^2}{2m_i s^2} + U(\rho) + \frac{\pi_s^2}{2M_s} + g k_B T \ln s $$

(76)

where $g = 3N + 1$ is the number of degrees of freedom (system of $N$ free particles). The Hamiltonian in Eq.76 was shown to lead to a probability density in phase space, corresponding to the canonical ensemble.
The equations of motion drawn from this Hamiltonian are

\[ \frac{\partial \mathbf{p}_i}{\partial \tau} = \frac{\pi_i}{s^2} \]  
(77)

\[ \frac{\partial \pi_i}{\partial \tau} = -\frac{\partial U(\mathbf{r})}{\partial \mathbf{p}_i} \]  
(78)

\[ \frac{\partial s}{\partial \tau} = \frac{\pi_s}{M_s} \]  
(79)

\[ \frac{\partial \pi_s}{\partial \tau} = \frac{1}{s^3} \sum_{i=1}^{N} \frac{\pi_i^2}{m_i} - \frac{gk_BT}{s} \]  
(80)

If one transforms these equations back into real variables, it is found\textsuperscript{97} that they can be simplified by introducing the new variable \( \zeta = \partial s/\partial t = sp_s/M_s \) (\( p_s \) is real momentum connected to the heat bath)

\[ \frac{\partial \mathbf{q}_i}{\partial t} = \frac{\mathbf{p}_i}{m_i} \]  
(81)

\[ \frac{\partial \mathbf{p}_i}{\partial t} = -\frac{\partial U(\mathbf{q})}{\partial \mathbf{q}_i} - \zeta \mathbf{p}_i \]  
(82)

\[ \frac{\partial \ln s}{\partial t} = \zeta \]  
(83)

\[ \frac{\partial \zeta}{\partial t} = \frac{1}{M_s} \left( \sum_{i=1}^{N} \frac{\mathbf{p}_i^2}{m_i} - gk_BT \right) \]  
(84)

These equations describe the so called Nosé-Hoover thermostat.

### 4.3 The Constant-Pressure Constant-Enthalpy Ensemble

In order to control the pressure in an MD simulation cell, it is necessary to allow for volume variations. A simple picture for a constant pressure system is a box the walls of which are coupled to a piston which controls the pressure. In contrast to the case where the temperature is controlled, no coupling to the dynamics of the particles (timescales) is performed but the length scales of the system will be modified. In the following, different algorithms are described for a constant pressure ensemble. The conserved quantity will not be the system’s energy, since there will be an energy transfer to or from the \textit{external} system (piston etc.), but the enthalpy \( H \) will be constant. In line with the constant temperature methods there are also differential, proportional, integral and stochastic methods to achieve a constant pressure situation in simulations. The differential method, however, is not discussed here, since there are problems with that method related to the \textit{correct initial} pressure\textsuperscript{98,99}

A scheme for the calculation of the pressure in MD simulations for various model systems is given in the appendix.
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4.3.1 The Proportional Barostat

The proportional barostat in Sec. 4.2.2 was introduced as an extension for the equation of the momentum, since it couples to the kinetics of the particles. Since the barostat acts on a volume change, which may be expressed in a scaling of particles’ positions, a phenomenological extension for the equation of motion of the coordinates may be formulated

\[ \frac{\partial q_i}{\partial t} = \frac{p_i}{m_i} + \alpha q_i \]  

while a change in volume is postulated as

\[ \dot{V} = 3\alpha V \]  

A change in pressure is related to the isothermal compressibility \( \kappa_T \)

\[ \dot{P} = -\frac{1}{\kappa_T V} \frac{\partial V}{\partial t} = -\frac{3\alpha}{\kappa_T} \]  

which is approximated as

\[ \frac{(P_0 - P)}{\tau_P} = \frac{3\alpha}{\kappa_T} \]  

and therefore Eq.85 can be written as

\[ \frac{\partial q_i}{\partial t} = \frac{p_i}{m_i} - \frac{\kappa_T}{3\tau_P}(P_0 - P) \]  

which corresponds to a scaling of the boxlength and coordinates \( \mathbf{q} \rightarrow s\mathbf{q} \) and \( L \rightarrow sL \), where

\[ s = 1 - \frac{\kappa_T \delta t}{3\tau_P}(P_0 - P) \]  

The time constant \( \tau_P \) was introduced into Eq.88 as a characteristic timescale on which the system pressure will approach the desired pressure \( P_0 \). It also controls the strength of the coupling to the barostat and therefore the strength of the volume/pressure fluctuations. If the isothermal compressibility, \( \kappa_T \), is not known for the system, the constant \( \tau_P = \tau_P'/\kappa_T \) may be considered as a phenomenological coupling time which can be adjusted to the system under consideration. As for the proportional thermostat, a drawback for this method is that the statistical ensemble is not known. In analog to the thermostat, it may be assumed to interpolate between the microcanonical and the constant-pressure/constant-enthalpy ensemble, depending on the coupling constant \( \tau_P \).

4.3.2 The Integral Barostat

In line with the integral thermostat one can introduce a new degree freedom into the systems Hamiltonian which controls volume fluctuations. This method was first proposed by Andersen. The idea is to include the volume as an additional degree of freedom and to write the Hamiltonian in a scaled form, where lengths are expressed in units of the boxlength \( L = V^{1/3} \), i.e. \( q_i = L \rho_i \) and \( p_i = L \pi_i \). Since \( L \) is also a dynamical
quantity, the momentum is not related to the simple time derivative of the coordinates but \( \partial_t q_i = L \partial_t \rho_i + \rho_i \partial_t L \). The extended system Hamiltonian is then written as

\[
\mathcal{H}^e = \frac{1}{V^{2/3}} \sum_{i=1}^{N} \frac{\pi_i}{2m_i} + U(V^{1/3} \rho) + P_{ex} V + \frac{\pi_V^2}{2M_V} \tag{91}
\]

where \( P_{ex} \) is the prescribed external pressure and \( \pi_V \) and \( M_V \) are a momentum and a mass associated with the fluctuations of the volume.

The equations of motion which are derived from this Hamiltonian are

\[
\frac{\partial \rho_i}{\partial t} = \frac{1}{V^{2/3}} \frac{\pi_i}{m_i} \tag{92}
\]

\[
\frac{\partial \pi_i}{\partial t} = \frac{\partial U(V^{1/3} \rho)}{\partial \rho_i} \tag{93}
\]

\[
\frac{\partial V}{\partial t} = \frac{\pi_V}{M_V} \tag{94}
\]

\[
\frac{\partial \pi_V}{\partial t} = \frac{1}{3V} \left( \frac{1}{V^{2/3}} \sum_{i=1}^{N} \frac{\pi_i}{m_i} - V^{1/3} \rho_i \frac{\partial U(q)}{\partial q_i} \right) \tag{95}
\]

A transformation to real variables then gives

\[
\frac{\partial q_i}{\partial t} = \frac{p_i}{m_i} + \frac{1}{3V} \frac{\partial V}{\partial t} q_i \tag{96}
\]

\[
\frac{\partial p_i}{\partial t} = -\frac{\partial U(q)}{\partial q_i} - \frac{1}{3V} \frac{\partial V}{\partial t} p_i \tag{97}
\]

\[
\frac{\partial V}{\partial t} = \frac{p_V}{M_V} \tag{98}
\]

\[
\frac{\partial p_V}{\partial t} = \frac{1}{3V} \left( \sum_{i=1}^{N} \frac{p_i}{m_i} - q_i \frac{\partial U(q)}{\partial q_i} \right) - P_{ex} \tag{99}
\]

In the last equation the term in brackets corresponds to the pressure, calculated from the virial theorem (cf. Appendix A). The associated volume force, introducing fluctuations of the box volume is therefore controlled by the internal pressure, originating from the particle dynamics and the external pressure, \( P_{ex} \).

5 Parallel Molecular Dynamics

With the advent of massively parallel computers, where thousands of processors may work on a single task, it has become possible to increase the size of the numerical problems considerably. As has been already mentioned in Sec.1 it is in principle possible to treat
multi-billion particle systems. However, the whole success of parallel computing strongly depends both on the underlying problem to be solved and the optimization of the computer program. The former point is related to a principle problem which is manifested in the so called Amdahl’s law. If a problem has inherently certain parts which can be solved only in serial, this will give an upper limit for the parallelization which is possible. The speedup \( \sigma \), which is a measure for the gain of using multiple processors with respect to a single one, is therefore bound

\[
\sigma = \frac{N_p}{w_p + N_p w_s} \quad \text{(100)}
\]

Here, \( N_p \) is the number of processors, \( w_p \) and \( w_s \) is the amount of work, which can be executed in parallel and in serial, i.e. \( w_p + w_s = 1 \). From Eq.100 it is obvious that the maximum efficiency is obtained when the problem is completely parallelizable, i.e. \( w_p = 1 \) which gives an \( N_p \) times faster execution of the program. In the other extreme, when \( w_s = 1 \) there is no gain in program execution at all and \( \sigma = 1 \), independent of \( N_p \). In Fig.5 this limitation is illustrated for several cases, where the relative amount for the serial work was modified. If the parallel work is 50%, the maximum speedup is bound to \( \sigma = 2 \).

If one aims to execute a program on a real massively parallel computer with hundreds or thousands of processors, the problem at hand must be inherently parallel for 99.99...%. Therefore, not only big parallel computers guarantee a fast execution of programs, but the problem itself has to be chosen properly.

Concerning MD programs there are only a few parts which have to be analysed for parallelization. As was shown, an MD program consists essentially of the force routine, which
costs usually more than 90% of the execution time. If one uses neighbor lists, these may be also rather expensive while reducing the time for the force evaluation. Other important tasks are the integration of motion, the parameter setup at the beginning of the simulation and the file input/output (I/O). In the next chapter it will be shown how to parallelize the force routine. The integrator may be naturally parallelized, since the loop over \( N \) particles may be subdivided and performed on different processors. The parameter setup has either to be done in serial so that every processor has information about relevant system parameters, or it may be done in parallel and information is distributed from every processor via a broadcast. The file I/O is a more complicated problem. The message passing interface MPI I does not offer a parallel I/O operation. In this case, if every node writes some information to the same file there is, depending on the configuration of the system, often only one node for I/O, to which internally the data are sent from the other nodes. The same applies for reading data. Since on this node the data from/for the nodes are written/read sequentially, this is a serial process which limits the speedup of the execution. The new MPI II standard offers parallel read/write operations, which lead to a considerable efficiency gain with respect to MPI. However, the efficiency obtained depend strongly on the implementation on different architectures.

Another serious point is the implementation into the computer code. A problem which is inherently 100% parallel will not be solved with maximum speed if the program is not 100% mapped onto this problem. Implementation details for parallel algorithms will be discussed in the following sections. Independent of the implementation of the code, Eq. 100 gives only an upper theoretical limit which will only be reached in very rare cases. For most problems it is necessary to communicate data from one processor to another or even to all other processors in order to take into account data dependencies. This implies an overhead which depends on the latency and the bandwidth of the interprocessor network. This strongly depends on the hardware implementation, as is shown in Table 1.

It is shown that the latency time (time which is used to initialize a communication) differs by a factor of about 50, while bandwidths differ by a factor of about 35. The effect of the data exchange will be included into Amdahl’s law later on and more realistic speed up curves will be obtained.

### 5.1 Particle Decomposition

In order to share the work between \( N_p \) processors one can distribute \( N \) particles in the beginning of the simulation homogenously onto the processors. If a particle is assigned

<table>
<thead>
<tr>
<th>Machine</th>
<th>CPU</th>
<th>Network</th>
<th>Latency</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRAY T3E-1200 (ZAM Jülich)</td>
<td>DEC 21164 (600 MHz)</td>
<td>CRAY T3E interconnect</td>
<td>( \approx 8\mu s ) (2( \mu s ))</td>
<td>( \approx 350 \text{ MB/s} )</td>
</tr>
<tr>
<td>ZAMpano (ZAM Jülich)</td>
<td>Intel Pentium III Xeon (550 MHz)</td>
<td>Myrinet</td>
<td>( \approx 80\mu s ) (15( \mu s ))</td>
<td>( \approx 65 \text{ MB/s} )</td>
</tr>
<tr>
<td>MPCB (CNRS Orléans)</td>
<td>Intel Pentium III (550 MHz)</td>
<td>Fast Eathernet</td>
<td>( \approx 470\mu s )</td>
<td>( \approx 10 \text{ MB/s} )</td>
</tr>
</tbody>
</table>

Table 1. Interprocessor communication networks for a massively parallel machine (CRAY T3E-1200) with 512 processors and two Linux based PC clusters with 32 (Zampano) and 40 (MPCB) processors.
permanently to a certain processor, the method is called particle decomposition (PD). If particles are distributed in the beginning of the simulation according to their spatial arrangement, topologically neighbored processors will contain neighbored particles in space. This remains almost true if the system is very viscous or it is a solid. However, in the case of liquids or gases, the particles will mix after a short time due to diffusive motions and neighbored processors may store data of particles which are spatially far apart from each other and vice versa. In order to calculate the interparticle forces, a global communication between processors is necessary.

5.1.1 Replicated Data Algorithm

The simplest way to parallelize a serial program or to write a new parallel code is the so called replicated data algorithm. Every node stores the coordinates of all \( N \) particles in the system. However, in contrast to a serial program, each processor computes the forces only of a certain subset of particles \( N/N_p \), the so called local particles, i.e. the number of loop iterations is \( N^2/N_p \). Having computed the forces on the local particles, the integration step is performed and the positions and velocities are updated. The next step consists in broadcasting the new positions to the other \( N_p - 1 \) processors. This involves a global communication which can either be implemented in a loop over all processors or can be realized by optimized library operations, e.g. MPI_AllToAll, which sends a subarray to all other processors, where it is sorted into the whole array, and receives subarrays from all other processors which are sorted into the local whole array. A straightforward implementation of this algorithm thus requires \( N_p - 1 \) send/receive operations.

A more efficient way makes use of a tree-like communication pattern, which needs only \( \log_2(N_p) \) send/receive operations. This algorithm was proposed by Fox et al. Assuming a linear processor topology with periodic boundary conditions this algorithm works as follows: in a first step all processors receive the particle coordinates from their neighbored processor to their right. Each processor element (PE) now stores the updated coordinates from 2 PEs. In the next step the updated coordinates are received from the second PE to the right, i.e. in this step the information of already four PEs is obtained. One proceeds in step \( n \) to receive the coordinate vector from the \( 2^{(n-1)} \)th neighbor to the right and to send the vector from the local PE to the \( 2^{(n-1)} \)th neighbor node to the left. For the case of 128 PEs the whole communication is finished after 7 steps instead of 127 steps in the case of an all-to-all communication scheme. Note, however, that the total amount of data which has to be sent is unaffected by the algorithm. Minimized is only the latency time of the send/receive operations. Furthermore, for the tree-like communication one has to introduce an temporary array which stores the incoming/outgoing data from/to neighbored PEs which have to sorted into the global coordinate vector.

The scheme described up to now does not take into account the principle of action and counteraction (Newton’s 3rd law). Implemented in an optimal way, this may speed up a computation by nearly a factor of two. An easy way to account for this symmetry relation is to divide the matrix of particle interactions from PE \( p_i \) and PE \( p_j \) (\( p_i \neq p_j \)) into a checkerboard scheme. Now, interactions are calculated on \( p_i \) when the coordinate index of the particles obey the property \( i > j \) and \( i + j \) is an even number. On the other hand, interactions on \( p_j \) are taken into account when \( i < j \) and \( i + j \) is an odd number. In a next step the locally computed forces have to be sent to the \( N_p - 1 \) processors and Newton’s
3rd law can be applied. This scheme implies two global communications with coordinates and forces. It has to be checked which method is more preferential. If communication is of minor importance, i.e. in the case of fast network, the 2nd variant will be faster.

5.1.2 Distributed Data Algorithm - Systolic Loop

The replicated data algorithm is easy and fast to implement. However, the disadvantage is the storage of a large coordinate vector. This may become difficult when very large numbers of particles are to be simulated and/or the computer memory is small.

Distributed data algorithms are then favorable. One type of this strategy is the systolic loop algorithm. In this algorithm a local PE stores only the coordinates, velocities and forces of the local particles.

Forces on the local PE are calculated in the usual way in a \(N_L(N_L-1)/2\)-loop, where \(N_L\) is the number of local particles. The communication between the PEs are organized in the following way. The processor indices are extended periodically, i.e. \(PE_i = PE_{i+kP}\), where \(i = 1, \ldots, P\) is the index of the processor. Coordinates are sent from \(PE_{i} \) to \(PE_{i} \), with \(i < j\), where the forces between the particles are calculated explicitly. The coordinates are stored in a temporary array of length \(3N_L\). Applying the principle of action/counteraction the calculated force vectors are to be sent from \(PE_{i} \) to \(PE_{j} \). The total force evaluation on a tagged particle is completed after \((N_p-1)/2\) send/receive operations of the coordinates in the first step and \((N_p-1)/2\) send/receive operations of the forces in the second step.

The algorithm exhibits a special feature when \(N_p\) is an even number. In that case half of the processors do not work in the last loop over processors, since redundant information would be communicated\(^6\). This implies a nonlinear scaling of the algorithm with increasing number of PEs, e.g. from \(P = 1\) to \(P = 2\) the maximum speed-up is \(4/3\). Only for large numbers of PEs, the effect is reduced and the speed-up approaches a linear behavior. This effect may be avoided if one refers to the procedure discussed before (cf. Sec.5.1.1). In the last step of the loop over processors the send operations of coordinates are \(p_1 \rightarrow p_{N_p/2-1} \rightarrow \cdots \rightarrow p_{N_p/2} \rightarrow p_{N_p}\). In addition one communicates now coordinates also from \(p_{N_p/2-1} \rightarrow p_1 \rightarrow \cdots \rightarrow p_{N_p} \rightarrow p_{N_p/2}\). In the following the force matrix is subdivided and its elements are only calculated explicitly if the particle index pair \(i > j\) and the sum \(i + j\) is even or if \(i < j\) and the sum \(i + j\) is odd. In the next step the force vector elements are send from \(PE_{i} \) to \(PE_{j} \) so that Newton’s third law may be applied.

5.1.3 An Intermediate Algorithm - Hypersystolic Loop

In the case of the systolic loop algorithm, coordinates and forces are sent from one PE to the next and are stored only temporarily. On the other hand, if these coordinates would be stored on each PE, the information to calculate all forces in the system would be distributed in less than \(N_p - 1\) send operations. This is illustrated in Table 2 for the case of 6 and 8 processors. In the case of 6 PEs the cycle is finished after 2 communication steps. As is seen, the interactions \(p_1 \rightarrow p_2\) and \(p_1 \rightarrow p_4\) are calculated on \(PE_1\), \(p_1 \rightarrow p_4\) is calculated

\(^6\)In the last communication step PE \(N_p\) sends data to PE \(N_p/2\) where forces are calculated and send back to PE \(N_p\) using the principle of action/counteraction. If PE \(N_p/2\) would also send its coordinates to PE \(N_p\) and would receive the forces back from the same PE this results in a double calculation of forces leading to a wrong result.
Table 2. Hypersystolic matrices for the cases of 6 and 8 processors. Bold numbers indicate the location of coordinates, which are used to calculate interactions with particles on processor 1.

5.2 Force Decomposition

Another parallelization strategy aims to distribute the $N \times N$ force matrix onto the $N_p$ processors. Two different implementations will be explained in the following.

5.2.1 Data Replicated Algorithm

This algorithm is closely related to the one discussed in Sec. 5.1.1. Particles are distributed uniformly on the processors and each PE stores the whole information of the $N$ particles. The algorithm aims to use Newton’s 3rd law, i.e. the calculation of the force matrix is reduced to the upper triangular matrix $M^u$, and to distribute the work homogenously, i.e. each PE should have the same number of force loop iterations. This is achieved in the following way. Each PE is assigned a fixed number of rows of $M^u$ having the same area $A$ on each PE. The total number of force iterations on each PE is given by

$$A(L_k) = \left( N - \sum_{j=1}^{k-1} L_j - \frac{L_k + 1}{2} \right)$$

(101)

with $k \in [1, N_p]$ and $L_k$ being the number of rows in $M^u$ being assigned to PE $p_k$, i.e. $\sum_{k=1}^{N_p} L_k = N$. As is required for an equal workload, all areas $A(L_k)$ should be equal. This leads to

$$L_k = \frac{1}{2} \left( Q_k - \sqrt{Q_k^2 - \frac{4N(N-1)}{N_p}} \right)$$

(102)

$^d$The notation $p_i \rightarrow p_j$ means thereby the interaction between particles on processor $p_i$ with those on processor $p_j$. 
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where
\[ Q_k = 2N - 1 - 2 \sum_{j=1}^{k-1} L_j \]  \hspace{1cm} (103)

This subdivision of forces guarantees equal lengths of force loops on each PE. In order to get the complete force on every particle, a global reduction of the force vector has to be done, which can, in analogy to Sec. 5.1.1, also be performed in a tree-like structure, requiring \(\log_2(N_p)\) steps. In order to save a global reduction of positions, the propagation of positions and velocities from step \(n\) to \(n+1\) is done for all particles on every PE.

5.2.2 Low-Communication Version

Another type of decomposition of the force matrix requires a quadratic number of processors \(N_p = n^2\), which are arranged in a \(\sqrt{N_p} \times \sqrt{N_p}\) matrix \(P_{ij}\).105 The particle distribution on the processors is performed according to the following rule (cf. Fig.6)

\[
I_{ij} = \begin{cases} 
\left[ \frac{N_p}{N_p} (j - \frac{1}{2}) + 1; \frac{N_p}{N_p} j \right] & : i < j \\
\left[ \frac{N_p}{N_p} (i - 1) + 1; \frac{N_p}{N_p} i \right] & : i = j \\
\left[ \frac{N_p}{N_p} (i - 1) + 1; \frac{N_p}{N_p} (i - \frac{1}{2}) \right] & : i > j 
\end{cases} \quad (104)
\]

where \(I_{ij}\) denotes the interval of particle indices, stored on processor \(P_{ij}\). Calculation of particle interactions is then performed on each local processor without exchange of particle coordinates with other PEs. In the following the symmetry of the transpose matrix is used and forces are exchanged between processor \(P_{ij}\) and \(P_{ji}\) (\(i \neq j\)). Now, in every row \(i\) of the matrix is the whole information for the forces which is necessary for of the diagonal element \(P_{ii}\). Consequently a reduction step is performed in the following to sum up the forces row wise on the diagonal elements of the matrix. In a next the particle coordinates and velocities are propagated only on the processors belonging to the diagonal elements of \(P_{ii}\). In a last step, the updated positions are distributed according to Eq. 104. This scheme is less communication intensive as the algorithm discussed in Sec.5.2.1, since it requires only the row and column wise replication of data \((2(\sqrt{N_p} - 1)\) operations).

![Communication pattern between 16 processors for the case of 16 particles (indicated numbers).](image)

\[ \text{Figure 6. Communication pattern between 16 processors for the case of 16 particles (indicated numbers).} \]
the transpose exchange (one communication operation for every non-diagonal PE) and the force reduction ($\sqrt[\log_d(N_p)]{N_p} - 1$ operations). This reduction in communication is, however, achieved by a very much more complicated implementation and a less balanced workload, since not all processors have to calculate the same number of pair forces (cf. Fig.6).

5.3 Domain Decomposition

The principle of spatial decomposition methods is to assign geometrical domains to different processors. This implies that particles are no longer bound to a certain processor but will be transferred from one PE to another, according to their spatial position. This algorithm is especially designed for systems with short range interactions or to any other algorithm where a certain cut-off in space may be applied. Since neighbored processors contain all relevant data needed to compute forces on particles located on a given PE, this algorithm avoids the problem of global communications. Given that the range of interaction between particles is a cut-off radius of size $R_c$, the size, $D$ of the domains is preferentially chosen to be $D > R_c$, so that only the $3^d - 1$ neighbored processors have to communicate data ($d$ is the dimension of the problem). Whether this can be fulfilled depends on the interplay between size of the system and the numbers of processors. If a small system is treated with a large number of processors, the domains will be small and $D < R_c$. In this case not only the next but also the second or even higher order neighbor PEs have to send their coordinates to a given PE. For simplicity we assume here $D > R_c$.

The algorithm then works as follows. Particles are distributed in the beginning of the simulation to a geometrical region. The domains are constructed to have a rather homogeneous distribution of particles on each processor, e.g. for homogeneous bulk liquids the domains can be chosen as equally sized cuboids which fill the simulation box. In order to calculate forces between particles on different processors, coordinates of the so called boundary particles (those which are located in the outer region of size $R_b \geq R_c$ of the domains) have to be exchanged. Two types of lists are constructed for this purpose. The one contains all particle indices, which have left the local domain and which have consequently to be transferred to the neighbor PE. The other one contains all particle indices, which lie in the outer region of size $R_b$ of a domain. The first list is used to update the particles’ address, i.e. all information like positions, velocities, forces etc. are sent to the neighbor PE and are erased in the old domain. The second list is used to send temporarily position coordinates which are only needed for the force computation. The calculation of forces then operates in two steps. First, the forces due to local particles are computed using Newton’s 3rd law. In a next step, forces due to the boundary particles are calculated. The latter forces are thus calculated twice: on the local PE and the neighbor PE. This extra computation has the advantage that there is no communication step for forces. A more elaborate scheme has nevertheless been proposed which includes also Newton’s 3rd law for the boundary particles and thus the communication of forces. Having finished the evaluation of forces, the new positions and velocities are evaluated only for local particles.

A naive method would require $3^d - 1$ send/receive operations. However, this may be reduced to $2\log_d(3^d - 1)$ operations with a similar tree-like method, as described in Sec.5.1.1. The method is described here for the case of $d = 2$. It may be generalized rather easily. The 4 processors, located directly at the edges of a given one are labeled as
left/right and up/down. Then in a first step, information is sent/received to/from the left and the right PE, i.e. each processor now stores the coordinates of three PEs (including local information). The next step proceeds in sending/receiving the data to the up and down PEs. This step finishes already the whole communication process.

The updating process is not necessarily done in each time step. If the width of the boundary region is chosen as \( R_b = R_e + \delta r \), it is possible to trigger the update automatically via the criterion \( \max |x(t_0 + t) - x(t_0)| \leq 3r \), which is the maximum change in distance of any particle in the system, measured from the last update.

A special feature of this algorithm is the fact that it shows a theoretical superlinear speed-up if Verlet neighbor lists are used. The construction of the Verlet list requires \( N'(N' - 1)/2 + N'\delta N \) operations, where \( \delta N \) is the number of boundary particles and \( N' \) is the number of particles on a PE. If the number of PEs is increased as twice as large, there are \( N'/2 \) particles on each processor which therefore requires \( N'/2(N'/2 - 1)/2 + N'/2\delta N \) operations. If \( N' \gg \delta N \) and \( N'^2 \gg N' \) one gets a speed-up factor of \( \approx 4! \).

### 5.4 Performance Estimations

In order to estimate the performance of the different algorithms on a theoretical basis it is useful to extend the ideal Amdahl’s law to a more realistic case. The ideal law only takes into account the degree of parallel work. From that point of view all parallel algorithms for a given problem should work in the same way. However the communication between the processors is also a limiting factor in parallel applications and so it is natural to extend Amdahl’s law in the following way

\[
\sigma = \frac{1}{w_p/N_p + w_n + c(N_p)}
\]

where \( c(N_p) \) is a function of the number of processors which will characterize the different parallel algorithms. The function will contain both communication work, which depends on the bandwidth of the network and the effect of the latency time, i.e. how fast the network responds to the communication instruction. The function \( c(N_p) \) expresses the relative portion of communication with respect to computation. Therefore it will depend in general also on the number of particles which are simulated.
In the following an analysis for three different types of parallel algorithms is presented. It is always assumed that the work is strictly parallel, i.e. \( w_p = 1 \).

### 5.4.1 All-to-All Communication

An example for the all-to-all communication was given with the systolic loop algorithm. Every processor sends to all other \( N_p - 1 \) PE's. The amount of data which is sent reduces with increasing \( N_p \), since only the data stored on every PE are sent. The work for communication may therefore be expressed as

\[
e(N_p) = (N_p - 1) \left( \lambda + \frac{\chi}{N_p} \right)
\]  

In Fig. 8a the speedup, calculated on basis of Eq. 106, is shown for some values of \( \lambda \) and \( \chi \). It is found that the slope of the speedup may become negative! Since the latency time \( \lambda \) is in general a small number, the third term in the denominator is small compared with the first. Therefore the speedup curve for small \( N_p \) is nearly linear. However, since for larger \( N_p \), the first term in \( e_p \) grows nearly linear with \( N_p \), it becomes dominant for the behavior of \( \sigma \). An interesting observation is that the behavior for large \( N_p \) is mainly dominated by the latency time than the amount of data which is sent. With an increase of \( N_p \) the number of particles which is stored on each PE is reduced and consequently the ratio of computation to communication becomes smaller and smaller. For very few data on each PE, it resembles somebody who wants to give a telephone call but after every spoken word he has to dial again. One can imagine that even with modern telephones the time for finishing a message becomes longer and longer.

### 5.4.2 Tree-Like Communication

A parallel algorithm which uses a tree-like structure to distribute the data was discussed for the force-decomposition algorithm. In this case the number of message passing calls reduces to \( \log_2(N_p) \) whereas the amount of data to be send to the next PE is doubled in each communication step. The expression for \( e_p \) may therefore be written as

\[
e(N_p) = \log_2(N_p)\lambda + \sum_{n=1}^{\log_2(N_p)} \frac{2^{\sigma(n-1)}\chi}{N_p}
\]

In Fig. 8b the speedup behavior is shown. It is found that it is decreased with respect to the ideal behavior. Due to the slow logarithmic increase of the latency time part no decreasing behavior of \( \sigma \) is observed. For the unrealistic case where the communication part is neglected, the speedup is rather close to the ideal line. A considerable deviation is only found for \( N_p > 500 \). The result for this algorithm is therefore that it is communication limited rather than latency time limited.

### 5.4.3 Local Communication

The spatial decomposition algorithm is an example for the case of local communication. As was described in Sec. 5.3, only six communication steps are required to distribute the
Figure 8. Estimations of realistic speedup curves if one includes the latency time and bandwidth of the processor interconnect. It is assumed that the problem can be parallelized for 100%. Different parameter values are compared for the latency time $\lambda$ and bandwidth $\chi$ for the all-to-all communication (top), a tree like communication (middle) and local nearest neighbor communications (bottom). The ideal curve neglects communication completely.
data to neighbored PEs. Therefore the latency time part is constant whereas the amount of
data to be sent and consequently the communication part is decreased with larger $N_p$. The
communication function reads therefore

\[ c(N_p) = f(N_p) \left( \lambda + \frac{\chi}{N_p^{2/3}} \right), \quad f(N_p) = \begin{cases} 
0 & N_p = 1 \\
2 & N_p = 2 \\
4 & N_p = 4 \\
6 & N_p \leq 8 
\end{cases} \quad (108) \]

Here the function $f(N_p)$ was introduced to cover also the cases for small numbers of PEs,
where a data exchange is not necessary in each spatial direction. As seen from Fig.8c the
speedup curves are nearly linear with a slightly smaller slope than unity. However, for very
large numbers of PEs the curves will also flatten. Nevertheless, the local communication
model provides the best speedup behavior from all parallel algorithms and seems to be best
suited for large parallel architectures.

5.4.4 Final Remark

Note that the local communication model in its present form is only valid for short range
interaction potentials. If the potential is longer ranged than one spatial domain, the function $f(N_p)$
has to be modified. For long range interactions, all-to-all communications are
generally required. In that case the tree-method may be mostly preferred.

This theoretical analysis demonstrates the importance of a fast interconnect between
processors for the case of molecular dynamics simulations. Not included in the communi-
cation function $c(N_p)$ is the bandwidth function of the network. This, however, will only
slightly change Figs.8a-c.

Appendix

A Calculating the Pressure

As is well known from thermodynamics the pressure may be calculated via the virial theo-
rem. However, there are problems in deriving the expression for the pressure when working
in periodic boundary conditions, due to the missing walls on which the pressure acts.
The usual derivation of the virial theorem where a gas or a liquid is bound in a certain vol-
ume, fails in this case. However, using a ficticious surface, where particles may cross over,
it is possible to obtain a similar expression for the pressure in periodic boundary conditions
(PBC) as in finite volumes, which reads

\[ P = \frac{2}{3V} \left\langle \sum_{i=1}^{N} \frac{1}{2} m_i v_i^2 \right\rangle - \left\langle \frac{\partial U}{\partial r_{ij}} \right\rangle \]

\[ = \frac{NkT}{V} + \frac{1}{3V} \left\langle \sum_{\alpha} \sum_{i,j} F(r_{ij} - \alpha L)(r_{ij} - \alpha L) \right\rangle \]

where $L$ is the length of the simulation box and the parameter $\alpha$ accounts for the periodic
images. If the range of interaction between particles is smaller than $L/2$, this translation
corresponds to the so called minimum image convention.
A different derivation of the pressure, which is rather convenient for the case of molecular systems, starts from the thermodynamic definition

\[ P = -\left( \frac{\partial A}{\partial V} \right)_T \]  

where \( A \) is the Helmholtz free energy of the system, which can be expanded to give

\[ P = \frac{1}{\beta Q} \frac{\partial Q}{\partial V} \]  

where \( Q \) is the partition function

\[ Q(V, T) = \frac{1}{N! \hbar^{3N}} \int d\mathbf{r} \, d\mathbf{p} \, e^{-\beta \mathcal{H}(\mathbf{r}, \mathbf{p})} \]  

and \( \mathcal{H} \) is the system’s Hamiltonian. In order to introduce the volume as an independent parameter, the following change in variables is performed

\[ \mathbf{r} = V^{1/3} \rho \quad ; \quad \mathbf{p} = V^{-1/3} \pi \quad ; \quad \pi = mV^{1/3} \partial V \rho \]  

Therefore the expression for the pressure can be written as

\[ P = \frac{1}{N! \hbar^{3N}} \frac{1}{Q} \frac{\partial Q}{\partial V} \int \int d\mathbf{p} d\mathbf{\pi} \, e^{-\beta \mathcal{H}(V^{1/3} \rho, V^{-1/3} \pi)} \]  

\[ = -\frac{1}{N! \hbar^{3N}} \frac{1}{Q} \int \int d\mathbf{p} d\mathbf{\pi} \, \frac{\partial}{\partial V} \mathcal{H}(V^{1/3} \rho, V^{-1/3} \pi) \, e^{-\beta \mathcal{H}(V^{1/3} \rho, V^{-1/3} \pi)} \]  

\[ = -\left( \frac{\partial}{\partial V} \mathcal{H}(V^{1/3} \rho, V^{-1/3} \pi) \right)_T \]  

In the following two examples are given how to calculate the pressure for specific systems.

### A.1 Monatomic Systems

The Hamiltonian for a monatomic system, interacting via pair-forces may be written in scaled variables as

\[ \mathcal{H} = \frac{1}{V \hbar^2} \sum_{i=1}^{N} \frac{\pi_i^2}{2m_i} + \sum_{i,j=1; i<j}^{N} U(V^{1/3} \rho_{ij}) \]  

where \( \rho_{ij} = |\rho_i - \rho_j| \). Differentiating with respect to the volume gives

\[ \frac{\partial \mathcal{H}}{\partial V} = -\frac{2}{3V \hbar^2} \sum_{i=1}^{N} \frac{\pi_i^2}{2m_i} + \frac{1}{3V \hbar^2} \sum_{i,j=1; i<j}^{N} U'(V^{1/3} \rho_{ij}) \rho_{ij} \]  

Transforming back this expression into real variables

\[ \frac{\partial \mathcal{H}}{\partial V} = -\frac{2}{3V} \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + \frac{1}{3V} \sum_{i,j=1; i<j}^{N} U'(r_{ij}) r_{ij} \]
leads to the equation for the pressure

\[ P = \frac{1}{3V} \left( \sum_{i=1}^{N} \frac{p_i^2}{m_i} - \sum_{i,j=1; i \neq j}^{N} U'(r_{ij}) r_{ij} \right) T \]  

(121)

which is the same expression predicted by the Virial theorem.\textsuperscript{109}

### A.2 Rigid Nonlinear Molecules

As outlined in Sec.3.4.1 the motion of a rigid body can be described as a translation of the center-of-mass (COM) and a rotation around the principal axis. The Hamiltonian is therefore described in terms of positional and orientational coordinates. The scaling procedure, Eq.114, is applied again only on the COM coordinates and momenta, since orientational degrees of freedom have no inherent length scale. The Hamiltonian in scaled variables can therefore be written as

\[ \mathcal{H} = \frac{1}{V^{\frac{1}{2}}} \sum_{i=1}^{N} \frac{\pi_i^2}{2M_i} + \frac{1}{2} \sum_{i=1}^{N} \omega_i^2 I \omega_i + \sum_{i,j=1; i < j}^{N} \sum_{a,b=1}^{N_s} U'(V^{\frac{1}{2}} \rho_{ab}^j) \]  

(122)

Here \( \pi_i \) denotes the scaled momentum of the COM of molecule \( i \), \( M_i \) the molecular mass, \( N_s \) the number of molecular sites and \( \rho_{ab}^j = |\rho_a^j - \rho_b^j| \) is the scaled distance between site \( a \) on molecule \( i \) and site \( b \) on molecule \( j \). The position of site \( a \) is thereby given as

\[ \rho_a^i = \rho_i + d^a V^{-\frac{1}{2}} \]  

(123)

where \( \rho_i \) is the position of the COM of molecule \( i \) and \( d^a \) the distance vector from the COM to site \( a \). Since only the center of mass vector, \( \mathbf{R}_i \), is scaled with the volume term, the distance vector, \( \mathbf{d}_i \), is multiplied by \( V^{-1/3} \). Differentiating Eq.122 with respect to the volume gives

\[ P = \frac{1}{3V} \left( \frac{\pi_i^2}{2M_i} - \sum_{i,j=1; i < j}^{N} \sum_{a,b=1}^{N_s} U'(P_{ij}^{ab}) \frac{1}{R_{ij}^{ab}} (R_{ij} - d_i^{ab}) R_{ij} \right) T \]  

(124)

\[ = \frac{1}{3V} \left( \frac{\pi_i^2}{2M_i} - \sum_{i,j=1; i < j}^{N} \sum_{a,b=1}^{N_s} F_{ij}^{ab} R_{ij} + \sum_{i=1}^{N} \sum_{a=1}^{N_s} F_{ia}^a d_i \right) T \]  

(125)

where \( F_{ij}^{ab} \) is the force, acting from site \( a \) of molecule \( i \) on site \( b \) of molecule \( j \) and \( F_{ia}^a \) the total force on site \( a \) of molecule \( i \). In order to write Eq.125 in the present form, it was used that the mean value \( \langle F_{ia}^a d_i \rangle \) vanishes. The actual values of the scalar product, however, may give contributions to the fluctuations of the pressure. The last term in Eq.125 acts as a kind of correction, which reduces the pressure with respect to a simple superposition of pairforces in the expression of the virial theorem. This fact may be interpreted as arising from the constraint forces which keep the molecule rigid.
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After introducing the basic concepts of static and time-dependent density-functional theory we focus on numerical algorithms for the propagation of the time-dependent Kohn-Sham equations. Two different methods, based on modifications of the Crank-Nicholson and the split-operator propagation schemes, respectively, are presented. We discuss some strategies for the parallelization of the Kohn-Sham propagation using state-of-the-art message-passing protocols. Finally, some results for atoms in strong laser fields are presented.

1 Introduction

The non-relativistic treatment of quantum-mechanical problems in solid-state physics or quantum chemistry requires, in principle, the solution of the full many-body Schrödinger equation for the combined system of electrons and nuclei

\[ (\hat{H} - E) |\Psi\rangle = 0. \]  

(1)

Here the Hamiltonian is given by

\[ \hat{H} = \hat{T}_n + \hat{W}_{nn} + \hat{V}_{\text{ext},n} + \hat{T}_e + \hat{W}_{ee} + \hat{V}_{\text{ext},e} + \hat{W}_{en}, \]  

(2)

where \( \hat{T}_n \), \( \hat{T}_e \) denote the kinetic-energy operators of the nuclei and electrons, respectively, \( \hat{W}_{nn} \), \( \hat{W}_{ee} \) and \( \hat{W}_{en} \) contain the interparticle Coulomb interactions, and \( \hat{V}_{\text{ext},n} \), \( \hat{V}_{\text{ext},e} \) represent the external potentials acting on the system. Using the solution of eq. (1) all observables of interest are readily evaluated from the corresponding expectation value

\[ A = \langle \Psi | \hat{A} | \Psi \rangle. \]  

(3)

While eq. (1) provides the correct starting point for the quantum mechanical treatment of any many-body system, its numerical solution becomes exceedingly difficult with increasing particle number. To see how this comes about even for relatively small finite systems consider, as an example, the nitrogen atom. Suppose that we want to store the values of the electronic ground-state wave function in a rough table containing only 10 entries for each Cartesian coordinate of the 7 electrons. This results in \( 10^{7 \times 3} \) entries for the table. Furthermore, reserving only one byte of memory per entry the data of the table will require \( 10^{11} \) DVD’s for storage. Here we have assumed an ample capacity of \( 10^{10} \) bytes per DVD. Turning from finite to extended systems the situation becomes even worse. In the case of solids with particle numbers of the order of \( 10^{20} \) the task of solving eq. (1) becomes completely non-feasible. This simple example illustrates that, for sufficiently large systems, the direct numerical determination of the many-body wave function is neither possible nor desirable.
In the last decades density-functional theory (DFT) has become a very popular approach for the quantum-mechanical treatment of many-particle systems. Instead of using the complicated many-body wave function, traditional DFT deals with the electronic ground-state density

$$\rho(r) = N \int d^3r_2 \int d^3r_3 \cdots \int d^3r_N |\psi(r, r_2, \cdots, r_N)|^2$$  \hspace{1cm} (4)

as the basic variable. Within the framework of DFT it can be shown that all observables are functionals of the density only. The next section introduces briefly the basic notions of static and time-dependent DFT (TDDFT). Having provided the formal background for the discussion we then turn to numerical aspects of the propagation in section 3. We first review the well known Crank-Nicholson$^{1,2}$ and split-operator spectral method$^{3}$ and then introduce the modifications necessary for the propagation of the time-dependent Kohn-Sham equations. Section 3.3 is devoted to a discussion on the parallelization of the time-dependent Kohn-Sham equations. Finally, in section 4, we present some results for atoms in strong laser pulses.

2 Basic Concepts of DFT

2.1 Static Density Functional Theory

Traditional ground-state DFT$^{4,5}$ assumes the Born-Oppenheimer approximation, i.e., the nuclear motion is frozen and the nuclear centers are kept at fixed positions. The Coulomb interaction between the fixed nuclei and the electrons is described by an external potential $\hat{v}$ acting on the electrons only. Assuming this framework, the fundamental Hohenberg-Kohn theorem of density-functional theory can be summarized by the following three statements

(i) The external potential $\hat{v}$ (usually due to the nuclei) is uniquely determined by the electronic ground-state density. With the knowledge of $\hat{v}$ the complete electronic Hamiltonian, including the kinetic energy $\hat{T}_e$ and the Coulomb repulsion of the electrons $W_{ee}$, is known

$$\hat{H} = \hat{T}_e + W_{ee} + \hat{v}.$$  \hspace{1cm} (5)

A formal solution of the many-body Schrödinger equation can then be used in principle to evaluate expectation values of any observable of interest. Hence, any observable of a static many-body system is a functional of its ground-state density.

(ii) Consider now a given system with a given (fixed) external potential $\hat{v}_0$. Then the total-energy functional

$$E_{\hat{v}_0}[\rho] = \langle \psi[\rho] | \hat{T}_e + W_{ee} + \hat{v}_0 | \psi[\rho] \rangle$$  \hspace{1cm} (6)

obeys the Hohenberg-Kohn variational principle: The exact ground-state energy of the interacting electronic system is obtained if and only if the exact ground-state density $\rho_0$ is inserted in eq. (6). For densities $\rho$ differing from $\rho_0$ the following inequality holds

$$E_0 = E_{\hat{v}_0}[\rho_0] < E_{\hat{v}_0}[\rho].$$  \hspace{1cm} (7)
Therefore, the ground-state energy $E_0$ and density $\rho_0$ can be determined by minimizing the functional $E_{00}[\rho]$. In practice this can be achieved by solving the Euler equation

$$\frac{\delta E_{00}[\rho]}{\delta \rho(\mathbf{r})} = 0. \quad (8)$$

(iii) The density dependence of the functional $F[\rho]$

$$F[\rho] = \langle \psi[\rho] | \hat{T}_e + \hat{W}_{ee} | \psi[\rho] \rangle \quad (9)$$

is universal, i.e. it is the same for all systems with a fixed particle-particle interaction $\hat{W}_{ee}$.

For a proof of these statements the interested reader is referred to the literature. Since the statements of the Hohenberg-Kohn theorem are independent of the specific form of the particle-particle interaction they hold in particular for the special case of noninteracting particles, where $\hat{W}_{ee} = 0$. This leads directly to the Kohn-Sham theorem:

Given the ground-state density $\rho(\mathbf{r})$ of an interacting system, the local, i.e., multiplicative single-particle potential $v_s[\rho]$ reproducing $\rho(\mathbf{r})$ as ground-state density of a non-interacting system is uniquely determined. Hence, $\rho(\mathbf{r})$ can be calculated from the effective single-particle equations (atomic units are used throughout)

$$\left(-\frac{\sum_j^2}{2} + v_s[\rho](\mathbf{r}) - \epsilon_j\right) \varphi_j(\mathbf{r}) = 0, \quad j = 1, \ldots, N, \quad (10)$$

where the ground-state density $\rho$ is obtained from the Kohn-Sham orbitals

$$\rho(\mathbf{r}) = \sum_{j=1}^N |\varphi_j(\mathbf{r})|^2. \quad (11)$$

The Kohn-Sham eqns. (10) together with statement (i) of the Hohenberg-Kohn theorem provide an efficient practical scheme for the calculation of observables of static interacting-electron systems. In this way the solution of the full many-body Schrödinger equation can be circumvented: The Kohn-Sham equations are solved with some approximation for the functional $v_s[\rho]$, the density is calculated from the Kohn-Sham orbitals and finally the density is inserted in the corresponding functionals for the observables of interest.

Conventionally, the effective single-particle potential is decomposed in the following way

$$v_s[\rho](\mathbf{r}) = v_0(\mathbf{r}) + \int \frac{\rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d^3r' + \frac{\delta E_{xc}[\rho]}{\delta \rho(\mathbf{r})}. \quad (12)$$

Here $v_0$ is the external potential, the second term describes the classical electrostatic interaction between the electrons and $v_{xc}(\mathbf{r}) = \delta E_{xc}[\rho]/\delta \rho(\mathbf{r})$ contains all exchange-correlation effects. Viewed historically, the most popular approximation for $E_{xc}$ is the local-density approximation

$$E_{xc}[\rho] = \int \rho(\mathbf{r}) e_{xc}^{\text{unif}}(\rho(\mathbf{r})) d^3r. \quad (13)$$
Here $e_{\text{ex}}^{\text{unif}}(\rho)$ is the exchange-correlation energy per particle of the uniform electron gas with density $\rho$. The solution of the Kohn-Sham equations (10) involves a self-consistency cycle. From an initial guess for the orbitals, the density is calculated using (11). Inserting the density in (12) yields an approximation for the effective single-particle potential. In the next step the Kohn-Sham equations (10) are solved, resulting in a new set of orbitals. This cycle is repeated until self-consistency is reached.

Practical implementations of the Kohn-Sham equations follow different strategies. In quantum chemistry the Kohn-Sham orbitals are usually expanded in a basis set. This turns the effective single-particle equation into a simple eigenvalue problem. Typical choices for basis functions are Gaussian-type orbitals (GTO’s) as implemented in GAUSSIAN 98\textsuperscript{7} or Slater-type orbitals (STO’s) as implemented in the Amsterdam density-functional program ADF.\textsuperscript{8} For infinite periodic solids, the Kohn-Sham orbitals are Bloch functions. The latter can be expanded in plane waves (usually combined with a pseudopotential treatment of the core regions) as, e.g., in the FHI\textsuperscript{9} code, in linearized augmented plane-waves (LAPW’s) as in the WIEN2k\textsuperscript{10} or the FLEUR\textsuperscript{11} codes, in linear muffin-tin orbitals (LMTO’s)\textsuperscript{12} or in local orbitals as in the SIESTA\textsuperscript{13} code.

2.2 Time-Dependent Density-Functional Theory

To describe interacting many-electron systems in time-dependent external fields an extension of the traditional ground-state theory is required. Recall that the ground-state theory establishes a one-to-one correspondence between ground-state densities and external potentials. In a time-dependent theory the question arises if there is also a one-to-one correspondence between time-dependent densities and time-dependent external potentials. The answer is positive and given by the Runge-Gross theorem,\textsuperscript{14, 15} the time-dependent analogue of the Hohenberg-Kohn theorem:

Two densities $\rho(r, t)$ and $\rho'(r, t)$ evolving from a common initial state $\Psi_0 = \Psi(t_0)$ under the influence of two potentials $v(r, t)$ and $v'(r, t)$ are always different provided that the potentials differ by more than a purely time-dependent function

$$v(r, t) \neq v'(r, t) + c(t). \quad (14)$$

The proof of this theorem assumes that the potentials $v(r, t)$ and $v'(r, t)$ are both Taylor expandable in the time coordinate around the initial time $t_0$.

Similar to the static case the one-to-one correspondence between time-dependent densities and time-dependent potentials can be established for arbitrary particle-particle interaction, in particular for a vanishing interaction. This ensures the uniqueness of a density-dependent single-particle potential $v_s(r, t)$ which reproduces a given time-dependent density of an interacting system of interest. The time-dependent single-particle equations containing the effective potential $v_s(r, t)$ are called the time-dependent Kohn-Sham (TDKS) equations

$$-i\partial_t \varphi_j(r, t) = \left( -\frac{\nabla^2}{2} + v_s(r, t) \right) \varphi_j(r), \quad j = 1, \ldots, N. \quad (15)$$
Again the density is obtained from the orbitals
\[ \rho(\mathbf{r}, t) = \sum_{j=1}^{N} |\varphi_j(\mathbf{r}, t)|^2. \]  

(16)

It is customary to partition the effective time-dependent potential as
\[ v_s[\rho](\mathbf{r}, t) = v_0(\mathbf{r}, t) + \int \frac{\rho(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|} d^3r' + v_{xc}[\rho](\mathbf{r}, t). \]  

(17)

The second term on the right is the time-dependent Hartree potential and \(v_{xc}[\rho](\mathbf{r}, t)\) is the time-dependent exchange-correlation potential. The simplest approximation possible for \(v_{xc}[\rho](\mathbf{r}, t)\) is the adiabatic local-density approximation
\[ v_{xc}[\rho](\mathbf{r}, t)_{\text{ALDA}} = \int \frac{d}{dm} \epsilon_{\text{xc}}(\rho) \bigg|_{\rho=\rho(\mathbf{r}, t)} d\mathbf{r}. \]  

(18)

From the way of its construction it can be seen directly that this approximation is local, both in space and time. More sophisticated approximations such as the optimized-effective potential have been suggested which are non-local in space and time.

3 Propagation Methods for the TDKS Equations

Mathematically the solution of the time-dependent Kohn-Sham equations is an initial value problem. A given set of initial orbitals \(\varphi_j(t_0)\) is propagated forward in time. No self-consistent iterations are required as in the static case. In terms of the time-evolution operator the orbitals at \(t > t_0\) can be expressed as
\[ \varphi_j(t) = \hat{U}(t, t_0) \varphi_j(t_0) \quad j = 1, \ldots, N, \]  

(19)

where
\[ \hat{U}(t, t_0) = \hat{T} \exp \left( -i \int_{t_0}^{t} \hat{H}_{KS}(\tau) d\tau \right). \]  

(20)

Note that due to the Hartree and exchange-correlation contributions the Kohn-Sham Hamiltonian is explicitly time-dependent even in the absence of a time-dependent external field. Because of this explicit dependence we have to keep the time-ordered exponential in the time-evolution operator.

The numerical task is now to find a discretized form of eq. (19). First of all let us consider the spatial representation of the orbitals. There are several discretizations possible:

- The values of the orbital are sampled on a 3D uniform Cartesian grid
\[ \varphi_j(\mathbf{r}, t) = \varphi_j(x, y, z, t) \]  

where
\[ x_k = x_0 + k \Delta x, \quad k_{\text{min}} < k < k_{\text{max}}, \]  

(22)

\[ y_l \text{ and } z_m \text{ are treated similarly and} \]  

\[ t_n = n \Delta t, \quad n = 0, \ldots, n_{\text{max}}. \]  

(23)

This is the most flexible but also the computationally most expensive approach.
• If the applied external field has certain symmetries, such as a laser field linearly polarized along the \(z\)-direction, a representation in cylindrical coordinates can be advantageous. In the case of linearly polarized lasers the angular quantum number \(m\) of the orbitals is preserved so that a possible representation of the orbitals is

\[
\varphi_j(\mathbf{r}, t) = \xi(\rho, z, t) e^{im\phi}.
\]  (24)

In this case the variables \(\rho, z\) and \(t\) are discretized.

• Another frequently used approach employs spherical coordinates. Here the orbital is expanded in spherical harmonics and only the radial functions are treated on a uniform grid

\[
\varphi_j(\mathbf{r}, t) = \sum_{l=0}^{L} \sum_{m=-l}^{l} R_{lm}(r, t) Y_l^m(\theta, \phi).
\]  (25)

Adaptative grids are also possible, require however a better bookkeeping than uniform grids.

Having chosen a discretized representation for the orbitals \(\varphi_j(t_0)\) we have to approximate the time-ordered exponential in eq. (20). As a first simplification we drop the time-ordering over the time step \(\Delta t\)

\[
\varphi_j(t + \Delta t) = \exp \left( -i \hat{H}_{KS}(t + \Delta t/2) \Delta t \right) \varphi_j(t), \quad j = 1, \ldots, N.
\]  (26)

Although this seems to be an ad hoc approximation it can be shown rigorously\(^{17}\) that the discretization error introduced by this step is of the same order in \(\Delta t\) as the error introduced by the propagation schemes considered in this article. Only this fact justifies the omission of the time-ordering.

In the next two sections we review the Crank-Nicholson and split-operator schemes respectively and show how they have to be modified for the propagation of the Kohn-Sham equations.

3.1 Crank-Nicholson Propagator

Assuming a time-independent Hamiltonian the Crank-Nicholson (CN) scheme utilizes the so called Caley approximation to the time-evolution operator

\[
\exp \left( -i \hat{H} \Delta t \right) = \frac{1 - i \hat{H} \Delta t/2}{1 + i \hat{H} \Delta t/2} + O(\Delta t^3).
\]  (27)

This approximation is accurate up to second order in \(\Delta t\), unconditionally stable and unitary. Inserting (27) in (26) results in an implicit approximation for the unknown orbital at \(t + \Delta t\). In other words a set of linear equations has to be solved in each time step

\[
[1 + i \hat{H} \Delta t/2] \varphi_j(t + \Delta t) = [1 - i \hat{H} \Delta t/2] \varphi_j(t).
\]  (28)

So far we have just considered the standard CN propagation. However, in a Kohn-Sham propagation the Hamiltonian is time-dependent. To account for this we can evaluate the Hamiltonian midway between two time steps as in (26)

\[
[1 + i \hat{H}_{KS}(t + \Delta t/2) \Delta t/2] \varphi_j(t + \Delta t) = [1 - i \hat{H}_{KS}(t + \Delta t/2) \Delta t/2] \varphi_j(t).
\]  (29)
Now a further complication appears.\textsuperscript{18} The Kohn-Sham Hamiltonian $\hat{H}_{KS}(t + \Delta t/2)$ depends via the Hartree and exchange-correlation potentials on the still unknown solutions $\varphi_j(t + \Delta t/2)$. To obtain an approximation for the Hamiltonian $\hat{H}_{KS}(t + \Delta t/2)$ we have to propagate with a two-step predictor-corrector approach. In the predictor step we use in (29) instead of $\hat{H}_{KS}(t + \Delta t/2)$ the retarded Hamiltonian $\hat{H}_{KS}(t)$

$$[1 + i\hat{H}_{KS}(t)\Delta t/2] \varphi_j'(t + \Delta t) = [1 - i\hat{H}_{KS}(t)\Delta t/2] \varphi_j(t). \quad (30)$$

From the solution $\varphi_j'(t + \Delta t)$ the corresponding Hartree and exchange-correlation potentials are constructed, leading to the Hamiltonian $\hat{H}_{KS}'(t + \Delta t)$. In the corrector step we use the average

$$\hat{H}_{KS}(t + \Delta t/2) = \frac{\hat{H}'_{KS}(t + \Delta t) + \hat{H}_{KS}(t)}{2}, \quad (31)$$

as approximation to $\hat{H}_{KS}(t + \Delta t/2)$. The numerical effort introduced by this predictor-corrector scheme is doubled compared to the ordinary CN propagation. Two linear systems have to be solved in each time step. This extra effort cannot be avoided since the approximation $\hat{H}_{KS}(t + \Delta t/2) \approx \hat{H}_{KS}(t)$ would cause a continuous decrease in energy due to the use of a somewhat retarded potential. In contrast the propagation with $\hat{H}_{KS}(t + \Delta t/2) \approx \hat{H}'_{KS}(t + \Delta t)$ causes an increase in energy due to the use of an advanced potential.

\section*{3.2 Split-Operator Scheme}

The split-operator (SPO) technique exploits the fact that the total Hamiltonian can be split into two parts such that each part is diagonal in either configuration or momentum space. In general one finds for two non-commuting operators $\hat{A}$ and $\hat{B}$ the following splittings

$$\exp\left((\hat{A} + \hat{B})\lambda\right) = \exp\left(\hat{A}\lambda\right) \exp\left(\hat{B}\lambda\right) + \mathcal{O}(\lambda^2) \quad (32)$$

$$\exp\left((\hat{A} + \hat{B})\lambda\right) = \exp\left(\frac{\hat{A}\lambda}{2}\right) \exp\left(\frac{\hat{B}\lambda}{2}\right) + \mathcal{O}(\lambda^3). \quad (33)$$

This suggests the following approximations for the short-time propagator

$$\exp\left(-i\hat{H}\Delta t\right) = \exp\left(-i\hat{V}\Delta t\right) \exp\left(-i\hat{T}\Delta t\right) + \mathcal{O}(\Delta t^2) \quad (34)$$

and

$$\exp\left(-i\hat{H}\Delta t\right) = \exp\left(-i\hat{T}\frac{\Delta t}{2}\right) \exp\left(-i\hat{V}\Delta t\right) \exp\left(-i\hat{T}\frac{\Delta t}{2}\right) + \mathcal{O}(\Delta t^3). \quad (35)$$

The propagation is now performed with the following steps

$$\varphi(r, t) \xrightarrow{FT} \varphi(q, t) \exp\left(-i\hat{T}\frac{\Delta t}{2}\right) \varphi'(q, t) \xrightarrow{FT} \varphi'(r, t) \exp\left(-i\hat{V}\Delta t\right) \varphi''(r, t)$$

$$\xrightarrow{FT} \varphi''(q, t) \exp\left(-i\hat{T}\frac{\Delta t}{2}\right) \varphi'''(q, t) \xrightarrow{FT} \varphi(r, t \pm \Delta t).$$

By switching between momentum and configuration space each of the exponentials can be evaluated in its diagonal representation causing only multiplications with phase factors.
The propagation with the SPO can be efficiently implemented by using Fast-Fourier Transforms. As in the case of the CN the SPO is unconditionally stable and unitary. Let us now turn to a modification of the SPO scheme which allows for the propagation of the TDKS equations. Similar as in the last section we face the same problem. The time-dependent Hamiltonian has to be evaluated midway between two time steps and depends on the unknown solutions \( \varphi_j(t + \Delta t/2) \). There is an elegant way to account for this lack of information in a SPO propagation. Consider again the short-time propagator

\[
\exp \left( -iH_{KS}(t + \frac{\Delta t}{2}) \Delta t \right) = \exp \left( -i\hat{V}_s(t + \frac{\Delta t}{2}) \Delta t \right) \exp \left( -i\hat{V}_s(t + \frac{\Delta t}{2}) \Delta t \right) \exp \left( -i\hat{V}_s(t + \frac{\Delta t}{2}) \Delta t \right) + O(\Delta t^3) \tag{36}
\]

and think of the exponential (1.) in (36) as the first part of the low order splitting in (34) for half the time step

\[
\exp \left( -i\hat{H}_{KS}(t + \frac{\Delta t}{4}) \frac{\Delta t}{2} \right) = \exp \left( -i\hat{V}_s(t + \frac{\Delta t}{4}) \frac{\Delta t}{2} \right) \exp \left( -i\hat{V}_s(t + \frac{\Delta t}{4}) \frac{\Delta t}{2} \right) + O(\Delta t^3). \tag{37}
\]

Since we only need the orbital densities to construct the Hartree and exchange-correlation potentials we have to evaluate the absolute value squared of the orbitals in configuration space

\[
\varphi_j(r, t) \xrightarrow{E} \varphi_j(q, t) \xrightarrow{-i\hat{V}_s(t + \frac{\Delta t}{4}) \frac{\Delta t}{2}} \varphi_j(q, t) \xrightarrow{-i\hat{V}_s(t + \frac{\Delta t}{4}) \frac{\Delta t}{2}} \varphi_j(q, t) \xrightarrow{-i\hat{V}_s(t + \frac{\Delta t}{4}) \frac{\Delta t}{2}} \varphi_j(q, t) \xrightarrow{-i\hat{V}_s(t + \frac{\Delta t}{4}) \frac{\Delta t}{2}} |\varphi_j''(r, t)|^2.
\]

Because the second exponential in (37) constitutes just a phase in configuration space it cancels when evaluating the absolute value. Therefore, it is sufficient to apply only the first exponential in (37). Also note that due to this cancellation the time argument of the Hamiltonian in (37) has no effect. Going back to (36) this is exactly what we have reached after the evaluation of the first exponential. Thus, we can construct a low-order approximation to \( \varphi_j(t + \Delta t/2) \) or similarly to \( \hat{V}(t + \Delta t/2) \) by calculating the orbital densities after the first exponential in (36). This approximation is then used in the second exponential in (36) for the unknown \( \hat{V}(t + \Delta t/2) \).

Although we are reducing the order of the propagation error from \( O(\Delta t^3) \) to \( O(\Delta t^2) \) there is no extra effort required to obtain the Kohn-Sham potential midway between two time steps. The operator splitting generates the required information on the fly. This is in contrast to the adapted CN scheme of the last section where we have to double the numerical effort to be consistent in the time step. As a drawback of the SPO approach remains only the reduced order in the propagation error.

### 3.3 Strategies for Parallelization

One can think of several starting points for a parallelization of the Kohn-Sham time propagation using standard message-passing protocols such as the MPI standard. Depending
on the time-evolution algorithm this could be parallel FFT’s in the case of the SPO or a
distribution of the numerical grid over the available nodes in the case of a CN propagation.
However, in both cases the implementation has to be done with great care. Grid bound-
aries have to be communicated between the nodes and a high information traffic is caused
automatically. In contrast, the simplest and at the same time most efficient parallelization
can be achieved by a distribution of the orbitals. Each node is assigned a fixed number of
orbitals. The node is then computing the time evolution of the orbitals and is evaluating
the partial orbital densities. In each time step the total density has to be evaluated only
once from the partial densities and sent back to the nodes in order to calculate the effect-
tive single-particle potential. This approach reduces the communication traffic between
the nodes to a minimum. Running such a parallelization on a cluster of modern workstations
or PC’s elapses on the order of 5 min per node for a time step of a single orbital. The traffic
caused by the evaluation and forwarding of the total density requires on the other hand only
a fraction of a second. Considering this ratio of traffic and computational load it is already
sufficient to connect the nodes with a cheap 100 Mbit LAN. A further argument for this
approach is the simplicity of the implementation. It took only 12 MPI commands in a code
with more than 10,000 lines. This simplifies the debugging of such a code considerably.

4 Examples for the Solution of the TDKS Equations

For a given initial state the Runge-Gross theorem ensures a one-to-one mapping between
time-dependent densities and time-dependent potentials. Hence, any observable of a time-
dependent electronic system is a functional of the time-dependent density and the corre-
sponding initial state. For most observables it is difficult to write down explicit approxi-
mations for the functional dependence on the time-dependent density and the initial state.
However, in some cases the exact functional is known.

From a practical point of view any calculation within TDDFT is performed in two succes-
sive steps

(i) First the TDKS equations are solved for a given initial state and the time-dependent
density is evaluated from the orbitals via eq (16).

(ii) Using the time-dependent density from step (i) and the initial state, the functional for
the observable is evaluated.

Usually both steps involve approximations. To solve the TDKS equations some approxi-
mation for the exchange-correlation part of the effective single-particle potential has to be
employed. Unless the exact functional for the observable is known, the second approxima-
tion enters in step (ii), where some approximate functional form for the density dependence
of the observable of interest has to be assumed.

To illustrate the steps we review in the following sections two prototypical examples. First
we discuss a density-functional treatment of high-harmonic generation (HHG). This con-
stitutes a case where the exact functional is known, i.e. only approximations to \( \varepsilon_{xc}[\rho](\mathbf{r}, t) \)
are required. The second example is the double-ionization of the Helium atom. In this
case it is difficult to find explicit density functionals for the ion yield of singly and doubly
ionized Helium, so that approximations in both steps (i),(ii) are involved.
4.1 High-Harmonic Generation

Even 35 years after the discovery of third-harmonic generation in a rare gas medium by New and Ward\textsuperscript{19} the subject of high-harmonic generation is still a field of active research. The interest in HHG originates mainly from the perspectives for possible applications. The process is considered as a possible candidate for the generation of coherent VUV or soft X-ray pulsed sources.

For a density-functional treatment of HHG we follow the two-step procedure described above. Taking the optimized effective potential\textsuperscript{16} as approximation for \( v_{zc}(\rho)(\mathbf{r}, t) \) the TDKS equations are solved for the Helium atom in a strong laser pulse

\[
i \frac{\partial}{\partial t} \psi(\mathbf{r}, t) = \left( -\frac{\nabla^2}{2} - \frac{2}{r} + 2 \int \frac{\mid \psi(\mathbf{r}', t) \mid^2}{\mid \mathbf{r} - \mathbf{r}' \mid} d^3 r' + v_{zc}^{\text{eff}}(\mathbf{r}, t) + E_0 f(t) z \sin(\omega_0 t) \right) \psi(\mathbf{r}, t).
\] (38)

Here the laser field is treated in dipole approximation, has a frequency \( \omega_0 \), a peak intensity \( E_0 \) and is taken to be linearly polarized in z-direction. The envelope \( f(t) \) of the laser pulse describes a linear ramp over the first three cycles and is then held constant for the following 15 cycles.

In the second step of the calculation we have to evaluate the functionals for the observables of interest. In the case of harmonic spectra this can be done without any further approximation. Considering only the response of a single atom and neglecting propagation effects of the generated radiation in the medium, it can be shown\textsuperscript{20} that the Fourier transform of the induced dipole moment

\[
d(t) = \int z \rho(\mathbf{r}, t) d^3 r
\] (39)

is proportional to the experimentally observed harmonic distribution. Thus, the density functional for the harmonic spectra can be written down exactly

\[
S[\rho](\omega) = |d(\omega)|^2 = \left| \int \exp(i\omega t) \left( \int z \rho(\mathbf{r}, t) d^3 r \right) dt \right|^2.
\] (40)

Note that the functional for harmonic spectra depends only on the density. Since the calculation is started in the ground state, the dependence on the initial state drops out. For this particular choice of initial state the initial Kohn-Sham orbitals can be obtained uniquely from the ground-state density by virtue of the traditional static Hohenberg-Kohn theorem. Together with the Kohn-Sham equation in (38) the functional \( S[\rho](\omega) \) in (40) provides an efficient practical scheme for the systematic exploration of harmonic spectra. Repeating the computational procedure for different laser parameters \( \omega_0 \) and \( E_0 \) or different envelopes \( f(t) \) optimal conditions for the generation of high harmonics can be found. For example, by running different simulations, it turned out that two-color laser fields

\[
E(t) = f(t)\left[ E_0 \sin(\omega_0 t) + E_i \sin(\omega_1 t + \delta) \right]
\] (41)
increase the efficiency of high-harmonic generation considerably. Typically the field strengths $E_0$ and $E_1$ are chosen to be of the same order and $\omega_1$ is taken to be an integer multiple of $\omega_0$. Possible phase shifts between the two fields are taken into account by the constant $\delta$. In Fig. 1 we show the harmonic spectra for intensities $E_0 = E_1 = 0.01$ a.u., where the laser frequency $\omega_1$ was adjusted to the second or third harmonic of the fundamental frequency $\omega_0 = 0.0740$ a.u. which corresponds to a wavelength of $\lambda = 616$ nm. The calculation shows that the harmonics from a two-color laser pulse can be more intense up to two orders of magnitude compared to a single color pulse. Such results may be used to guide the experimental work in the search for coherent soft X-ray sources.

![Harmonic spectra of helium calculated for one-color and two-color laser pulses with a total intensity of $I = 7 \cdot 10^{14}$ W/cm$^2$ respectively. The frequency of the second color has been adjusted to the second or third harmonic of the fundamental frequency $\omega_0 = 0.0740$ a.u. ($\lambda = 616$ nm).](image)

**Figure 1.** Harmonic spectra of helium calculated for one-color and two-color laser pulses with a total intensity of $I = 7 \cdot 10^{14}$ W/cm$^2$ respectively. The frequency of the second color has been adjusted to the second or third harmonic of the fundamental frequency $\omega_0 = 0.0740$ a.u. ($\lambda = 616$ nm).

### 4.2 Helium Double Ionization

When atoms or molecules are exposed to strong laser pulses there are three basic routes to analyze the laser-matter interaction. The first way is the observation of emitted harmonic light as discussed in the last section. The second route is to measure the kinetic energy and the angular distribution of the ionized electrons (photoelectrons) leaving the laser focus and the last possibility is to count the produced ions or to measure their momentum distribution. In this section we discuss a density-functional calculation of ion-yields for singly and doubly ionized atoms or molecules.
Considering laser pulses with a relatively long rise time it is well known\textsuperscript{22} that the ionization dynamics is dominated by a “sequential” emission of electrons. With growing intensity the ionization yield of the singly ionized species grows according to the power law of the lowest non-vanishing order of perturbation theory. Only when a depletion of the neutral species starts to arise, an appreciable yield of doubly-ionized species can be detected. These properties of the ion yields can be described successfully with the single-active electron approximation:\textsuperscript{23, 24} a stepwise scenario is assumed where the ionization occurs by a sequential emission of the electrons. The situation is different in the regime of ultra-short laser pulses. Experimentally it has been demonstrated in high-precision measurements\textsuperscript{25} that double-ionization yields are up to six orders of magnitude larger than the rates expected in a sequential process. This is a clear manifestation of electron-electron correlation. Single-active electron calculations, by construction, will fail to describe the correlations involved in the ionization process. Time-dependent density-functional theory on the other hand is in principle capable to give the exact ionization yields, provided the exact functionals in the two-step procedure from above are known. For step (i) the familiar ALDA or TDOEP functionals can be used, so that only approximations for the ion-yields of singly $P^{+1}$ and doubly $P^{+2}$ ionized species have to be found. Using a geometrical concept that relies on the spatial partitioning of the wave function it is possible\textsuperscript{26, 27} to find approximations for $P^{+1}$ and $P^{+2}$ in terms of the time-dependent density

$$P^{+1}(t) = \int_A d^3 r \rho (\mathbf{r}, t) - \int_A d^3 r_1 \int_A d^3 r_2 \rho (\mathbf{r}_1, t) \rho (\mathbf{r}_2, t) g[\rho](\mathbf{r}_1, \mathbf{r}_2, t)$$

$$P^{+2}(t) = 1 - \int_A d^3 r \rho (\mathbf{r}, t) + \frac{1}{2} \int_A d^3 r_1 \int_A d^3 r_2 \rho (\mathbf{r}_1, t) \rho (\mathbf{r}_2, t) g[\rho](\mathbf{r}_1, \mathbf{r}_2, t). \quad (42)$$

Here it was assumed that the Kohn-Sham propagation starts in the ground-state so that the dependence on the initial state drops out, similar to the case of harmonic spectra. In eq. (42), $g[\rho]$ denotes the pair-correlation function. This quantity is a density functional which, in practice, needs to be approximated. Following the same procedure as in section 4.1, the TDKS equation (38) is solved for the Helium atom in a strong laser pulse. From the resulting time-dependent density the functionals (42) are evaluated. Although this scheme provides a considerable improvement over sequential ionization yields it shows still a discrepancy of about two orders of magnitude when the results of the calculation are compared directly to experiment.\textsuperscript{26}

To test the relative importance of the two approximations involved in steps (i) and (ii), Lappas and van Leeuwen\textsuperscript{28} have performed numerically exact time-propagations for a 1D soft core model of the Helium atom. Using the correlated Helium wave function, obtained in their simulation, exact reference values have been obtained for the ionization yields $P^{+1}$ and $P^{+2}$ of this model system. Since it is also possible to obtain the exact time-dependent density from the correlated Helium wave function, approximations involved in the first step (i) of the computational procedure can be circumvented. By evaluating the functionals for $P^{+1}$ and $P^{+2}$ (42) with the exact density the resulting approximate yields can be compared with the exact reference values and the performance of the functionals $P^{+1}$ and $P^{+2}$ can be tested directly. Lappas and van Leeuwen find that, although the double-ionization yields obtained in this way still show discrepancies, they reproduce the well known knee structure\textsuperscript{25, 29} known from experiment. Since the knee cannot be obtained from the same
functional $P^{+2}$ when approximate densities from TDOEP calculations are inserted, the approximations employed for the effective single particle potential $v_{e}[\rho]$ appear to have a bigger impact on the results.
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1 Introduction

The formulation by Feynman of quantum statistical mechanics in terms of path integrals\(^1\) has had a considerable impact on our ability to analyze the properties of quantum many-body systems at finite temperature. Not only do path integrals possess mathematical elegance, but they can be rendered into a computationally tractable form with an inherent structure perfectly suited for implementation on modern day parallel computing architectures. Thus, it is possible to calculate numerous equilibrium observable properties, including both thermodynamic and structural quantities, in a computationally efficient manner compared to other quantum approaches. Moreover, path integrals can be formulated in a variety of statistical ensembles, including the canonical (NVT), isothermal-isobaric (NPT), grand-canonical (\(\mu\)VT), and others, allowing a variety of external conditions to be investigated.

In spite of the power of path integrals, several important outstanding issues remain unresolved. First is the difficulty associated with the calculation of dynamical properties, such as time correlation functions (from which transport properties and spectra are obtained) and rates. Second is the problem of treating many-fermion systems. Both of these involve what is referred to as the “sign problem” which arises from a need to compute averages of rapidly oscillating phase functions. Several of the lectures in this series will describe this problem and progress that has been made (see lectures by D. M. Ceperley, R. Ramirez, R. Egger, and S. Sorella). See also, for example, references 2-5.

Path integration involves the calculation of many-dimensional integrals. Traditionally, path integration has been performed using Monte Carlo (MC) techniques.\(^6\)\(^-\)\(^9\) In principle, it is also possible to use molecular dynamics (MD), i.e. the numerical solution of Newtonian type equations of motion, to compute a path integral. However, as was shown by Hall and Berne,\(^10\) the evaluation of path integrals by MD is beset with difficulties related to the non-ergodic nature of the trajectories generated. (The source of the ergodicity problem will be made manifestly clear later when we explore the mathematical structure of the discretized path integral.) Only recently has an MD algorithm that explicitly treats the ergodicity problem become available,\(^11\)\(^,\)\(^12\) making the evaluation of path integrals by MD methods almost as efficient as an optimized MC approach. There are a number of reasons to prefer MD over MC in the evaluation of path integrals. First, MD moves are complete system moves, and, therefore, MD approaches are considerably easier to implement on parallel computing architectures. Second, as will be seen in the second lecture, the combination of path integration with the Car-Parrinello \textit{ab initio} molecular dynamics,\(^13\) in which internuclear
forces are computed “on the fly” from electronic structure calculations, requires the use of an MD propagation algorithm. Third, MD allows the use of efficient adiabatic propagation schemes in the calculation of approximate quantum dynamical properties via the so called “centroid dynamics” approach,\textsuperscript{14–17} to be discussed in this lecture.

In this lecture, the path integral formulation of the canonical density matrix and quantum partition function will be introduced and a MD based algorithm for performing the path integral will be discussed in detail. In particular, it will be shown that the introduction of a variable transformation in the path integral in conjunction with an appropriate thermostatting scheme can yield a very efficient MD approach. Applications to a number of illustrative example problems will be presented.

2 The Density Matrix and Quantum Statistical Mechanics

In quantum statistical mechanics, one considers an ensemble of systems described by Hamiltonian $H$, with each member of the ensemble possessing a state vector $|\Psi^{(\kappa)}\rangle$, $\kappa = 1, \ldots, Z$ in the Hilbert space that evolves in time according to the Schrödinger equation. $Z$ represents the number of members in the ensemble. Let $\{\phi_\kappa\}$ be a complete orthonormal set of vectors in the Hilbert space. Then each state vector can be expanded in this set according to

$$|\Psi^{(\kappa)}\rangle = \sum_i C_i^{(\kappa)} |\phi_i\rangle$$

(1)

In order to compute the expectation value of any observable represented by an operator $A$, one must compute the expectation value of $A$ for each system in the ensemble $\langle \Psi^{(\kappa)}|A|\Psi^{(\kappa)}\rangle$ and average over the members of the ensemble. Thus,

$$\langle A \rangle = \frac{1}{Z} \sum_{\kappa=1}^{Z} \langle \Psi^{(\kappa)}|A|\Psi^{(\kappa)}\rangle$$

(2)

Substituting Eq.(1) into Eq. (2) gives

$$\langle A \rangle = \sum_{i,j} \left( \frac{1}{Z} \sum_{\kappa=1}^{Z} C_j^{(\kappa)*} C_i^{(\kappa)} \right) \langle \phi_j|A|\phi_i\rangle$$

(3)

where the term in parentheses represents the ensemble average of the product of expansion coefficients. Inspection of this formula reveals that the expectation value can be written as the trace of a matrix product:

$$\langle A \rangle = \sum_{i,j} \rho_{ij} A_{ji} = \text{Tr}(\rho A)$$

(4)

where $A_{ji} = \langle \phi_j|A|\phi_i\rangle$, and the matrix $\rho_{ij}$, known as the density matrix, is given by

$$\rho_{ij} = \frac{1}{Z} \sum_{\kappa=1}^{Z} C_i^{(\kappa)*} C_j^{(\kappa)}$$

(5)
The corresponding operator \( \rho \) with matrix elements \( \rho_{ij} = \langle \phi_i | \rho | \phi_j \rangle \) can be written in the form
\[
\rho = \frac{1}{Z} \sum_{\kappa=1}^{Z} |\Psi^{(\kappa)}\rangle \langle \Psi^{(\kappa)}|
\]
(6)
i.e., the ensemble average of the projection operator onto the state vector of each member of the ensemble. From Eq. (5), it is clear that \( \rho \) is hermitian, so that it can be diagonalized with a set of real eigenvalues \( w_i \) and a complete set of orthonormal vectors \( |w_i\rangle \). Conditions on the eigenvalues \( w_i \) can be derived from Eq. (4) by setting \( w_i = w_j \). Then,
\[
\operatorname{Tr}(\rho) = \sum_i w_i = \frac{1}{Z} \sum_{\kappa=1}^{Z} \langle \Psi^{(\kappa)} | \Psi^{(\kappa)} \rangle = 1
\]
(7)
since \( |\Psi^{(\kappa)}\rangle \) is normalized to 1 for each member of the ensemble. Also, by letting \( \rho = |w_j\rangle \langle w_j| \), we find that
\[
\operatorname{Tr}(\rho |w_j\rangle \langle w_j|) = \sum_{i,k} w_i \langle w_k |w_i \rangle \langle w_i |w_j \rangle \langle w_j |w_k \rangle = w_j
\]
(8)
and also that
\[
\langle A \rangle = \frac{1}{Z} \sum_{\kappa=1}^{Z} \langle \Psi^{(\kappa)} | w_j \rangle \langle w_j | \Psi^{(\kappa)} \rangle = \frac{1}{Z} \sum_{\kappa=1}^{Z} |\langle w_j | \Psi^{(\kappa)} \rangle|^2 \geq 0
\]
(9)
Therefore, \( w_j \geq 0, \forall j \). Combining these two results gives the following properties satisfied by the eigenvalues of \( \rho \)
\[
0 \leq w_i \leq 1, \quad \forall i
\]
(10)
i.e., the eigenvalues \( w_i \) of \( \rho \) have the properties of probabilities.

An equation of motion for the density matrix can be derived by introducing the quantum time evolution operator \( e^{-iHt/\hbar} \) and using it to evolve the state vectors in time:
\[
|\Psi^{(\kappa)}(t)\rangle = e^{-iHt/\hbar} |\Psi^{(\kappa)}(0)\rangle
\]
(11)
Thus,
\[
\rho(t) = \frac{1}{Z} \sum_{\kappa=1}^{Z} e^{-iHt/\hbar} |\Psi^{(\kappa)}(0)\rangle \langle \Psi^{(\kappa)}(0)| e^{iHt/\hbar}
\]
\[
= e^{-iHt/\hbar} \rho e^{iHt/\hbar}
\]
(12)
Differentiating both sides with respect to time gives the equation of motion:
\[
\frac{\partial \rho}{\partial t} = -\frac{i}{\hbar} [H, \rho(t)]
\]
(13)
Note the difference in sign from the usual Heisenberg equation \( dA/dt = i[H, A]/\hbar \).
In equilibrium, the density matrix must have no explicit time dependence, i.e., \( \partial \rho / \partial t = 0 \). Eq. (13) implies that \([H, \rho] = 0\), so that \( \rho \) can be expressed as a pure function of \( H \) and can therefore be diagonalized simultaneously with \( H \). Thus,

\[
\rho = f(H) = \sum_i f(E_i) |E_i\rangle \langle E_i| 
\]

(14)

where \( E_i \) and \( |E_i\rangle \) are the eigenvalues and eigenvectors of the Hamiltonian, respectively. Thus, the eigenvalues \( w_i \) of \( \rho \) are pure functions of the eigenvalues of \( H \), however, they must still satisfy the properties Eq. (10). The particular form of the function \( f(E_i) \) determines which particular ensemble \( \rho \) represents. For the canonical, or NVT, ensemble, one of the most commonly used ensembles, \( f(E_i) \) takes the form

\[
f(E_i) = \frac{e^{-\beta E_i}}{Z}
\]

(15)

where \( \beta = 1/k_B T \). The normalization constant \( Z \) insures that \( \text{Tr} \rho = 1 \) and is given by

\[
Z = \sum_i e^{-\beta E_i} = \text{Tr} \ [e^{-\beta H}]
\]

(16)

\( Z \) is the canonical partition function, which determines the thermodynamics of the ensemble. The canonical density matrix therefore takes the form

\[
\rho = \frac{e^{-\beta H}}{Z}
\]

(17)

and the expectation value of an operator \( A \), according to Eq. (4), is computed from

\[
\langle A \rangle = \frac{1}{Z} \text{Tr} \ [A \ e^{-\beta H}]
\]

(18)

We see, therefore, that in order to study the properties of systems in the canonical ensemble, we need to be able to evaluate traces such as occur in Eqs. (16) and (18). In the next section, we shall see how such traces can be expressed in terms of path integrals.

### 3 Path Integral Formulation of the Canonical Density Matrix and Partition Function

Consider a single quantum particle of mass \( m \), with momentum, \( p \) and coordinate, \( x \), in a one-dimensional potential \( \phi(x) \) described by a Hamiltonian:

\[
H = \frac{p^2}{2m} + \phi(x) \equiv K + \Phi
\]

(19)

where \( K \) and \( \Phi \) are the kinetic and potential operators, respectively. In statistical mechanics, one is interested in an ensemble of such systems, and, if the ensemble is characterized by a constant temperature, \( T \), and volume (length in one dimension), then the ensemble is the canonical ensemble for which the density matrix is given by

\[
\rho = e^{-\beta H}
\]

(20)

where \( \beta = 1/k_B T \). The partition function, \( Z(\beta) \), is the trace of \( \rho \). The starting point for the derivation of the path integral is the evaluation of this trace in the coordinate basis,
which is valid since the trace is independent of the basis in which it is evaluated. Since the coordinate basis is a continuous basis, the trace is calculated as an integral:

\[
Z(\beta) = \text{Tr} \left( e^{-\beta H} \right) = \int dx \langle x | e^{-\beta \sum_j E_j} | x \rangle
\]

In general, the operators, \( K \) and \( \Phi \) do not commute, so that the exponential, \( \exp[-\beta(K + \Phi)] \) cannot be evaluated directly. However, use can be made of the Trotter theorem, which states that for any two operators, \( A \) and \( B \), which, in general do not commute,

\[
e^{\lambda(A + B)} = \lim_{P \to \infty} \left[ e^{\frac{\lambda}{P} A} e^{\frac{\lambda}{P} B} \right]^P
\]

The proof of the Trotter theorem is rather involved and will not be given here, however, the interested reader is referred, for example, to the book by L. Schulman, where a discussion of the proof is given. Substituting the Trotter theorem into Eq. (21) yields

\[
Z(\beta) = \lim_{P \to \infty} \int dx \langle x | \left[ e^{-\frac{\lambda}{P} \Phi} e^{-\frac{\lambda}{P} K} e^{-\frac{\lambda}{P} \Phi} \right]^P | x \rangle
\]

Define an operator, \( \Omega \)

\[
\Omega = e^{-\frac{\lambda}{P} \Phi} e^{-\frac{\lambda}{P} K} e^{-\frac{\lambda}{P} \Phi}
\]

so that the partition function can be written

\[
Z(\beta) = \lim_{P \to \infty} \int dx \langle x | \Omega^P | x \rangle = \lim_{P \to \infty} \int dx \langle x | \Omega \cdot \Omega \cdots \Omega | x \rangle
\]

Equation (25) involves a product of \( P \) factors of the operator, \( \Omega \). Since \( \Omega \) involves a product of three separate exponentials, it is possible (as we shall see shortly) to evaluate the coordinate-space matrix elements \( \langle x | \Omega | x' \rangle \) of this operator analytically. Therefore, in order to obtain an expression that involves these matrix elements, we introduce an identity operator between each pair of factors of \( \Omega \) in Eq. (25) in the form of a closure or completeness relation of the coordinate-space eigenvectors, \( | x \rangle \):

\[
I = \int dx \ | x \rangle \langle x |
\]

Since there \( P \) operators in the product in Eq. (25), \( P - 1 \) such insertions are possible. Labeling the integrations as \( x_2, \ldots, x_P \) and changing the integration variable ”\( x \)” in Eq. (25) to ”\( x_1 \)” yields

\[
Z(\beta) = \lim_{P \to \infty} \int dx_1 \cdots dx_P \langle x_1 | \Omega | x_2 \rangle \langle x_2 | \Omega | x_3 \rangle \langle x_3 | \cdots | x_P \rangle \langle x_P | \Omega | x_1 \rangle
\]

\[
= \lim_{P \to \infty} \int dx_1 \cdots dx_P \left[ \prod_{i=1}^{P} \langle x_i | \Omega | x_{i+1} \rangle \right]_{x_{P+1} = x_1}
\]

where the condition, \( x_{P+1} = x_1 \) is a result of the trace.
We now need to evaluate the coordinate space matrix elements of $\Omega$:

$$
\langle x_i | \Omega | x_{i+1} \rangle = \langle x_i | e^{-\frac{\phi}{2}\phi(x_i)} e^{-\frac{\phi}{2}\phi(x_{i+1})} | x_{i+1} \rangle
$$

(28)

Note that the potential operators are functions of $x$ alone, and they are acting directly on coordinate eigenstates. Thus, pulling out the corresponding eigenvalues, we have

$$
\langle x_i | \Omega | x_{i+1} \rangle = e^{-\frac{\phi}{2}\phi(x_i)} \langle x_i | e^{-\frac{\phi}{2}\phi(x_{i+1})} e^{-\frac{\phi}{2}\phi(x_{i+1})} | x_{i+1} \rangle
$$

(29)

The coordinate space matrix elements of $\exp(-\beta K / P)$ can be evaluated by introducing another completeness relation for momentum eigenstates:

$$
I = \int dp \ |p\rangle \langle p|
$$

(30)

which allows the matrix elements to be written as

$$
\langle x_i | e^{-\frac{\phi}{2}\phi(x_i)} | x_{i+1} \rangle = \int dp \langle x_i | p | p \rangle \langle p e^{-\frac{\phi}{2}\phi(x_{i+1})} | x_{i+1} \rangle
$$

(31)

In the above expression, $K = p^2 / 2m$ now acts on one of its eigenstates from the left, yielding:

$$
\langle x_i | e^{-\frac{\phi}{2}\phi(x_{i+1})} | x_{i+1} \rangle = \int dp \ e^{-\beta p^2 / 2mP} \langle x_i | p | p | x_{i+1} \rangle
$$

(32)

Using the following relation for the inner product of coordinate and momentum eigenstates:

$$
\langle x | p \rangle = \frac{1}{\sqrt{2\pi\hbar}} e^{ipx/\hbar}
$$

(33)

we find

$$
\langle x_i | e^{-\frac{\phi}{2}\phi(x_{i+1})} | x_{i+1} \rangle = \frac{1}{2\pi\hbar} \int dp \ e^{-\beta p^2 / 2mP} e^{ip(x_i - x_{i+1}) / \hbar}
$$

(34)

Performing the momentum integral by completing the square, the above matrix element becomes

$$
\langle x_i | e^{-\frac{\phi}{2}\phi(x_{i+1})} | x_{i+1} \rangle = \left( \frac{mP}{2\pi\beta\hbar^2} \right)^{1/2} \exp \left[ -\frac{mP}{2\beta\hbar^2} (x_{i+1} - x_i)^2 \right]
$$

(35)

Substituting Eq. (35) into Eq. (29) gives the following expression for the matrix elements of $\Omega$:

$$
\langle x_i | \Omega | x_{i+1} \rangle = \left( \frac{mP}{2\pi\beta\hbar^2} \right)^{1/2} \exp \left[ -\frac{mP}{2\beta\hbar^2} (x_{i+1} - x_i)^2 - \frac{\beta}{2P} \phi(x_i) + \phi(x_{i+1}) \right]
$$

(36)

Finally, substituting Eq. (36) into Eq. (27) yields, for the canonical partition function

$$
Z(\beta) = \lim_{P \to \infty} \left( \frac{mP}{2\pi\beta\hbar^2} \right)^{P/2} \int dx_1 \cdots dx_P \exp \left\{ -\sum_{i=1}^{P} \left[ \frac{mP}{2\beta\hbar^2} (x_{i+1} - x_i)^2 + \frac{\beta}{2P} \phi(x_i) \right] \right\}_{x_{P+1}=x_1}
$$

(37)
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where the fact that \((\beta/2P) \sum_{i=1}^{P} (\phi(x_i) + \phi(x_{i+1})) = \langle \beta/P \sum_{i=1}^{P} \phi(x_i) \rangle \) since \(x_{P+1} = x_1\). Eq. (37) involves the limit of a \(P\)-dimensional integral known as the \textit{discretized path integral} for the partition function, often denoted simply as \(Z_P(\beta)\):

\[
Z_P(\beta) = \left( \frac{mP}{2\pi\beta h^2} \right)^{P/2} \int dx_1 \cdots dx_P \exp \left\{ -\sum_{i=1}^{P} \left[ \frac{mP}{2\beta h^2} (x_{i+1} - x_i)^2 + \frac{\beta}{P} \phi(x_i) \right] \right\} \tag{38}
\]

so that \(Z(\beta) = \lim_{P \to \infty} Z_P(\beta)\). Before going on to describe how to evaluate Eq. (38) by MD methods, some discussion on the discretized path integral is in order.

### 4 The Continuous Limit

The analysis of the preceding section showed how to obtain the partition function as a discrete path integral. Here we shall show how to obtain the \(P \to \infty\) limit and provide an interpretation of the result. Let us begin by extending the result of Eq. (38) to a general density matrix element. By a similar procedure, it can be shown that general matrix elements of the density matrix, \(\langle x | e^{-\beta H} | x' \rangle\) are given by

\[
\langle x | e^{-\beta H} | x' \rangle = \lim_{P \to \infty} \left( \frac{mP}{2\pi\beta h^2} \right)^{P/2} e^{-\frac{\beta}{P} \phi(x) + \phi(x')} \times \int dx_2 \cdots dx_P \exp \left\{ -\frac{mP}{2\beta h^2} \sum_{i=1}^{P} (x_{i+1} - x_i)^2 - \frac{\beta}{P} \sum_{i=1}^{P} \phi(x_i) \right\} \tag{39}
\]

Interestingly, an expression for the matrix elements of another similar exponential operator, the quantum time evolution operator \(e^{-i H t \hbar}\) can be obtained from Eq. (39) by setting \(\beta = it/\hbar\):

\[
\langle x | e^{-i H t \hbar} | x' \rangle = \lim_{P \to \infty} \left( \frac{mP}{2\pi i \hbar} \right)^{P/2} e^{-\frac{i t}{\hbar} \phi(x) + \phi(x')} \times \int dx_2 \cdots dx_P \exp \left\{ \frac{imP}{2\pi \hbar} \sum_{i=1}^{P} (x_{i+1} - x_i)^2 - \frac{i t}{\hbar} \sum_{i=1}^{P} \phi(x_i) \right\} \tag{40}
\]

Let us focus our attention on Eq. (40) for a short while. We shall return to the density matrix and partition function afterward. In order to obtain the continuous limit of Eq. (40), we introduce a parameter

\[
e = \frac{t}{P} \tag{41}
\]

so that the above path integral expression becomes

\[
\langle x | e^{-i H t \hbar} | x' \rangle = \lim_{P \to \infty} \left( \frac{m}{2\pi i \epsilon \hbar} \right)^{P/2} e^{-\frac{i \epsilon}{\hbar} \phi(x) + \phi(x')} \times \int dx_2 \cdots dx_P \exp \left\{ \frac{im}{2\pi \hbar} \sum_{i=1}^{P} (x_{i+1} - x_i)^2 - \frac{i \epsilon}{\hbar} \sum_{i=1}^{P} \phi(x_i) \right\} \tag{42}
\]
or, multiplying and dividing by $\epsilon$ in the first term in the exponential,

$$
\langle x \rvert e^{-i \hat{H} \tau / \hbar} \rvert x' \rangle = \lim_{P \to \infty} \left( \frac{m}{2 \pi \hbar} \right)^{P/2} e^{-\frac{\hbar}{2m}(\phi(x) + \phi(x'))} \\
\times \int dx_2 \cdots dx_P \exp \left\{ \frac{i \hbar}{\epsilon} \sum_{i=1}^{P} \frac{m}{2} \left( \frac{x_{i+1} - x_i}{\epsilon} \right)^2 - \frac{i \hbar}{\epsilon} \sum_{i=2}^{P} \phi(x_i) \right\}_{x_1 = x, x_{P+1} = x'}
$$

(43)

The limit $P \to \infty$ is equivalent to the limit $\epsilon \to 0$. Now, the points, $x_1, \ldots, x_P$ can be thought of as specific points of a continuous function $x(s)$, $s \in [0, \ell]$ such that $x_i = x((i-1)\epsilon)$ with $x(0) = x$ and $x(\ell) = x'$ as illustrated in the figure below:

In this picture, several quantities appearing in Eq. (43) have limits that can be easily recognized. For example, the first term in the exponential will be recognized as the derivative with respect to $s$ of $x(s)$:

$$
\lim_{i \to 0} \frac{x_{i+1} - x_i}{\epsilon} = \lim_{\epsilon \to 0} \frac{x(i\epsilon) - x((i-1)\epsilon)}{\epsilon} = \frac{dx}{ds}
$$

(44)

In addition, when the $\epsilon \to 0$ limit is taken of the sum appearing in the exponential, the result will be recognized as a Riemann sum or trapezoidal rule type of expression for a
continuous integral over $s$:

$$
\lim_{\epsilon \to 0} \left[ \frac{i e}{\hbar} \sum_{i=1}^{P} \frac{m}{2} \left( \frac{x_{i+1} - x_i}{\epsilon} \right)^2 - \frac{i e}{2\hbar} (\phi(x) + \phi(x')) - \frac{i e}{\hbar} \sum_{i=2}^{P} \phi(x_i) \right] = \frac{i}{\hbar} \int_0^t ds \left[ \frac{m}{2} \left( \frac{dx}{ds} \right)^2 - \phi(x(s)) \right].
$$

(45)

Finally, consider the integration measure

$$
\left( \frac{m}{2\pi i \epsilon \hbar} \right)^{P/2} dx_1 \cdots dx_P.
$$

As $P \to \infty$ and $\epsilon \to 0$, the number of points becomes infinite, and they become infinitely closely spaced. As Fig. 1 suggests, then integration becomes an integration over all continuous functions, $x(s)$ that begin at $x$ and end at $x'$. A special notation is introduced to represent this “integration over all functions”:

$$
\lim_{P \to \infty, \epsilon \to 0} \left( \frac{m}{2\pi i \epsilon \hbar} \right)^{P/2} dx_1 \cdots dx_P \equiv Dx(s).
$$

(46)

Combining Eq. (45) and Eq. (46) gives the following expression for the matrix element of the propagator:

$$
\langle x | e^{-iHt/\hbar} | x' \rangle = \int_x^{x'} Dx(s) \exp \left\{ \frac{i}{\hbar} \int_0^t ds \left[ \frac{m}{2} \left( \frac{dx}{ds} \right)^2 - \phi(x(s)) \right] \right\}
$$

(47)

Eq. (47) is known as the functional integral representation of the path integral. In effect, it represents an integration over all functions, $x(s)$ with the boundary conditions $x(0) = x$ and $x(t) = x'$ and a weight given by the exponential appearing in Eq. (47). Such functions, $x(s)$, can also be regarded as “paths” between $x$ and $x'$, hence, Eq. (47) is also referred to as the continuous path integral, being an integration over all paths between $x$ and $x'$.

The integrand appearing in the exponential in Eq. (47) has a special name in classical mechanics. It is known as the Lagrangian:

$$
L(x, \dot{x}) = \frac{m}{2} \dot{x}^2 - \phi(x)
$$

(48)

where $\dot{x} \equiv dx/ds$. The Lagrangian is simply the difference between the kinetic and potential energies, expressed as a function of the velocity, $\dot{x}$ and position, $x$. The reader may easily verify that the following Euler-Lagrange equation:

$$
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}} \right) - \frac{\partial L}{\partial x} = 0
$$

(49)

is equivalent to the Newton equation of motion $m\ddot{x} = -d\phi/dx$. Moreover, the integral of the Lagrangian over a specific path, $x(s)$, plays an important role in classical mechanics. It known as the action integral:

$$
A[x(s)] = \int_0^t ds L(x(s), \dot{x}(s))
$$

(50)
Again, the reader may verify directly that the Euler-Lagrange equation, Eq. (49) results from extremization of the action

$$\delta A = 0$$

with respect to the path. Paths that satisfy this extremization condition are known as classical paths. Thus, in terms of the action, the continuous path integral for the propagator can be written:

$$\langle x'[s] | e^{-\frac{i}{\hbar} \hat{H} s} | x[s]\rangle = \int_{x}^{x'} D x(s) e^{\pm A[x(s)]}$$

(52)

The content of Eq. (52) is that the complete propagator is constructed by “summing” (integrating) over all paths between $x$ and $x'$ weighted by the complex exponential of the action for each path divided by $\hbar$. The sum over paths is illustrated in Fig. 2 below:

By virtue of Eq. (51), it is clear that classical paths will have the most significant contribution to the path integral, as a small change from a classical path will only cause small changes in the action, hence only small variations in the oscillating integrand of Eq. (52). For paths that differ substantially from classical paths, small changes will cause large changes in the action, and, hence, the oscillatory functions in Eq. (52) will fluctuate wildly, leading to positive and negative contributions that largely cancel out.

Figure 2. Illustration of the sum over paths
Turning, once again, to the density matrix, we noted above that an expression for the propagator could be obtained from the density matrix by letting $\beta = it/h$. Conversely, the density matrix can be obtained from the propagator by letting $i = -i\beta h$, i.e., by letting time be imaginary. For this reason, the canonical density matrix is often referred to as an imaginary time or Euclidean propagator. Taking the continuous limit of Eq. (39) leads to the following path integral expression for the density matrix:

$$\langle x | e^{-\beta H} | x' \rangle = \int_x^{x'} D\tau(x) \exp \left\{ -\frac{1}{h} \int_0^{\beta h} d\tau \left[ \frac{m}{2} \left( \frac{dx}{d\tau} \right)^2 + \phi(x(\tau)) \right] \right\}$$

(53)

where $\tau$ is an imaginary time integration variable, $\tau \in [0, \beta h]$, and the integration is now over all imaginary time paths, $x(\tau)$ beginning at $x$ and ending at $x'$. Eq. (53) is known as a continuous imaginary time path integral. The quantity in the integrand of the exponential in Eq. (53) has the form of the kinetic plus potential energies expressed as a function of $x$ and $\dot{x} = dx/d\tau$. This is known as the Euclidean Lagrangian

$$L(x, \dot{x}) = \frac{m}{2} \dot{x}^2 + \phi(x)$$

(54)

and its integral over a continuous path $x(\tau)$ is called the imaginary time or Euclidean action:

$$S[x(\tau)] = \int_0^{\beta h} d\tau L(x(\tau), \dot{x}(\tau))$$

(55)

Minimization of this action via $\delta S = 0$ leads to the same Euler-Lagrange equation of motion for the classical paths:

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}} \right) - \frac{\partial L}{\partial x} = 0$$

(56)

However, when the Euclidean Lagrangian is substituted into Eq. (56), the resulting equation of motion for the classical paths is

$$m \ddot{x} = \frac{d\phi}{dx}$$

(57)

which leads to motion on the inverted potential surface, $-\phi(x)$. Again, Eq. (57) must be subject to the condition, $x(0) = x$ and $x(\beta h) = x'$ in order to obtain the appropriate classical paths. Thus, the density matrix can be expressed as an imaginary time path integral involving the Euclidean action:

$$\langle x | e^{-\beta H} | x' \rangle = \int_x^{x'} D\tau(x) e^{-S[x(\tau)]}$$

(58)

Since $S[x(\tau)]$ is a minimum along the classical paths, paths satisfying Eq. (57) subject to the boundary conditions constitute the dominant contribution to the imaginary time path integral. Paths far from the classical paths will have large Euclidean actions and, therefore, will be severely damped out by the damped exponential appearing in Eq. (58).
Finally, returning to the partition function, recall that $Z(\beta)$ is the trace of the density matrix, which can now be expressed in terms of an imaginary time path integral:

$$Z(\beta) = \int dx \langle x | e^{-\beta H} | x \rangle$$

$$= \int dx \int_0^\beta Dx(\tau) e^{-\beta \mathcal{S}[x(\tau)]} \quad (59)$$

The imaginary time path integral expression for $Z(\beta)$ states that one must first calculate the diagonal density matrix elements by performing a sum over all imaginary time paths, $x(\tau)$ that begin and end at the same point, $x$, via the boundary condition, $x(0) = x(\beta \hbar) = x$, and then integrate over all values of $x$. This sum is illustrated in Fig. 3 below: Since these imaginary time paths are cyclic, in that they return to their starting values in imaginary time $\tau = \beta \hbar$, Eq. (59) is often written in the shorthand form:

$$Z(\beta) = \oint Dx(\tau) e^{-\phi \mathcal{S}[x(\tau)]} \quad (60)$$

where $\oint$ indicates and integration over all cyclic paths that satisfy the condition $x(0) = x(\beta \hbar)$. 

Figure 3. Illustration of the sum over cyclic imaginary time paths
5 Thermodynamics and Expectation Values in Terms of Path Integrals

Suppose we wish to compute the expectation value of an operator, \( \hat{O} \), that is purely a function of the operator, \( \hat{X} \). By definition, the expectation value of \( \hat{O} \) is

\[
\langle \hat{O} \rangle = \frac{\text{Tr} \left[ \hat{O} e^{-\beta H} \right]}{\text{Tr} [e^{-\beta H}]} = \frac{1}{Z(\beta)} \text{Tr} \left[ \hat{O} e^{-\beta H} \right]
\]  
(61)

Once again, carrying out the trace in the coordinate basis gives

\[
\langle \hat{O} \rangle = \frac{1}{Z(\beta)} \int dx \langle x | \hat{O} e^{-\beta H} | x \rangle
\]

\[
= \frac{1}{Z(\beta)} \int dx \ o(x) \langle x | e^{-\beta H} | x \rangle
\]  
(62)

where \( o(x) \) is the corresponding eigenvalue of \( \hat{O} \) obtained by acting on a coordinate eigenstate. Substituting in the continuous imaginary time path integral expression for the diagonal density matrix element, the expectation value of \( \hat{O} \) can be written as a continuous path integral of the form:

\[
\langle \hat{O} \rangle = \frac{1}{Z(\beta)} \int \mathcal{D}x(s) \ a(x(s)) e^{-\frac{1}{\beta} S[x(s)]}
\]  
(63)

It can also be written as the limit of a discrete path integral:

\[
\langle \hat{O} \rangle = \frac{1}{Z(\beta)} \lim_{P \to \infty} \left( \frac{mP}{2\pi \beta \hbar^2} \right)^{P/2}
\times \int dx_1 \cdots dx_P \ o(x_1) \exp \left\{ - \sum_{i=1}^{P} \left[ \frac{mP}{2\beta \hbar^2} (x_{i+1} - x_i)^2 + \frac{\beta}{P} \phi(x_i) \right] \right\}
\]  
(64)

Recognizing, however, that the integral in Eq. (64) is invariant under a cyclic relabeling of all of the path integration variables, \( x_1 \to x_2, x_2 \to x_3, \) etc., such a cyclic relabeling can be performed \( P \) times, the resulting expressions added together and then divided by \( P \) to yield:

\[
\langle \hat{O} \rangle = \frac{1}{Z(\beta)} \lim_{P \to \infty} \left( \frac{mP}{2\pi \beta \hbar^2} \right)^{P/2}
\times \int dx_1 \cdots dx_P \frac{1}{P} \sum_{i=1}^{P} o(x_i) \exp \left\{ - \sum_{i=1}^{P} \left[ \frac{mP}{2\beta \hbar^2} (x_{i+1} - x_i)^2 + \frac{\beta}{P} \phi(x_i) \right] \right\}
\]  
(65)
A finite $P$ expression for $\langle \hat{O} \rangle$ can be obtained by substituting $Z_P(\beta)$ for $Z(\beta)$ and writing

$$\langle \hat{O} \rangle_P = \frac{1}{Z_P(\beta)} \left( \frac{mP}{2\pi\hbar^2} \right)^{P/2} \times \int dx_1 \cdots dx_P \frac{1}{P} \sum_{i=1}^{P} o(x_i) \exp \left\{ -\sum_{i=1}^{P} \left[ \frac{mP}{2\beta\hbar^2}(x_{i+1} - x_i)^2 + \frac{\beta}{P} \phi(x_i) \right] \right\}_{x_{P+1} = x_1}^{x_{P+1} - x_1},$$

so that the true expectation value is obtained in the limit $P \to \infty$:

$$\langle \hat{O} \rangle = \lim_{P \to \infty} \langle \hat{O} \rangle_P \quad \quad (66)$$

Note that the quantity

$$f(x_1, \ldots, x_P) = \frac{1}{Z_P(\beta)} \left( \frac{mP}{2\pi\hbar^2} \right)^{P/2} \exp \left\{ -\sum_{i=1}^{P} \left[ \frac{mP}{2\beta\hbar^2}(x_{i+1} - x_i)^2 + \frac{\beta}{P} \phi(x_i) \right] \right\}_{x_{P+1} = x_1}^{x_{P+1} - x_1},$$

satisfies the properties of a $P$-dimensional probability distribution function, i.e. it is positive definite and integrates to unity. Defining the quantity

$$o_P(x_1, \ldots, x_P) = \frac{1}{P} \sum_{i=1}^{P} o(x_i) \quad \quad (69)$$

the expectation value can be written as an average with respect to the probability distribution function $f(x_1, \ldots, x_P)$:

$$\langle \hat{O} \rangle_P = \langle o_P(x_1, \ldots, x_P) \rangle_f \equiv \int dx_1 \cdots dx_P \ o_P(x_1, \ldots, x_P) f(x_1, \ldots, x_P)$$

(70)

The quantity $o_P(x_1, \ldots, x_P)$ is called an estimator for the operator $\hat{O}$. In the limit $P \to \infty$, the average of $o_P(x_1, \ldots, x_P)$ with respect to the probability distribution $f(x_1, \ldots, x_P)$ will yield the true expectation value of $\hat{O}$:

$$\langle \hat{O} \rangle = \lim_{P \to \infty} \langle o_P(x_1, \ldots, x_P) \rangle_f \quad \quad (71)$$

Estimators play an important role in path integral calculations. Any observable quantity will have a corresponding estimator, i.e. a function of $x_1, \ldots, x_P$ whose average gives, in the limit $P \to \infty$, the true expectation value of that observable.

Estimators for thermodynamic quantities can be derived as well. These are often obtained as derivatives of the partition function. Consider the total internal energy, $E$, given by

$$E = -\frac{\partial}{\partial \beta} \ln Z(\beta) = -\frac{1}{Z(\beta)} \frac{\partial Z(\beta)}{\partial \beta}$$

(72)

The estimator is obtained by substituting $Z_P(\beta)$ for the true $Z(\beta)$ and computing the required derivative. The reader may easily verify that the resulting expression is

$$E_P = \langle o_P(x_1, \ldots, x_P) \rangle_f$$

(73)
where the estimator, \( \varepsilon_P(x_1, \ldots, x_P) \) is given by

\[
\varepsilon_P(x_1, \ldots, x_P) = \frac{P}{2\beta} - \sum_{i=1}^{P} \left[ \frac{mP}{2\beta^2\hbar^2} (x_{i+1} - x_i)^2 - \frac{1}{P} \phi(x_i) \right]
\]  

Equation (74) is known as the \textit{primitive energy estimator}. The true total thermodynamic internal energy will be given as the \( P \to \infty \) limit of the average of this estimator with respect to the distribution function. However, owing to the quadratic term in Eq. (74) and its linearly \( P \)-dependent prefactor, this estimator is somewhat difficult to work with numerically, especially as \( P \) becomes large, as was originally shown by Hermann Bruiskin and Berne. These authors showed that the convergence error in this estimator grows with \( P \). In order to rectify this, they derived an equivalent form of the estimator using the virial theorem that involves only the potential and its first derivative. The alternative estimator, known as the \textit{virial estimator} is given by

\[
\varepsilon_{\text{vir}}(x_1, \ldots, x_P) = \frac{1}{2\beta} + \frac{1}{P} \sum_{i=1}^{P} \left[ \frac{1}{2}(x_i - x_c) \frac{\partial \phi}{\partial x_i} + \phi(x_i) \right]
\]  

where \( x_c \) is a quantity known as the \textit{path centroid} and is simply the geometric center of the path given by

\[
x_c = \frac{1}{P} \sum_{i=1}^{P} x_i
\]  

or, in the continuous limit,

\[
x_c = \frac{1}{\beta\hbar} \int_{0}^{\beta\hbar} d\tau \ x(\tau)
\]  

This quantity is of central importance in the development of semi-classical effective potentials via the approach of Feynman and Kleinert and can also be used to obtain approximate quantum dynamics via the so called centroid dynamics method. Other thermodynamic estimators can be derived, for example, for the pressure, however, details of the derivations will not be given here. Rather, we will next turn our attention to the problem of computing path integrals and quantum observable properties via molecular dynamics.

### 6 Path Integral Molecular Dynamics

The continuous functional integral representation of the path integral is mathematically elegant and can be used for formal manipulations, however, it is not suitable for direct numerical evaluation. The latter requires the discrete, finite \( P \) form of the partition function given by

\[
Z_P(\beta) = \left( \frac{mP}{2\pi\beta\hbar^2} \right)^{P/2} \int \left. dx_1 \cdots dx_P \right. 
\exp \left\{ -\sum_{i=1}^{P} \left[ \frac{mP}{2\beta^2\hbar^2} (x_{i+1} - x_i)^2 + \frac{\beta}{P} \phi(x_i) \right] \right\}_{x_{P+1}=x_1}
\]
Introducing a “chain frequency”

\[ \omega_P = \frac{\sqrt{P}}{\beta \hbar} \]  

(79)

and an effective potential

\[ U_{\text{eff}}(x_1, \ldots, x_P) = \sum_{i=1}^{P} \left[ \frac{1}{2} m \omega_P^2 (x_{i+1} - x_i)^2 + \frac{1}{P} \phi(x_i) \right] \delta_{x_{i+1} - x_1} \]  

(80)

Eq. (78) can be written as

\[ Z_P(\beta) = \left( \frac{mP}{2\pi \beta \hbar^2} \right)^{P/2} \int dx_1 \cdots dx_P \ e^{-\beta U_{\text{eff}}(x_1, \ldots, x_P)} \]  

(81)

When written in this manner, the quantum partition function looks like a classical configurational partition function for a \( P \)-particle systems, where the \( P \) particles are discrete points along a cyclic path. This is illustrated in Fig. 4 below: Since the discrete cyclic path resembles a beaded necklace, the \( P \) particles are often referred to as “beads.” Owing to the quadratic term in Eq. (80), the beads are coupled to each other by nearest neighbor harmonic springs with frequency \( \omega_P \), as the figure illustrates. Moreover, each bead is separately subject to the external potential, \( \phi(x) \), i.e. \( \phi(x) \) acts on only one bead at a time and gives rise to no additional coupling between the beads.

In order to make the connection between the quantum partition function and the fictitious \( P \)-particle classical system more manifest, consider supplementing Eq. (81) by a set of \( P \) Gaussian integrals and writing

\[ Z_P(\beta) = N \int dp_1 \cdots dp_P \int dx_1 \cdots dx_P \ \exp \left\{ -\beta \left[ \sum_{i=1}^{P} \frac{p_i^2}{2m_i} + U_{\text{eff}}(x_1, \ldots, x_P) \right] \right\} \]  

(82)
The new Gaussian variables are regarded as fictitious classical “momenta” so that the constants, \( \dot{\hat{n}}_i \), have units of mass. Note that these Gaussian integrals are uncoupled and can be performed analytically to yield, \( \prod_{i=1}^{P} \left( \frac{2\pi \hat{n}_i \beta}{\pi} \right)^{1/2} \), and the overall constant \( \mathcal{N} \) can be chosen so as to reproduce the correct prefactor in Eq. (81). Thus, we have complete freedom to choose the \( \hat{n}_i \) as we like. Writing the partition function in this manner, however, gives it the form of a \( P \)-dimensional classical phase space integral for the fictitious classical system consisting of \( P \) beads. This connection between the quantum system and the \( P \)-particle fictitious classical system is known as the classical isomorphism.\(^{23}\) The true quantum system is recovered as the number of fictitious classical beads, \( \hat{n} \), becomes infinite.

Having connected the quantum partition function to a fictitious classical partition function, Eq. (82) can be evaluated, at least in principle, using classical molecular dynamics (MD) based on equations of motion derived from a fictitious classical Hamiltonian of the form

\[
H(p, x) = \sum_{i=1}^{P} \frac{p_i^2}{2\hat{n}_i} + U_{\text{eff}}(x_1, \ldots, x_P)
\]

\[
= \sum_{i=1}^{P} \left[ \frac{p_i^2}{2\hat{n}_i} \right. + \frac{1}{2}m\omega_p^2 (x_{i+1} - x_i)^2 + \frac{1}{P} \phi(x_i) \left. \right] \delta_{x_{P+1} = x_1} \tag{83}
\]

where \( p \equiv \{p_1, \ldots, p_P\} \) and \( x \equiv \{x_1, \ldots, x_P\} \). Such an approach is doomed to failure, however, as was established in 1984 by Hall and Berne.\(^{10}\) The reason for this is due to the quadratic term in Eq. (83). First, as \( P \) becomes large, the effective force constant between the beads, \( m\omega_p^2 \), grows linearly with \( P \). At the same time, the contribution from the external potential is attenuated by a factor of \( 1/P \) so that the harmonic forces dominate. This causes MD trajectories to remain very close to the invariant tori described by the \( \phi = 0 \) system and not explore the full available phase space. Second, since the quadratic term couples all of the beads, there are many time scales buried in this term, and the highest frequency of these will limit the time step that can be used. This means that lower frequency modes will be inadequately sampled, leading to very slow convergence of observable quantities. Third, ordinary MD will generate a microcanonical distribution of \( H \), i.e. a distribution function of the form \( \delta(H(p, x) - E) \), where \( E \) is the conserved energy. Clearly, this is not the form appearing in Eq. (82), which requires a canonical distribution of the form \( \exp(-\beta H) \).

In order to solve these problems, we introduce a new MD based approach which includes the following features:

i. a change of integration variables in Eq. (82), which serves to uncouple the harmonic term, and a corresponding reformulation of the fictitious classical Hamiltonian;

ii. a multiple time scale numerical integration algorithm that treats the inherent time scales of the harmonic and external potential terms with appropriate time steps;

iii. a highly efficient canonical MD method that rigorously generates a canonical phase space distribution.

First, since the integration variables in Eq. (82) are completely arbitrary, we are free to change them with the aim of uncoupling the quadratic term. To this end, there are several
possibilities. Consider, first, a simple change of variables of the form:

\[
\begin{align*}
  u_1 &= x_1 \\
  u_i &= x_i - x_i^* 
\end{align*}
\]

where

\[
x_i^* = \frac{(i - 1)x_{i+1} + x_1}{i}
\]

This transformation is known as a *staging transformation* as it is based on the *staging* Monte Carlo approach of Ceperley and Pollock.\(^6\) Note that the inverse of this transformation can be expressed in a convenient recursive fashion:

\[
\begin{align*}
  x_1 &= u_1 \\
  x_i &= u_i + \frac{i - 1}{i} x_{i+1} + \frac{1}{i} u_1 
\end{align*}
\]

where the \(x_{i+1}\) term is used to start the recursion. It can also be expressed directly by

\[
\begin{align*}
  x_1 &= u_1 \\
  x_i &= \sum_{j=i}^{P} \frac{i - 1}{j - 1} u_j 
\end{align*}
\]

If Eq. (86) is substituted into Eq. (82), the resulting expression for the partition function is

\[
Z_P(\beta) = N \int dp_1 \cdots dp_P \int du_1 \cdots du_P \exp \left\{ -\beta \left[ \sum_{i=1}^{P} \frac{p_i^2}{2m_i} + U_{\text{eff}}^{(\text{stage})}(u_1, \ldots, u_P) \right] \right\}
\]

where the transformed effective potential is

\[
U_{\text{eff}}^{(\text{stage})}(u_1, \ldots, u_P) = \sum_{i=1}^{P} \left[ \frac{1}{2} m_i \omega_i^2 u_i^2 + \frac{1}{P} \phi(x_i(u_1, \ldots, u_P)) \right]
\]

and \(x_i(u_1, \ldots, u_P)\) are the linear transformation functions defined by Eq. (86) or Eq. (87). In Eq. (89), the masses, \(m_i\), are given by

\[
m_1 = 0 \\
m_i = \frac{i}{i - 1} m
\]

and are known as the *staging masses*. The important feature of Eq. (89) is the fact that the quadratic term is completely uncoupled in terms of the \(u\) variables. Note, also, that the variable \(u_1\) does not appear in the transformed harmonic term, since \(m_1 = 0\). This uncoupled mode represents collective motion of the entire cyclic chain. This suggests that an effective MD scheme can be obtained based on the equations of motion derived from the effective fictitious classical Hamiltonian

\[
H_{\text{eff}}^{(\text{stage})}(p, u) = \sum_{i=1}^{P} \frac{p_i^2}{2m_i} + U_{\text{eff}}^{(\text{stage})}(u_1, \ldots, u_P)
\]

and

\[
= \sum_{i=1}^{P} \left[ \frac{P_i^2}{2m_i} + \frac{1}{2} m_i \omega_i^2 u_i^2 + \frac{1}{P} \phi(x_i(u_1, \ldots, u_P)) \right]
\]
Note that this Hamiltonian is not equivalent to the Hamiltonian in Eq. (83), nor should it be. The Hamiltonian in Eq. (91) generates a different dynamics that will sample the full configuration space more effectively. The Hamiltonian in Eq. (91) suggests that the optimal choice of the masses, $\tilde{m}_i$, is

$$\tilde{m}_1 = m, \quad m_j = m_i \quad (92)$$

since, with this choice, all of the staging modes, $u_2, \ldots, u_P$ will move on the same time scale, thereby leading to efficient sampling of all modes in an MD scheme. The equations of motion derived from Eq. (91) are

$$\dot{u}_i = \frac{p_i}{\tilde{m}_i}, \quad \dot{p}_i = -\frac{\partial U^{(stge)}}{\partial u_i} = -m_i \omega_i^2 u_i - \frac{\partial \phi}{\partial u_i} \quad (93)$$

The forces, $\partial \phi/\partial u_i$, are obtained via the chain rule using Eq. (86) which gives a convenient recursive form for the partial derivatives:

$$\frac{\partial \phi}{\partial u_1} = \frac{1}{P} \sum_{i=1}^{P} \frac{\partial \phi}{\partial x_i}, \quad \frac{\partial \phi}{\partial x_i} = \frac{\partial \phi}{\partial x_i} + \frac{i-2}{i-1} \frac{\partial \phi}{\partial x_{i-1}} \quad (94)$$

This form is especially convenient since the bead forces, $\partial \phi/\partial x_i$, can be computed directly given the form of the potential.

Equations (93) alone are not sufficient to give a satisfactory path integral MD scheme, however, since they still only generate a microcanonical distribution, $\delta (H^{(stge)}(p, u) - E)$. In order to ensure that a proper canonical distribution is generated, Eqs. (93) must be coupled to a thermostating method. Although many such approaches exist, our experience has been that the extended system methods such as the Nosé-Hoover chain\textsuperscript{24} or generalized Gaussian moment\textsuperscript{25} are the most effective. Both of these schemes can be rigorously shown to generate a canonical distribution in the physical phase space variables, $(p, u)$. It is also possible to write the partition function in the form

$$Z_P(\beta) = N \int dp_1 \cdots dp_P \int du_1 \cdots du_P \delta \left( \sum_{i=1}^{P} \frac{p_i^2}{2\tilde{m}_i} - K_0 \right) \times \exp \left\{ -\beta U^{(stge)}(u_1, \ldots, u_P) \right\} \quad (95)$$

and employ an isokinetic method following the approach recently introduced by Minary and Tuckerman,\textsuperscript{26} which has also been shown to be highly effective and offers the advantage of simplicity. Here, we shall show how to employ the Nosé-Hoover chain (NHC) approach. In the NHC approach, a set of $M$ additional “heat bath” variables, $\eta_1, \ldots, \eta_M$ is introduced along with a set of corresponding momenta, $p_{\eta_1}, \ldots, p_{\eta_M}$, such that the $k$th variables control the kinetic energy fluctuations in the $(k-1)$st variables, where $k = 0$ corresponds to the physical momenta. For example, for a particle moving in a one-dimensional
potential described by equations of motion of them form $\dot{x} = p/m$, $\dot{p} = -d\phi/dx$, the thermostatted equations take the form

$$
\dot{x} = \frac{p}{m}, \\
\dot{p} = -\frac{d\phi}{dx} - \frac{p_{\eta_1}}{Q_1} p, \\
\dot{\eta}_k = \frac{p_{\eta_k}}{Q_k}, \\
\dot{p}_{\eta_1} = \frac{p_{\eta_1}^2}{m} - kT - \frac{p_{\eta_2}}{Q_2} p_{\eta_1}, \\
\dot{p}_{\eta_k} = \frac{p_{\eta_{k-1}}^2}{Q_{k-1}} - kT - \frac{p_{\eta_{k+1}}}{Q_{k+1}} p_{\eta_k}, \\
\dot{p}_{\eta_M} = \frac{p_{\eta_{M-1}}^2}{Q_{M-1}} - kT
$$

(96)

where $Q_1, \ldots, Q_M$ is a set of thermostat mass parameters (having units of energy$\times$time$^2$) that control the time scale on which these variables evolve. Equations (96) conserve the following energy:

$$
H' = \frac{p^2}{2m} + \phi(x) + \sum_{k=1}^{M} \left[ \frac{p_{\eta_k}^2}{2Q_k} + kT\eta_k \right]
$$

(97)

Note that $H'$ is not a Hamiltonian for Eqs. (96). The proof that Eqs. (96) generates a

Figure 5. Poincaré sections, probability distributions, $f(x)$ and $f(p)$ of position and momentum for a harmonic oscillator with potential $\phi(x) = m\omega^2x^2/2$ with $m = 1$, $\omega = 1$. Left column shows results for $M = 1$ (Nosé-Hoover thermostat), middle column shows, $M = 4$, and right column shows, $M = 6$. 288
correct canonical distribution can be found in the recent work of Tuckerman, et al. Figure 5 shows that these equations are capable of generating a correct canonical distribution for a simple harmonic oscillator described by \( \phi(x) = m\omega^2x^2/2 \) for \( M > 1 \) (note that \( M = 1 \) corresponds to the more familiar Nosé-Hoover thermostat, which fails for a harmonic oscillator).

Path integral MD is dominated by harmonic motion. Therefore, it is absolutely crucial to couple a thermostat to each degree of freedom in the system. This means each Cartesian direction of each mode variable. Failure to do so will result in a scheme that does not converge. Therefore, the complete path integral MD equations take the form:

\[
\dot{u}_i = \frac{p_i}{m_i}
\]

\[
\dot{p}_i = -m_i\omega^2 u_i - \frac{\partial \phi}{\partial u_i} - \frac{p_{\eta,i}}{Q_i} p_i
\]

\[
\dot{\eta}_{k,i} = \frac{p_{\eta,k}}{Q_k}
\]

\[
\dot{p}_{\eta,i} = \frac{p_{\eta,i}}{m_i} - kT - \frac{p_{\eta,i}}{Q_i} p_{\eta,i}
\]

\[
p_{\eta,k} = \frac{p_{\eta,k-1}}{Q_{k-1}} - kT - \frac{p_{\eta,k+1}}{Q_{k+1}} p_{\eta,k}
\]

\[
\dot{p}_{\eta,M,i} = \frac{p_{\eta,M-1,i}}{Q_{M-1}} - kT
\]

The conserved energy of these equations is

\[
H' = \sum_{i=1}^{P} \left\{ \frac{p_i^2}{2m_i} + \frac{1}{F} \phi(x_i) + \sum_{k=1}^{M} \left[ \frac{p_{\eta,k}^2}{2Q_k} + kT \eta_{k,i} \right] \right\}
\]

The thermostat mass parameters are chosen to evolve on the time scale of the harmonic forces, and, therefore are assigned values according to:

\[
Q_k = \frac{1}{\beta \omega^2 P} \quad \forall \ k
\]

Figure 6 illustrates the performance of the path integral MD scheme for a harmonic oscillator, \( \phi(x) = m\omega^2x^2/2 \) with

\[
\frac{m\omega}{\hbar} = 0.03 \quad \beta \hbar \omega = 15.8
\]

and \( P = 400 \). The figure shows how the virial energy estimator converges if straightforward microcanonical MD is used compared to the algorithm in Eqs. (98) and compared to staging Monte Carlo. It can be seen that the simple microcanonical MD performs extremely poorly, however, when Eqs. (98) are used, the algorithm is almost as efficient as the staging Monte Carlo, as measured by the error bar as a function of block size. Figure 7 also shows what happens if a single global thermostat is used instead of a thermostat on each degree of freedom. This comparison serves to underscore the warning given above that each degree of freedom requires its own thermostat.
Figure 6. Instantaneous and cumulative value of the virial energy estimator and the associated error bar as a function of block size for standard microcanonical MD (top row), the staging MD algorithm presented (middle row), and staging Monte Carlo using the Ceperley and Pollock algorithm for the harmonic oscillator example.

Figure 7. Illustration of the problem inherent with the use of a global thermostat in path integral MD by examination of the instantaneous and cumulative values of the virial energy estimator and the spread of the path, defined as the distance between furthest points on the path integral chain.
For completeness, we mention another possible transformation that can be used to uncouple the harmonic potential term. This is the so called normal mode transformation obtained by performing a Fourier expansion of the discrete cyclic path:

\[ x_j = \sum_{l=1}^{P} c_l e^{2\pi i (j-1)(l-1)/P} \]  

(101)

The coefficients, \( c_l \) are complex, so that the normal mode variables, \( u_l \) are given by

\[ u_1 = c_1 \]

\[ u_P = c_1 (P+2)/2 \]

\[ u_{2l-2} = \text{Re}(c_l) \]

\[ u_{2l-1} = \text{Im}(c_l) \]  

(102)

Associated with the normal mode transformation is a set of normal mode frequencies:

\[ \lambda_{2l-1} = \lambda_{2l-2} = 2P \left[ 1 - \cos \left( \frac{2\pi (l-1)}{P} \right) \right] \]  

(103)

from which a set of normal mode masses can be obtained by

\[ m_l = m \lambda_l \]  

(104)

The path integral MD equations, Eqs. (98) are equally valid for the normal mode transformation, and simply require using Eqs. (102) to determine the forces and Eq. (104) in place of the staging masses. The normal mode method has the advantage that the mode, \( u_1 \) is given, in terms of the bead variables, by

\[ u_1 = \frac{1}{P} \sum_{j=1}^{P} x_j \]  

(105)

i.e. the path centroid. Therefore, the normal mode method should be used when one wishes to compute quantum free energy profiles or perform approximate quantum dynamics via the centroid dynamics approach.

In order to complete the path integral MD scheme, a reversible multiple time scale integration method is needed. In order to illustrate how such a scheme is constructed, consider, first a simple one-particle, one-dimensional classical system described by a Hamiltonian \( H = p^2/2m + \phi(x) \). The equations of motion

\[ \dot{x} = \frac{p}{m} \quad \dot{p} = F(x) \]  

(106)

where \( F(x) = -\phi'(x) \), can be cast in an operator form:

\[ \dot{x} = iLx \quad \dot{p} = iLp \]  

(107)

where \( iL \) is the Liouville operator given by

\[ iL = \frac{p}{m} \frac{\partial}{\partial x} + F(x) \frac{\partial}{\partial p} \]  

(108)

The equations of motion can now be solved formally by

\[ x(t) = e^{iLt}x(0) \quad p(t) = e^{iLt}p(0) \]  

(109)
where the operator \( \exp(iLt) \) is called the classical propagator. Although we cannot evaluate its action directly on an initial condition, \( \{x(0), p(0)\} \), we can approximate it for a small time interval, \( \Delta t \), using the Trotter theorem. Note that \( iL \) is composed of two terms, \( iL_1 \) and \( iL_2 \) given by

\[
iL_1 = \frac{p}{m} \frac{\partial}{\partial x} \quad iL_2 = F(x) \frac{\partial}{\partial p}
\]  

(110)

If \( \Delta t \) is small, then we may approximate

\[
e^{iL\Delta t} = e^{iL_2\Delta t/2} e^{iL_1\Delta t} e^{iL_2\Delta t/2} + O(\Delta t^3)
\]  

(111)

Note that, although the error in one step is of order \( \Delta t^3 \), the error accumulated by applying the operator in Eq. (111) \( N \) times to generate a trajectory of real time length \( t \) will be of order \( N\Delta t^3 = t\Delta t^2 = t^3/N^2 \). Now, each operator appearing in Eq. (111) can be shown to generate a simple translation of the variable on which it acts:

\[
e^{iL_2/\Delta t/2} p = p + \frac{\Delta t}{2} F(x)
\]

\[
e^{iL_2/\Delta t/2} x = x
\]  

(112)

as can be easily shown by Taylor expanding the exponentials. Similarly,

\[
e^{iL_1/\Delta t} p = p
\]

\[
e^{iL_1/\Delta t} x = x + \Delta t \frac{p}{m}
\]  

(113)

Hence, the action of the operator in Eq. (111) on an initial condition, \( \{p(0), x(0)\} \), generates three sequential updates:

\[
p' = p(0) + \frac{\Delta t}{2} F(x(0))
\]

\[
x(\Delta t) = x + \Delta t \frac{p'}{m}
\]

Compute new force

\[
p(\Delta t) = p' + \frac{\Delta t}{2} F(x(\Delta t))
\]  

(114)

or as a pseudocode, beginning with values \( x = x(0) \) and \( p = p(0) \):

\[
p \leftarrow p + \frac{\Delta t}{2} F(x)
\]

\[
x \leftarrow x + \Delta t \frac{p}{m}
\]

Compute new force

\[
p \leftarrow p + \frac{\Delta t}{2} F(x)
\]  

(115)

At the output, \( x \) and \( p \) hold the values of \( x(\Delta t) \) and \( p(\Delta t) \), respectively. The schemes, (114) and (115) can easily be shown to be equivalent to the familiar velocity verlet algorithm

\[
x(\Delta t) = x(0) + \Delta t \frac{p(0)}{m} + \frac{\Delta t^2}{2m} F(x(0))
\]

\[
p(\Delta t) = p(0) + \frac{\Delta t}{2} [F(x(0)) + F(x(\Delta t))]
\]  

(116)
but derived in a powerful way using operator calculus. The technique of writing down
a factorization of the classical propagator based on terms in the Liouville operator and
then translating each operator into an update step in a pseudocode is a useful technique
in developing numerical integrators in that it avoids the need to write down explicit finite
difference equations such as Eqs. (116), which can be very cumbersome for complex sets
of equations such as the path integral MD equations, Eqs. (98).

In order to illustrate the power of the operator approach, we will develop a simple
multiple time scale integrator, which will form the basis of the algorithm to be used for the
path integral MD equations. Suppose the potential, \( \phi(x) \), contains a dominant fast term,
\( \phi_{\text{fast}}(x) \) and a slower term, \( \phi_{\text{slow}}(x) \),

\[
\phi(x) = \phi_{\text{fast}}(x) + \phi_{\text{slow}}(x)
\]

These will give rise to fast and slow forces, \( F_{\text{fast}}(x) = -\phi'_{\text{fast}}(x) \) and \( F_{\text{slow}}(x) = -\phi'_{\text{slow}}(x) \), respectively. Let us construct a reference system from the fast part of the
potential with a Liouville operator

\[
iL^{(\text{ref})} = \frac{p}{m} \frac{\partial}{\partial x} + F_{\text{fast}}(x) \frac{\partial}{\partial p} = iL_1^{(\text{ref})} + iL_2^{(\text{ref})}
\]

and a correction

\[
iL' = F_{\text{slow}}(x) \frac{\partial}{\partial p}
\]

Using the Trotter theorem, we break up the classical propagator as follows:

\[
e^{iL \Delta t} = e^{iL' \Delta t/2} e^{iL^{(\text{ref})} \Delta t} e^{iL' \Delta t/2}
\]

where \( \Delta t \) is chosen to be appropriate to the slow motion. However, in order to integrate
the fast reference system accurately, we need a smaller time step. Let \( \delta t = \Delta t/n \). The
idea of multiple time scale integration is to integrate the reference system for \( n \) steps using the
time step, \( \delta t \) according to the propagator:

\[
e^{iL \Delta t} = e^{iL' \Delta t/2} \times \left[ e^{iL_2^{(\text{ref})} \delta t/2} e^{iL_1^{(\text{ref})} \delta t} e^{iL_2^{(\text{ref})} \delta t/2} \right]^n \times e^{iL' \Delta t/2}
\]

The action of this operator on an initial condition, \( x = x(0), p = p(0) \) can be written as a
The advantage of such a scheme in path integral MD is that the fast forces are very simple harmonic oscillator forces while the slow forces will usually be very expensive interparticle forces. Hence, the costly evaluation of the slow forces need only be done every $n$ steps, thereby saving considerable CPU time. This scheme, known as the reversible reference system propagator algorithm (r-RESPA) was first introduced by Tuckerman, Martyna and Berne in 1992 and proves to be very effective in path integral MD calculations. Incorporation of the NHC thermostat coupling into the scheme is somewhat more involved and will not be discussed in detail here. Suffice it to say that an additional operator $iL_{NHC}$ is introduced which governs the evolution of the heat bath variables, and this operator is incorporated into the fast reference system. Details of how to factorize this operator and incorporate it into the r-RESPA algorithm are given in Ref. 30.

7 Many-Body Path Integrals

In this final section, we discuss the formulation of many-body quantum systems in terms of path integrals. Here, we shall focus on the case in which spin statistics can be neglected. This is generally an acceptable approximation at most temperatures of interest. However, a discussion of spin statistics in path integrals will be provided by other lectures in this series.

Consider an $N$-particle quantum system in a volume, $V$ at temperature, $T$, described by a Hamiltonian of the form

$$H = \sum_{l=1}^{N} \frac{p_l^2}{2M_l} + \phi(R_1, ..., R_N)$$

If the derivation of Sec. 3 is followed for the $N$-particle Hamiltonian, the resulting discrete
The path integral expression for the partition function is

\[
Z(N, V, T) = \lim_{P \to \infty} \left[ \frac{M_P}{2\pi\beta h^2} \right]^{3P/2} \int_{D(V)} d\mathbf{R}_1^{(1)} \cdots d\mathbf{R}_P^{(P)} \times \exp \left\{ -\beta \sum_{i=1}^{P} \left( \sum_{j=1}^{N} \frac{1}{2} \omega^2_{j} (\mathbf{R}_i^{(i+1)} - \mathbf{R}_i^{(j)})^2 + \frac{1}{P} \phi(\mathbf{R}_1^{(i)}, \ldots, \mathbf{R}_N^{(i)}) \right) \right\}
\]

where the integral is defined over the domain, \(D(V)\) defined by the containing volume. The partition function now describes a fictitious classical system consisting of \(N\) cyclic chains, each containing, \(P\) beads. Again, we note that the interaction potential, \(\phi(\mathbf{R}_1, \ldots, \mathbf{R}_N)\), only acts between beads with the same bead index, \(i\). This is illustrated in Fig. 8 below.

![Diagram](image-url)

Figure 8. Illustration of the interaction between two discrete paths in a many-body path integral.

The path integral MD scheme of the previous section is easily extended to the \(N\)-particle system. For each cyclic chain, a staging or normal mode transformation is made and the complete set of mode equations of motion is written down by extending Eqs. (98). Note that a separate thermostat is still coupled to each degree of freedom, for a total of \(3NP\)
thermostat chains!! Although this may seem like a large number of extra variables, since each chain contains $2M$ variables, the CPU time required to integrate these variables is still negligible compared to the time required to evaluate the potential and forces. Fig. 9 below shows the performance of the method on a simple system, a single water molecule in a box of volume, $150 \, \text{Å}^3$. The potential comes from “on the fly” electronic structure calculations.

Figure 9. Performance of the staging (Method III – staging), normal mode (Method III – normal modes) compared to a path integral MD simulation with no variable transformations and no thermostats (Method I) and to a path integral MD simulation with a thermostat on each time slice (Method II). The figure compares the convergence of the virial and primitive energy estimators including equilibration segments.

coupled to the path integral (to be discussed in the lecture on ab initio path integrals) and shows, again, the convergence of the primitive and virials energy estimators for standard microcanonical MD, path integral MD with a single thermostat on each time slice, and the recommended thermostat on each degree of freedom. Clearly, the recommended scheme outperforms the other methods rather dramatically.
8 Summary

In summary, we have introduced the path integral formulation of quantum statistical mechanics in both the discrete and continuous formulations and shown how to compute path integrals using molecular dynamics. In particular, we have shown that a variable transformation that uncouples the harmonic bead-bead interaction term is necessary together with the coupling of the system to a thermostat on each degree of freedom in order to have an efficient scheme. We have introduced an efficient multiple time scale integrator for the path integral MD equations and, finally, we have extended the scheme to many-body systems in which the spin statistics can be neglected.
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1 Introduction

Modern theoretical methodology, aided by the advent of high speed computing, has advanced to a level that the microscopic details of chemical events can now be treated on a routine basis. One of the most important development in this area has been the so called \textit{ab initio} molecular dynamics (AIMD) method,\cite{1} which combines finite temperature atomistic molecular dynamics with internuclear forces obtained from accurate electronic structure calculations performed “on the fly” as the MD simulation proceeds. Finally, the combination of AIMD with the discrete path integral gives rise to a very powerful technique for studying chemical processes in which nuclear quantum effects play an important role.

AIMD has been used to study a wide variety of chemically interesting systems. These include, but are certainly not limited to, calculations of the structure and infrared spectroscopy of water,\cite{2,3} proton transport in aqueous acidic and basic environments,\cite{4-7} proton order/disorder and infrared spectroscopy of ice,\cite{8,9} structure of liquid silicates,\cite{10,11} structure and ionic solvation in liquid ammonia,\cite{12,13} calculation of NMR in proteins\cite{14} and structure of nucleic acids,\cite{15} Ziegler-Natta catalysis,\cite{16} and proton transport in methanol and methanol/water mixtures,\cite{17} to name just a few examples. The wide variety of applications attests to the power and flexibility of the AIMD and \textit{ab initio} path integral (AIP) approaches.

For reasons of computational efficiency, the most commonly employed approach to AIMD is based on a density functional representation of the electronic structure and expansion of the electronic orbitals in a plane wave basis set, and this is the approach on which we shall focus in this lecture. However, it is important to note that AIMD is a general approach, and a number of examples exist in the literature which employ more accurate or more empirical electronic structure methods\cite{18,19} as well as different basis sets.\cite{20-22}

This lecture is organized as follows. We shall begin with a brief review of the Born-Oppenheimer approximation and show how the AIMD method naturally emerges. We shall then describe the adiabatic dynamics approach of Car and Parrinello\cite{1} and arrive at the Car-Parrinello equations of motion. We shall then show how to derive a path integral version of the Born-Oppenheimer approximation and describe the incorporation of the AIMD methodology into the path integral scheme. Finally, we shall show how the Car-Parrinello method can be employed to yield an efficient AIP algorithm.
2 The Born-Oppenheimer Approximation and Ab Initio Molecular Dynamics

Consider a system of \( N \) nuclei described by coordinates, \( \mathbf{R}_1, \ldots, \mathbf{R}_N \equiv \mathbf{R} \), and momenta, \( \mathbf{P}_1, \ldots, \mathbf{P}_N \equiv \mathbf{P} \) and \( N_e \) electrons described by coordinates, \( \mathbf{r}_1, \ldots, \mathbf{r}_{N_e} \equiv \mathbf{r} \), momenta, \( \mathbf{p}_1, \ldots, \mathbf{p}_{N_e} \equiv \mathbf{p} \), and spin variables, \( s_1, \ldots, s_{N_e} \equiv \sigma \) with a Hamiltonian of the form

\[
H = \sum_{i=1}^{N} \frac{\mathbf{P}_i^2}{2M_i} + \sum_{i=1}^{N} \frac{\mathbf{p}_i^2}{2m_i} + \sum_{i>j} \frac{e^2}{|\mathbf{r}_i - \mathbf{r}_j|} + \sum_{I,J} \frac{Z_I Z_J e^2}{|\mathbf{R}_I - \mathbf{R}_J|} - \sum_{i,J} \frac{Z_I e^2}{|\mathbf{R}_I - \mathbf{r}_i|}
\]

\[
\equiv T_N + T_e + V_{ee}(\mathbf{r}) + V_{NN}(\mathbf{R}) + V_{eN}(\mathbf{r}, \mathbf{R})
\]

where \( M_i \) is the mass of the electron, and \( Z_I e \) is the charge on the \( I \)th nucleus. In the second line, \( T_N, T_e, V_{ee}, V_{NN}, \) and \( V_{eN} \) represent the nuclear and electron kinetic energy operators and electron-electron, electron-nuclear, and nuclear-nuclear interaction potential operators, respectively. We begin by looking for the eigenfunctions and eigenvalues of this Hamiltonian, given by:

\[
[T_N + T_e + V_{ee}(\mathbf{r}) + V_{NN}(\mathbf{R}) + V_{eN}(\mathbf{r}, \mathbf{R})] \Psi(\mathbf{x}, \mathbf{R}) = E \Psi(\mathbf{x}, \mathbf{R})
\]

where \( \mathbf{x} \equiv (\mathbf{r}, \sigma) \) is the full collection of position and spin variables. Clearly, an exact solution of Eq. (2) is not possible. The Born-Oppenheimer approximation consists in the recognition that there is a strong separation of time scales between the electronic and nuclear motion, since the electrons are lighter than the nuclei by three orders of magnitude. In order to exploit this fact, we assume a solution of the form

\[
\Psi(\mathbf{x}, \mathbf{R}) = \phi(\mathbf{x}, \mathbf{R}) \chi(\mathbf{R})
\]

where \( \chi(\mathbf{R}) \) is a nuclear wavefunction and \( \phi(\mathbf{x}, \mathbf{R}) \) is an electronic wavefunction that depends parametrically on the nuclear positions. Note that

\[
T_N \phi(\mathbf{x}, \mathbf{R}) \chi(\mathbf{R}) = \frac{\hbar^2}{2} \sum_{l=1}^{N} \frac{1}{M_l} \left[ \phi(\mathbf{x}, \mathbf{R}) \nabla_l^2 \chi(\mathbf{R}) + \chi(\mathbf{R}) \nabla_l^2 \phi(\mathbf{x}, \mathbf{R}) + 2 \nabla_l \phi(\mathbf{x}, \mathbf{R}) \cdot \nabla_i \chi(\mathbf{R}) \right]
\]

The Born-Oppenheimer consists in neglecting \( \nabla_l \phi(\mathbf{x}, \mathbf{R}) \) terms with the justification that the nuclear wavefunction \( \chi(\mathbf{R}) \) is more localized than the electronic wavefunction, hence, we expect \( \nabla_l \chi(\mathbf{R}) \gg \nabla_l \phi(\mathbf{x}, \mathbf{R}) \). Substitution of Eq. (3) with the above approximation into Eq. (2) gives

\[
[T_e + V_{ee}(\mathbf{r}) + V_{eN}(\mathbf{r}, \mathbf{R})] \phi(\mathbf{x}, \mathbf{R}) \chi(\mathbf{R}) + \phi(\mathbf{x}, \mathbf{R}) T_N \chi(\mathbf{R}) + V_{NN}(\mathbf{R}) \phi(\mathbf{x}, \mathbf{R}) \chi(\mathbf{R})
\]

\[
= E \phi(\mathbf{x}, \mathbf{R}) \chi(\mathbf{R})
\]

(5)

Dividing by \( \phi(\mathbf{x}, \mathbf{R}) \chi(\mathbf{R}) \) then gives:

\[
\frac{[T_e + V_{ee}(\mathbf{r}) + V_{eN}(\mathbf{r}, \mathbf{R})] \phi(\mathbf{x}, \mathbf{R})}{\phi(\mathbf{x}, \mathbf{R})} = E - \frac{[T_N + V_{NN}(\mathbf{R})] \chi(\mathbf{R})}{\chi(\mathbf{R})}
\]

(6)
From the above, it is clear that the left side can only be a function of \( R \) alone. Let this function be denoted, \( \varepsilon(R) \). Thus,

\[
\frac{[T_e + V_{ee}(r) + V_{en}(r, R)] \phi(x, R)}{\phi(x, R)} = \varepsilon(R)
\]

\[
[T_e + V_{ee}(r) + V_{en}(r, R)] \phi(x, R) = \varepsilon(R) \phi(x, R)
\]

Eq. (7) is an electronic eigenvalue equation for an electronic Hamiltonian, \( H_e(R) = T_e + V_{ee}(r) + V_{en}(r, R) \) which will yield a set of eigenfunction, \( \varphi_n(x, R) \) and eigenvalues, \( \varepsilon_n(R) \), which depend parametrically on the nuclear positions, \( R \). For each solution, there will be a nuclear eigenvalue equation:

\[
[T_N + V_{nn}(R) + \varepsilon_n(R)] \chi(R) = E\chi(R)
\]

Moreover, each electronic eigenvalue, \( \varepsilon_n(R) \) will give rise to an electronic surface on which the nuclear dynamics described by the time-dependent Schrödinger equation for the time-dependent nuclear wave function \( X(R, t) \):

\[
[T_N + V_{nn}(R) + \varepsilon_n(R)] X(R, t) = i\hbar \frac{\partial}{\partial t} X(R, t)
\]

will evolve. The physical interpretation of Eq. (9) is that the electrons respond instantaneously to the nuclear motion, therefore, it is sufficient to obtain a set of instantaneous electronic eigenvalues and eigenfunctions at each nuclear configuration, \( R \) (hence the parametric dependence of \( \varphi_n(x, R) \) and \( \varepsilon_n(R) \) on \( R \)). The eigenvalues, in turn, give a family of (uncoupled) potential surfaces on which the nuclear wavefunction can evolve. These surfaces can become coupled by so called non-adiabatic effects, contained in the terms that have been neglected in the above derivation.

In many cases, non-adiabatic effects can be neglected, and we may consider motion only on the ground electronic surface described by:

\[
[T_e + V_{ee}(r) + V_{en}(r, R)] \varphi_0(x, R) = \varepsilon_0(R) \varphi_0(x, R)
\]

\[
[T_N + \varepsilon_0(R) + V_{nn}(R)] X(R, t) = i\hbar \frac{\partial}{\partial t} X(R, t)
\]

Moreover, if nuclear quantum effects can be neglected, then we may arrive at classical nuclear evolution by assuming \( X(R, t) \) is of the form

\[
X(R, t) = A(R(t)) e^{iS(R, t)/\hbar}
\]

and neglecting all terms involving \( \hbar \), which yields an approximate equation for \( S(R, t) \):

\[
H_n^{(n)} (\nabla_1 S, \ldots, \nabla_N S, R_1, \ldots, R_N) + \frac{\partial S}{\partial t} = 0
\]

which is just the classical Hamiltonian-Jacobi equation with

\[
H_n^{(n)} (P_1, \ldots, P_N, R_1, \ldots, R_N) = \sum_{i=1}^{N} \frac{P_i^2}{2M_i} + V_{nn}(R) + \varepsilon_n(R)
\]
denoting the classical nuclear Hamiltonian. The Hamilton-Jacobi equation is equivalent to classical motion on the ground-state surface, \( E_0(\mathbf{R}) = \varepsilon_0(\mathbf{R}) + V_{NN}(\mathbf{R}) \) given by

\[
M_I \dot{\mathbf{R}}_I = -\nabla_I E_0(\mathbf{R}) \tag{14}
\]

Note that the force \( \dot{\mathbf{R}}_I \) contains a term from the nuclear-nuclear repulsion and a term from the derivative of the electronic eigenvalue, \( \varepsilon_0(\mathbf{R}) \). Because of the Hellman-Feynman theorem, this term is equivalent to:

\[
\nabla_I \varepsilon_0(\mathbf{R}) = \langle \varphi_0(\mathbf{R}) | \nabla_I H_e(\mathbf{R}) | \varphi_0(\mathbf{R}) \rangle \tag{15}
\]

Finally, we need to specify how the electronic equation is to be solved to obtain the ground state eigenvalue, \( \varepsilon_0(\mathbf{R}) \). Again, an exact solution to the electronic problem is, in general, not possible. However, a useful approximation is given by the density functional theory, which states, via the Hohenberg-Kohn theorem, that the ground state energy, \( \varepsilon_0(\mathbf{R}) \) at a given nuclear configuration, \( \mathbf{R} \), is obtained by minimizing a certain functional, \( \varepsilon[n] \), over all electronic densities

\[
n(\mathbf{r}) = \sum_{s_1, s_2, \ldots, s_{N_e}} \int d\mathbf{r}_2 \cdots d\mathbf{r}_{N_e} \left| \varphi_0(\mathbf{r}, s_1, s_2, \ldots, s_{N_e}) \right|^2 \tag{16}
\]

(Here, \( \mathbf{r} \) and \( s \) represent a single position and spin variable, respectively.) A convenient form for this functional is given by the scheme of Kohn and Sham, in which a set of doubly occupied single-particle states, \( \psi_i(\mathbf{r}) \), \( i = 1, \ldots, N_e/2 \), each containing a spin-up and a spin-down electron, is introduced. These are known as the Kohn-Sham (KS) orbitals. In terms of these orbitals, the density is given by

\[
n(\mathbf{r}) = \sum_i \left| \psi_i(\mathbf{r}) \right|^2 \tag{17}
\]

and the functional takes the form

\[
\varepsilon[\{\psi_i\}] = -\frac{\hbar^2}{2m} \sum_i \langle \psi_i | \nabla^2 | \psi_i \rangle + \frac{\epsilon^2}{2} \int d\mathbf{r} d\mathbf{r}' \frac{n(\mathbf{r}) n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} + \varepsilon_{xc}[n] + \int d\mathbf{r} n(\mathbf{r}) V_{\text{ext}}(\mathbf{r}, \mathbf{R}) \tag{18}
\]

The first term in the functional represents the quantum kinetic energy, the second is the direct Coulomb term from Hartree-Fock theory, the third term is the exact (unknown) exchange and correlation energies, and the fourth term is the interaction of the electron density with the external potential due to the nuclei. This functional is minimized over the set of single-particle orbitals subject to an orthogonality condition

\[
\langle \psi_i | \psi_j \rangle = \delta_{ij} \tag{19}
\]

Moreover, in order to combine this minimization with the nuclear dynamics of Eq. (14), it is necessary to carry out the minimization at each nuclear configuration. Thus, if Eq. (14) is integrated in a MD calculation using a numerical integrator, then the minimization would need to be carried out at each step of the MD simulation and the forces computed using the orbitals thus obtained.

In 1985, Car and Parrinello showed that this coupling between nuclear time evolution and electronic minimization could be treated efficiently via an implicit adiabatic dynamics approach. In their scheme, a fictitious dynamics for the electronic orbitals is invented which, given orbitals initially at the minimum for an initial nuclear configuration, would
allow them to follow the nuclear motion adiabatically, and thus, be automatically at their
approximately minimized configuration at each step of the MD evolution. This dynamics
is controlled by introducing a set of orbitals “velocities” \( \{ \dot{\psi}_i(\mathbf{r}) \} \) and a fictitious electronic
“kinetic energy” (not to be confused with the true quantum kinetic energy) given by

\[
K_{\text{fict}} = \mu \sum_i \langle \dot{\psi}_i | \dot{\psi}_i \rangle
\]

(20)

where \( \mu \) is a fictitious mass parameter (having units of energy \( \times \) time\(^2 \)) that controls the
time scale on which the electrons “evolve” and introducing a Lagrangian that includes the
orbitals as fictitious dynamical degrees of freedom:

\[
L = \mu \sum_i \langle \dot{\psi}_i | \dot{\psi}_i \rangle + \frac{1}{2} \sum_{i=1}^N M_I \ddot{\mathbf{R}}_I^2 - E[\{ \psi \}, \mathbf{R}] + \sum_{i,j} \Lambda_{ij} \langle \psi_i | \psi_j \rangle - \delta_{ij}
\]

(21)

where \( E[\{ \psi \}, \mathbf{R}] = \varepsilon[\{ \psi \}, \mathbf{R}] + V_{\text{nm}}(\mathbf{R}) \). The matrix \( \Lambda_{ij} \) is a set of Lagrange multipliers
introduced in order to ensure that the condition \( \langle \dot{\psi}_i | \psi_j \rangle = \delta_{ij} \) is satisfied dynamically as a
constraint. The Euler-Lagrange equations

\[
\frac{d}{dt} \left( \frac{\delta L}{\delta \dot{\psi}_i^*(\mathbf{r})} \right) - \frac{\delta L}{\delta \psi_i^*(\mathbf{r})} = 0
\]

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \mathbf{R}_I} \right) - \frac{\partial L}{\partial \mathbf{R}_I} = 0
\]

(22)

gives the following coupled dynamical equations of motion:

\[
M_I \ddot{\mathbf{R}}_I = -\nabla_I E[\{ \psi \}, \mathbf{R}]
\]

\[
\mu \ddot{\mathbf{r}} = -\frac{\delta}{\delta \psi_i^*(\mathbf{r})} E[\{ \psi \}, \mathbf{R}] + \sum_j \Lambda_{ij} \psi_j(\mathbf{r})
\]

(23)

These are known as the Car-Parrinello (CP) equations, and they form the basis of the AIMD
method. The electronic equation can also be written in an abstract bra-ket form as:

\[
\mu |\dot{\psi}_i\rangle = -\frac{\partial E}{\partial \langle \psi_i |} + \sum_j \Lambda_{ij} |\psi_j\rangle
\]

(24)

Below, we present an algorithm for integrating the CP equations subject to the orthogo-
nality constraint based on the velocity Verlet scheme derived from the Liouville operator
formalism in the path integral MD lecture.\(^{32}\)

Beginning with an initially minimized set of Kohn-Sham orbitals, \( \{ |\psi_i(0)\rangle \} \) corre-
sponding to an initial nuclear configuration, \( \mathbf{R}(0) \) and initial velocities, \( \{ \dot{\psi}_i(0) \} \), \( \dot{\mathbf{R}}(0) \),
the first step is a velocity update:

\[
|\dot{\psi}_i^{(1)}(0)\rangle = |\dot{\psi}_i(0)\rangle + \frac{\Delta t}{2\mu} |\dot{\psi}_i(0)\rangle \quad i = 1, \ldots, N_e
\]

\[
\dot{\mathbf{R}}_I(\Delta t/2) = \dot{\mathbf{R}}_I(0) + \frac{\Delta t}{2M_I} \mathbf{F}_I(0) \quad I = 1, \ldots, N
\]

(25)
followed by a position/orbital update:

\[ |\tilde{\psi}_i\rangle = |\psi_i(0)\rangle + \Delta t|\psi_i^{(1)}\rangle \quad i = 1, \ldots, N \frac{e}{2} \]

\[ \mathbf{R}_I(\Delta t) = \mathbf{R}_I(0) + \Delta t \dot{\mathbf{R}}_I(\Delta t/2) \quad I = 1, \ldots, N \quad (26) \]

where \(|\varphi_i(0)\rangle = (\partial E/\partial |\psi_i\rangle)|_{\varepsilon_0} \) is the initial force on the orbital, \(|\psi_i\rangle\). At this point, we do not yet have the orbitals at \(t = \Delta t\) or orbital velocities at \(t = \Delta t/2\) because the constraint force \(\Lambda_{ij}|\dot{\psi}_j\rangle\) needs to be applied to both the orbitals and orbital velocities. In order to do this, we need to determine the Lagrange multiplier matrix, which is accomplished by enforcing the orthogonality constraint on the orbitals at \(t = \Delta t\):

\[ \langle \psi_i(\Delta t)|\dot{\psi}_j(\Delta t)\rangle = \delta_{ij} \quad (27) \]

where

\[ |\psi_i(\Delta t)\rangle = |\tilde{\psi}_i\rangle + \sum_j X_{ij} |\psi_j(0)\rangle \quad (28) \]

where \(X_{ij} = (\Delta^2/2\mu)\Lambda_{ij}\). Substituting Eq. (28) into Eq. (27) yields a matrix equation for the Lagrange multipliers:

\[ XX^\dagger + XB + B^\dagger X^\dagger + A = I \quad (29) \]

where \(A_{ij} = \langle \tilde{\psi}_i|\tilde{\psi}_j\rangle\) and \(B_{ij} = \langle \psi_j(0)|\tilde{\psi}_j\rangle\). Noting that \(A = I + \mathcal{O}(\Delta t^2)\) and \(B = I + \mathcal{O}(\Delta t)\), the matrix equation can be solved iteratively via

\[ X_{n+1} = \frac{1}{2} \left[ I - A + X_n(I - B) + (I - B^\dagger)X_n^\dagger - X_n^2 \right] \quad (30) \]

starting from an initial guess

\[ X_0 = \frac{1}{2}(I - A) \quad (31) \]

Once the matrix \(X_{ij}\) is obtained, the orbitals are updated using Eq. (28) and an orbital velocity update

\[ |\tilde{\psi}_i^{(2)}\rangle = |\tilde{\psi}_i^{(1)}\rangle + \frac{1}{\Delta t} \sum_j X_{ij} |\psi_j(0)\rangle \quad (32) \]

is performed.

At this point, the new orbitals and nuclear forces, \(|\varphi_i(\Delta t)\rangle\) and \(\mathbf{F}_I(\Delta t)\) are calculated, and a velocity update of the form

\[ |\tilde{\psi}_i^{(3)}\rangle = |\tilde{\psi}_i^{(2)}\rangle + \frac{\Delta t}{2\mu} |\varphi_i(\Delta t)\rangle \quad i = 1, \ldots, N \frac{e}{2} \]

\[ \dot{\mathbf{R}}_I(\Delta t) = \dot{\mathbf{R}}_I(\Delta t/2) + \frac{\Delta t}{2M_I} \mathbf{F}_I(\Delta t) \quad (33) \]

is performed. Again, we do not have the final orbital velocities until an appropriate constraint force is applied. For the velocities, the appropriate force is the first time derivative of the orthogonality constraint:

\[ \langle \psi_i(\Delta t)|\dot{\psi}_j(\Delta t)\rangle + \langle \psi_i(\Delta t)|\dot{\psi}_j(\Delta t)\rangle = 0 \quad (34) \]
where
\[ |\dot{\psi}_i(\Delta t)| = |\dot{\psi}_i^{(3)}| + \sum_j Y_{ij} |\dot{\psi}_j(\Delta t)| \] (35)
and \(Y_{ij}\) are a new set of Lagrange multipliers for enforcing the condition Eq. (34). Substituting Eq. (35) into Eq. (34) gives a simple solution for \(Y_{ij}\):
\[ Y = \frac{1}{2} \left( C + C^\dagger \right) \] (36)
where \(C_{ij} = \langle \psi_i(\Delta t) | \dot{\psi}_j^{(3)} \rangle\). Given the matrix, \(Y_{ij}\), the final orbital velocities are obtained via Eq. (35).

3 Plane Wave Basis Sets

In the traditional CP approach, periodic boundary conditions are employed, and the orbitals, \(\{\psi_i(\mathbf{r})\}\) become Bloch functions, \(\{\psi_{ik}(\mathbf{r})\}\), where \(k\) samples the first Brillouin zone. These Bloch functions are expanded in a plane wave basis:
\[ \psi_{ik}(\mathbf{r}) = \frac{1}{\sqrt{\Omega}} e^{i\mathbf{k} \cdot \mathbf{r}} \sum_{\mathbf{g}} c_{ikg}^i e^{i\mathbf{g} \cdot \mathbf{r}} \] (37)
where \(c_{ikg}^i\) is a set of expansion coefficients, \(\Omega\) is the system volume, \(\mathbf{g} = 2\pi h^{-1}\mathbf{g}\) is a reciprocal lattice vector, \(h\) is the cell matrix whose columns are the cell vectors, and \(\mathbf{g}\) is a vector of integers. An advantage of plane waves is that the sums needed to go back and forth between reciprocal space and real space can be performed efficiently using fast Fourier transforms (FFTs). For the applications to be considered herein, which are largely concerned with nonmetallic systems, it is sufficient to consider only the \(\Gamma\)-point (\(k = (0, 0, 0)\)), so that the plane wave expansion becomes
\[ \psi_i(\mathbf{r}) = \frac{1}{\sqrt{\Omega}} \sum_{\mathbf{g}} c_{ig0}^i e^{i\mathbf{g} \cdot \mathbf{r}} \] (38)
In this case, the coefficients become dynamical variables, and the CP equations take the form:
\[ M_i \ddot{\mathbf{R}}_i = -\frac{\partial E}{\partial \mathbf{R}_i} \]
\[ \mu \ddot{c}_g^i = -\frac{\partial E}{\partial c_g^i} \sum_j \Lambda_{ij} c_g^j \] (39)
At the \(\Gamma\)-point, the orbitals can always be chosen to be real functions. Therefore, the plane-wave expansion coefficients satisfy the following property
\[ c_{ig}^{i*} = c_{-ig}^j \] (40)
which requires keeping only half of the full set of plane-wave expansion coefficients. In actual applications, plane waves up to a given cutoff, \(|\mathbf{g}|^2 / 2 < E_{\text{cut}}\), only are kept. Similarly, the density \(n(\mathbf{r})\) given by Eq. (17) can also be expanded in a plane wave basis:
\[ n(\mathbf{r}) = \frac{1}{\Omega} \sum_{\mathbf{g}} n_{\mathbf{g}} e^{i\mathbf{g} \cdot \mathbf{r}} \] (41)
However, since $n(r)$ is obtained as a square of the KS orbitals, the cutoff needed for this expansion is $4E_{\text{cut}}$ for consistency with the orbital expansion.

Using Eqs. (37) and (41) and the orthogonality of the plane waves, it is straightforward to compute the various energy terms. For example, the kinetic energy can be easily shown to be

$$
\varepsilon_{\text{KE}} = -\frac{1}{2} \sum_{i} \int d\mathbf{r} \; \psi_i^{\ast}(\mathbf{r}) \nabla^2 \psi_i(\mathbf{r}) = \frac{1}{2} \sum_{g} g^2 |c_g|^2
$$

(42)

where $g = |\mathbf{g}|$. Similarly, the Hartree energy becomes

$$
\varepsilon_{\text{H}} = \frac{1}{2} \int d\mathbf{r} d\mathbf{r'} \; \frac{n(\mathbf{r})n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} = \frac{1}{|\Omega|} \sum_{g} \frac{4\pi}{g^2} |n_g|^2
$$

(43)

where the summation excludes the $g = (0,0,0)$ term.

The exchange and correlation energy, $\varepsilon_{\text{xc}}[n]$ is generally treated within a local density (LDA) or generalized gradient approximations (GGA) wherein it is assumed to take the approximate form

$$
\varepsilon_{\text{xc}}[n] \approx \int d\mathbf{r} \; f(n(\mathbf{r}), \nabla n(\mathbf{r}), \nabla^2 n(\mathbf{r})) = \frac{\Omega}{N_{\text{grid}}} \sum_{\mathbf{r}} f(n(\mathbf{r}), \nabla n(\mathbf{r}), \nabla^2 n(\mathbf{r}))
$$

(44)

where the sum is taken over a set of $N_{\text{grid}}$ real-space grid points. The gradient and (if needed) the Laplacian of the density can be computed efficiently using FFTs:

$$
\nabla n(\mathbf{r}) = \sum_{\mathbf{g}} i g e^{i \mathbf{g} \cdot \mathbf{r}} \sum_{\mathbf{r}'} n(\mathbf{r}') e^{-i \mathbf{g} \cdot \mathbf{r}'}
$$

$$
\nabla^2 n(\mathbf{r}) = -\sum_{\mathbf{g}} g^2 e^{i \mathbf{g} \cdot \mathbf{r}} \sum_{\mathbf{r}'} n(\mathbf{r}') e^{-i \mathbf{g} \cdot \mathbf{r}'}
$$

(45)

The external energy is made somewhat complicated by the fact that, in a plane wave basis, very large basis sets are needed to treat the rapid spatial fluctuations of core electrons. Therefore, core electrons are often replaced by atomic pseudopotentials[23–25] are augmented plane wave techniques. Here, we shall discuss the former. In the atomic pseudopotential scheme, the nucleus plus the core electrons are treated in a frozen core type approximation as an ion carrying only the valence charge. In order to make this approximation, the valence orbitals, which, in principle must be orthogonal to the core orbitals, must see a different pseudopotential for each angular momentum component in the core, which means that the pseudopotential must be nonlocal. To see how this comes about, we consider a potential operator of the form

$$
\hat{V}_{\text{pseud}} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} v_l(r) |lm\rangle \langle lm|
$$

(46)

where $r$ is the distance from the ion, and $|lm\rangle \langle lm|$ is a projection operator onto each angular momentum component. In order to truncate the infinite sum over $l$ in Eq. (46), we assume that for some $l \geq \tilde{l}$, $v_l(r) = v_\tilde{l}(r)$ and add and subtract the function $v_\tilde{l}(r)$ in Eq.
(46):
\[
\hat{V}_{\text{pseud}} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} (v_l(r) - v_T(r)) |lm\rangle \langle lm| + v_T(r) \sum_{l=0}^{\infty} \sum_{m=-l}^{l} |lm\rangle \langle lm|
\]
\[
= \sum_{l=0}^{\infty} \sum_{m=-l}^{l} (v_l(r) - v_T(r)) |lm\rangle \langle lm| + v_T(r)
\]
\[
\approx \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \Delta v_l(r) |lm\rangle \langle lm| \tag{47}
\]
where the second line follows from the fact that the sum of the projection operators is unity, \(\Delta v_l(r) = v_l(r) - v_T(r)\), and the sum in the third line is truncated before \(\Delta v_l(r) = 0\). The complete pseudopotential operator will be
\[
\hat{V}_{\text{pseud}}(r; R_1, \ldots, R_N) = \sum_{l=1}^{N} \left[ v_{\text{loc}}(|r - R_l|) + \sum_{l=0}^{r-1} \Delta v_l(|r - R_l|) |lm\rangle \langle lm| \right] \tag{48}
\]
where \(v_{\text{loc}}(r) \equiv v_T(r)\) is known as the local part of the pseudopotential (having no projection operator attached to it). Now, the external energy, being derived from the ground-state expectation value of a one-body operator, will be given by
\[
\varepsilon_{\text{ext}} = \sum_{i} \langle \psi_i | \hat{V}_{\text{pseud}} | \psi_i \rangle \tag{49}
\]
The first (local) term gives simply a local energy of the form
\[
\varepsilon_{\text{loc}} = \sum_{l=1}^{N} \int d\mathbf{r} \ n(\mathbf{r}) v_{\text{loc}}(|\mathbf{r} - \mathbf{R}_l|) \tag{50}
\]
which can be evaluated in reciprocal space as
\[
\varepsilon_{\text{loc}} = \frac{1}{\Omega} \sum_{l=1}^{N} \sum_{\mathbf{g}} n_{\mathbf{g}}^* \delta_{\mathbf{loc}}(\mathbf{g}) e^{-i\mathbf{g} \cdot \mathbf{R}_l} \tag{51}
\]
where \(\delta_{\mathbf{loc}}(\mathbf{g})\) is the Fourier transform of the local potential. Note that at \(\mathbf{g} = (0, 0, 0)\), only the nonsingular part of \(\delta_{\mathbf{loc}}(\mathbf{g})\) contributes. In the evaluation of the local term, it is often convenient to add and subtract a long-range term of the form \(Z_l \text{erf}(\alpha_l r)/r\), where \(\text{erf}(x)\) is the error function, for each ion in order to obtain the nonsingular part explicitly and a residual short-range function \(\tilde{\delta}_{\mathbf{loc}}(|\mathbf{r} - \mathbf{R}_l|) = v_{\mathbf{loc}}(|\mathbf{r} - \mathbf{R}_l|) - Z_l \text{erf}(\alpha_l |\mathbf{r} - \mathbf{R}_l|)/|\mathbf{r} - \mathbf{R}_l|\) for each ionic core. For the nonlocal contribution, Eq. (38) is substituted into Eq. (48), an expansion of the plane waves in terms of spherical Bessel functions and spherical harmonics is made, and, after some algebra, one obtains
\[
\varepsilon_{\text{NL}} = \sum_{i} \sum_{l} \sum_{\mathbf{g}} e^{-i\mathbf{g} \cdot \mathbf{R}_l} c_{\mathbf{g}}^i v_{\text{NL}}(\mathbf{g}, \mathbf{g'}) c_{\mathbf{g}}^{i'} e^{i\mathbf{g'} \cdot \mathbf{R}_l} \tag{52}
\]
where

\[ v_{NL}(g, g') = (4\pi)^2 \sum_{l=0}^{T-1} \sum_{m=-l}^{l} \int dr \ r^2 \ j_l(gr) j_l(g'r) \Delta v_l(r) Y_{lm}(\theta_g, \phi_g) Y_{l'm}^*(\theta_{g'}, \phi_{g'}) \]

(53)

where \(\theta_g\) and \(\phi_g\) are the spherical polar angles associated with the vector \(g\), and same for \(\theta_{g'}\) and \(\phi_{g'}\). Eq. (53) shows that the evaluation of the nonlocal energy can be quite computationally expensive. It also shows, however, that the matrix element is almost separable in \(g\) and \(g'\) dependent terms. A fully separable approximation can be obtained by writing

\[ v_{NL}(g, g') = (4\pi)^2 \sum_{l=0}^{T-1} \sum_{m=-l}^{l} \int dr \ r^2 \ \int dr' \ r'^2 \ j_l(gr) j_l(g'r') \Delta v_l(r) \frac{\delta(r - r')}{rr'} \]

\[ \times \ Y_{lm}(\theta_g, \phi_g) Y_{l'm}^*(\theta_{g'}, \phi_{g'}) \]

(54)

where a radial \(\delta\)-function has been introduced. Now, the \(\delta\)-function is expanded in terms of a set of radial eigenfunctions (usually taken to be those of the Hamiltonian from which the pseudopotential is obtained) for each angular momentum channel

\[ \frac{\delta(r - r')}{rr'} = \sum_{n=0}^{\infty} \phi_{nl}^*(r) \phi_{nl}(r') \]

(55)

If this expansion is now substituted into Eq. (54), the result is

\[ v_{NL}(g, g') = (4\pi)^2 \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \sum_{n=0}^{T-1} \left[ \int dr \ r^2 \ j_l(gr) \Delta v_l(r) \phi_{nl}^*(r) Y_{lm}(\theta_g, \phi_g) \right] \]

\[ \times \left[ \int dr' \ r'^2 \ j_l(g'r') Y_{l'm}^*(\theta_{g'}, \phi_{g'}) \phi_{nl}(r') \right] \]

(56)

which is now fully separable at the expense of another infinite sum that needs to be truncated. Although the sum over \(n\) can be truncated after any number of terms, the so-called Kleinman-Bylander approximation is the result of truncating it at just a single term. The result of this truncation can be shown to yield the approximation form:

\[ v_{NL}(g, g') \approx (4\pi)^2 \sum_{l=0}^{T-1} \sum_{m=-l}^{l} N_{lm}^{-1} \left[ \int dr \ r^2 \ j_l(gr) \Delta v_l(r) \phi_l^*(r) Y_{lm}(\theta_g, \phi_g) \right] \]

\[ \times \left[ \int dr' \ r'^2 \Delta v_l(r') j_l(g'r') Y_{l'm}^*(\theta_{g'}, \phi_{g'}) \phi_l(r') \right] \]

(57)

where

\[ N_{lm} = \int dr \ r^2 \ \phi_l^*(r) \Delta v_l(r) \phi_l(r) \]

(58)

and \(\phi_l(r) \equiv \phi_{nl}(r)\). Finally, substituting Eq. (57) into Eq. (52) gives the nonlocal energy as

\[ \varepsilon_{NL} = \sum_{i=1}^{N_e} \sum_{l=1}^{T-1} \sum_{m=-l}^{l} Z_{i1lm}^* Z_{i1lm} \]

(59)
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where
\[
Z_{itlm} = \sum_{\mathbf{g}} c_{\mathbf{g}}^i e^{i \mathbf{R}_l \mathbf{g}} \bar{F}_{itm}(\mathbf{g})
\]  \hspace{1cm} (60)
and
\[
\bar{F}_{itm}(\mathbf{g}) = 4\pi N_{itm}^{-1/2} \int dr \ r^2 j_i(\mathbf{r}) \Delta v_i(\mathbf{r}) \phi_l(\mathbf{r}) Y_{itm}(\theta_{\mathbf{g}}, \phi_{\mathbf{g}})
\]  \hspace{1cm} (61)

Having specified all of the energy terms in terms of the plane wave expansion, these expressions can be differentiated in order to obtain the forces on the ions and coefficients needed for the CP equations of motion.

The last issue on which we shall touch briefly is that of boundary conditions within the plane wave description. Plane waves naturally describe a situation in which three-dimensional periodic boundary conditions are to be used, such as in solids and liquids. What if we wish to treat systems, such as cluster, surface, or wire, in which one or more dimensional periodic boundary conditions are to be used, such as in solids and liquids.

We require that \( \phi(\mathbf{r} - \mathbf{r}') \), the average potential energy in this approximation is given by
\[
\langle \phi \rangle^{(1)} = \frac{1}{2\Omega} \sum_{\mathbf{g}} |n_{\mathbf{g}}|^2 \bar{\phi}(-\mathbf{g})
\]  \hspace{1cm} (62)

where \( \bar{\phi}(\mathbf{g}) \) is a Fourier expansion coefficient of the potential given by
\[
\bar{\phi}(\mathbf{g}) = \int_{-L_c/2}^{L_c/2} dz \int_{-L_b/2}^{L_b/2} dy \int_{-L_a/2}^{L_a/2} dx \ \phi(\mathbf{r}) e^{-ig \cdot \mathbf{r}} \hspace{1cm} (\text{Cluster})
\]
\[
\bar{\phi}(\mathbf{g}) = \int_{-L_c/2}^{L_c/2} dz \int_{-L_b/2}^{L_b/2} dy \int_{-\infty}^{\infty} dx \ \phi(\mathbf{r}) e^{-ig \cdot \mathbf{r}} \hspace{1cm} (\text{Wire})
\]
\[
\bar{\phi}(\mathbf{g}) = \int_{-L_c/2}^{L_c/2} dz \int_{-\infty}^{\infty} dy \int_{-\infty}^{\infty} dx \ \phi(\mathbf{r}) e^{-ig \cdot \mathbf{r}} \hspace{1cm} (\text{Surface})
\]  \hspace{1cm} (63)

Here, \( L_a, L_b, \) and \( L_c \) are the dimensions of the simulation cell (assumed to be orthorhombic for simplicity) in the \( x, y, \) and \( z \) directions. In order to have an expression that is easily computed within the plane wave description, consider two functions \( \phi^{(\text{long})}(\mathbf{r}) \) and \( \phi^{(\text{short})}(\mathbf{r}) \), which are assumed to the long and short range contributions to the total potential, such that
\[
\phi(\mathbf{r}) = \phi^{(\text{long})}(\mathbf{r}) + \phi^{(\text{short})}(\mathbf{r})
\]
\[
\bar{\phi}(\mathbf{g}) = \bar{\phi}^{(\text{long})}(\mathbf{g}) + \bar{\phi}^{(\text{short})}(\mathbf{g})
\]  \hspace{1cm} (64)

We require that \( \phi^{(\text{short})}(\mathbf{r}) \) vanish exponentially quickly at large distances from the center of the parallelepiped and that \( \phi^{(\text{long})}(\mathbf{r}) \) contain the long range dependence of the full...
potential, \( \phi(\mathbf{r}) \). With these two requirements, it is possible to write

\[
\tilde{\phi}^{\text{(short)}}(\mathbf{g}) = \int_{D(\Omega)} d\mathbf{r} \exp(-i\mathbf{g} \cdot \mathbf{r}) \phi^{\text{(short)}}(\mathbf{r})
\]

\[
= \int_{\text{all space}} d\mathbf{r} \exp(-i\mathbf{g} \cdot \mathbf{r}) \phi^{\text{(short)}}(\mathbf{r}) + \epsilon(\mathbf{g})
\]

\[
= \tilde{\phi}^{\text{(short)}}(\mathbf{g}) + \epsilon(\mathbf{g}) \tag{65}
\]

with exponentially small error, \( \epsilon(\mathbf{g}) \), provided the range of \( \phi^{\text{(short)}}(\mathbf{r}) \) is chosen small compared size of the parallelepiped, i.e. Eq. (65) defines the properties that the heretofore arbitrary function, \( \phi^{\text{(short)}}(\mathbf{r}) \), must satisfy. Therefore, \( \phi^{\text{(short)}}(\mathbf{r}) \), will be made a function of a convergence parameter, \( \alpha \), which can be used to adjust the range of \( \phi^{\text{(short)}}(\mathbf{r}) \) such that \( \epsilon(\mathbf{g}) \sim 0 \) and the error, \( \epsilon(\mathbf{g}) \), will be neglected in the following.

The function, \( \tilde{\phi}^{\text{(short)}}(\mathbf{g}) \), is the Fourier transform of \( \phi^{\text{(short)}}(\mathbf{r}) \) evaluated at the quantized \( \mathbf{g} \)-vector. Therefore,

\[
\tilde{\phi}(\mathbf{g}) = \tilde{\phi}^{\text{(long)}}(\mathbf{g}) + \tilde{\phi}^{\text{(short)}}(\mathbf{g}) \tag{66}
\]

\[
= \tilde{\phi}^{\text{(long)}}(\mathbf{g}) - \tilde{\phi}^{\text{(long)}}(\mathbf{g}) + \tilde{\phi}^{\text{(short)}}(\mathbf{g}) + \tilde{\phi}^{\text{(long)}}(\mathbf{g})
\]

\[
= \tilde{\phi}^{\text{(screen)}}(\mathbf{g}) + \tilde{\phi}(\mathbf{g})
\]

where \( \tilde{\phi}(\mathbf{g}) = \tilde{\phi}^{\text{(short)}}(\mathbf{g}) + \tilde{\phi}^{\text{(long)}}(\mathbf{g}) \) is the Fourier transform of the full potential, \( \phi(\mathbf{r}) = \phi^{\text{(short)}}(\mathbf{r}) + \phi^{\text{(long)}}(\mathbf{r}) \), evaluated at the quantized \( \mathbf{g} \)-vector and

\[
\tilde{\phi}^{\text{(screen)}}(\mathbf{g}) = \tilde{\phi}^{\text{(long)}}(\mathbf{g}) - \tilde{\phi}^{\text{(long)}}(\mathbf{g}). \tag{67}
\]

This result, Eqs. (67) and Eqs. (66), leads to

\[
\langle \phi \rangle = \frac{1}{2\Omega} \sum_{\mathbf{g}} |\tilde{\phi}(\mathbf{g})|^2 \left[ \tilde{\phi}(\mathbf{g}) + \tilde{\phi}^{\text{(screen)}}(\mathbf{g}) \right] \tag{68}
\]

The new function appearing in the average potential energy, Eq. (68), is the difference between the Fourier series and Fourier transform form of the long range part of the potential energy evaluated at the quantized \( \mathbf{g} \)-vector (cf Eq.(67)) and will be referred to as the screening function because it is constructed to “screen” the interaction of the system with an infinite array of periodic images. The specific case of the Coulomb potential,

\[
\phi(\mathbf{r}) = \frac{1}{r} \tag{69}
\]

can be separated into short and long range components via

\[
\frac{1}{r} = \frac{\text{erf}(ar)}{r} + \frac{\text{erfc}(ar)}{r} \tag{70}
\]

where the first term is long range. Here, \( \alpha \) is an arbitrary convergence parameter. The screening function for the cluster case is easily computed by introducing an FFT grid and performing the integration numerically. For the wire and surface cases, analytical expressions can be worked out and are given by
\[ \tilde{\varphi}_{\text{screen}}^{(\text{screen})}(g) = \frac{4\pi}{g^2} e^{-g^2/4\alpha^2} - \frac{4\pi}{g^2} \left\{ \cos \left( \frac{g_e L_c}{2} \right) \times \frac{1}{2} \exp \left( -\frac{g_e L_c}{2} \right) \right\} \]

\[ = \frac{1}{g^2} \left\{ \cos \left( \frac{g_e L_c}{2} \right) \exp \left( -\frac{g_e^2}{4\alpha^2} \right) \right\} \exp \left( \frac{\alpha^2 L_c - g_e}{2\alpha} \right) \]

\[ + \exp \left( -\frac{g_e^2}{4\alpha^2} \right) \cos \left( \frac{\alpha^2 L_c + g_e}{2\alpha} \right) \exp \left( -\frac{\alpha^2}{2\alpha} \right) \] (71)

\[ \tilde{\varphi}_{\text{screen, Coul}}^{(\text{screen, Coul})}(g) = \frac{4\pi}{g^2} \left[ \exp \left( -\frac{g_e^2}{4\alpha^2} \right) E(\alpha, L_b, g_b) E(\alpha, L_c, g_c) \right. \]

\[ + \left. \cos \left( \frac{g_e L_b}{2} \right) \frac{4\sqrt{\pi}}{\alpha L_b} \exp \left( -\frac{g_e^2}{4\alpha^2} \right) I(\alpha, L_b, L_c, g_c) \right] \]

\[ + \cos \left( \frac{g_e L_c}{2} \right) \frac{4\sqrt{\pi}}{\alpha L_c} \exp \left( -\frac{g_e^2}{4\alpha^2} \right) I(\alpha, L_c, L_b, g_b) \] \]

\[ - \frac{4\pi}{g^2} e^{-g^2/4\alpha^2} \] (Surface)

\[ \tilde{\varphi}_{\text{screen, Coul}}^{(\text{screen, Coul})}(g) = \frac{4\pi}{g^2} \left[ \exp \left( -\frac{g_e^2}{4\alpha^2} \right) E(\alpha, L_b, g_b) E(\alpha, L_c, g_c) \right. \]

\[ + \left. \cos \left( \frac{g_e L_b}{2} \right) \frac{4\sqrt{\pi}}{\alpha L_b} \exp \left( -\frac{g_e^2}{4\alpha^2} \right) I(\alpha, L_b, L_c, g_c) \right] \]

\[ + \cos \left( \frac{g_e L_c}{2} \right) \frac{4\sqrt{\pi}}{\alpha L_c} \exp \left( -\frac{g_e^2}{4\alpha^2} \right) I(\alpha, L_c, L_b, g_b) \]

\[ - \frac{4\pi}{g^2} e^{-g^2/4\alpha^2} \] (Wire)

where

\[ I(\alpha, L_1, L_2, g) = \int_0^{\alpha L_1/2} dx \int_0^{L_2} e^{-x^2/2 + \frac{x^2}{16\alpha^2} e^{-g^2/4\alpha^2} E \left( \frac{2\alpha}{L_1}, L_2, g \right)} \] (73)

and

\[ E(\lambda, L, g) = \text{erf} \left( \frac{\lambda^2 L + ig}{2\lambda} \right) \] (74)

where \( g = (g_a, g_b, g_c) \) and \( g_a = \sqrt{g_e^2 + g_b^2} \). The one-dimensional integrals in Eq. (73) are well suited to be performed by Gaussian quadrature techniques.

4 The Path Integral Born-Oppenheimer Approximation and Ab Initio Path Integral Molecular Dynamics

The Born-Oppenheimer approximation described above can be recast in terms of imaginary time path integrals. Using the continuous notation previously introduced, the partition function can be written as

\[ Z(N, V, T) = \oint \mathcal{D}\mathbf{r}(\tau) \int_0^{\beta \hbar} d\tau \exp \left\{ -\frac{1}{\hbar} \int_0^{\beta \hbar} d\tau \left[ T_N(\mathbf{\dot{r}}(\tau)) + T_e(\mathbf{\dot{r}}(\tau)) + V_{ee}(\mathbf{r}(\tau)) + V_{NN}(\mathbf{R}(\tau)) + V_{en}(\mathbf{r}(\tau), \mathbf{R}(\tau)) \right] \right\} \] (75)
If the above path integral is approached using the idea of influence functionals,\textsuperscript{30} then Eq. (75) is written as

$$Z(N, V, T) = \oint \mathcal{D}\mathbf{R}(\tau) \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta \hbar} \left[ T_N(\dot{\mathbf{R}}(\tau)) + V_{NN}(\mathbf{R}(\tau)) \right] \right\} F[\mathbf{R}(\tau)]$$

$$F[\mathbf{R}(\tau)] = \oint \mathcal{D}\mathbf{r}(\tau) \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta \hbar} \left[ T_e(\dot{\mathbf{r}}(\tau)) + V_{ee}(\mathbf{r}(\tau)) + V_{en}(\mathbf{r}(\tau), \mathbf{R}(\tau)) \right] \right\}$$

(76)

where $F[\mathbf{R}(\tau)]$ is known as the influence functional. From the form of $F[\mathbf{R}(\tau)]$, it is clear that this quantity is a partition function for the electronic subsystem along a given nuclear path $\mathbf{R}(\tau)$. At a fixed nuclear configuration, $\mathbf{R}$, this partition function could be computed from the electronic eigenvalues, $\varepsilon_n(\mathbf{R})$ and would be related to the negative exponential of the free energy:

$$F(\mathbf{R}) = \sum_n e^{-\beta \varepsilon_n(\mathbf{R})} = e^{-\beta A(\mathbf{R})}$$

(77)

where $A(\mathbf{R})$ is the free energy at nuclear configuration, $\mathbf{R}$. In the Born-Oppenheimer approximation, adiabaticity must be assumed along a nuclear path, i.e. at each $\tau$, the electronic eigenvalue problem is solved for the specific configuration, $\mathbf{R}(\tau)$, at this imaginary time point. This means that the influence functional, $F[\mathbf{R}(\tau)]$, and hence the free energy, must be local in $\tau$. This leads to a convenient expression for the path integral:

$$Z(N, V, T) = \oint \mathcal{D}\mathbf{R}(\tau) \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta \hbar} \left[ T_N(\dot{\mathbf{R}}(\tau)) + V_{NN}(\mathbf{R}(\tau)) + A(\mathbf{R}(\tau)) \right] \right\}$$

(78)

known as the free energy Born-Oppenheimer path integral approximation introduced by Cao and Berne.\textsuperscript{31}

On the other hand, if we simply consider the nuclear eigenvalue problem in Eq. (8), we would lead to a path integral expression in which we perform a separate path integral on each electronic surface, $\varepsilon_n(\mathbf{R})$ and then sum over the surfaces, i.e.

$$Z(N, V, T) = \sum_n \oint \mathcal{D}\mathbf{R}(\tau) \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta \hbar} \left[ T_N(\dot{\mathbf{R}}(\tau)) + V_{NN}(\mathbf{R}(\tau)) + \varepsilon_n(\mathbf{R}(\tau)) \right] \right\}$$

(79)

Differences between these two path integral expressions are discussed in detail by Cao and Berne.\textsuperscript{31} It is important to note that when only the electronic ground state is important, the two expressions are equivalent, since, then

$$F[\mathbf{R}(\tau)] = \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta \hbar} d\tau \varepsilon_0(\mathbf{R}(\tau)) \right\}$$

(80)
and the path integral expression reduces to

\[
Z(N, V, T) = \oint \mathcal{D}\mathbf{R}(\tau) \exp \left\{ -\frac{1}{\hbar} \int_0^{\beta \hbar} \left[ T_N(\mathbf{R}(\tau)) + V_{NN}(\mathbf{R}(\tau)) + \varepsilon_0(\mathbf{R}(\tau)) \right] \right\}
\]

which is the form on which we shall focus here.

The Born-Oppenheimer path integral form in Eq. (81) can be written as a discrete path integral:

\[
Z_P(N, V, T) = \prod_{l=1}^{N} \left( \frac{M_I P}{2\pi \beta \hbar^2} \right)^{3P/2} \int d\mathbf{R}_I^{(1)} \cdots d\mathbf{R}_I^{(P)} \times \exp \left\{ -\beta \sum_{i=1}^{P} \left( \sum_{l=1}^{N} \frac{1}{2} M_I \omega_{P}^2 \left( \mathbf{R}_I^{(i+1)} - \mathbf{R}_I^{(i)} \right)^2 + \frac{1}{P} \varepsilon_0(\mathbf{R}_I^{(1)}) \cdots \varepsilon_0(\mathbf{R}_I^{(P)}) \right) \right\}
\]

where the true partition function \( Z(N, V, T) = \lim_{P \to \infty} Z_P(N, V, T) \) by virtue of the Trotter Theorem. We have already seen that discrete path integrals of this type can be evaluated by molecular dynamics (MD) using the staging or normal mode transformations and a Nosé-Hoover chain thermostat on each degree of freedom. However, there is a key point: the ground state electronic eigenvalue, \( \varepsilon_0(\mathbf{R}) \) must be evaluated at each imaginary time slice, \( i = 1, \ldots, P \), i.e. at \( P \) different nuclear configurations. As dictated by the Born-Oppenheimer approximation, this requires \( P \) separate electronic structure calculations, thus, \( P \) sets of Kohn-Sham orbitals! This is somewhat unfortunate, as electronic structure calculations are already expensive enough for a single nuclear configuration. Now, each path discrete configuration requires \( P \) electronic structure calculations! The one saving grace is that the \( P \) electronic structure calculations are entirely independent of each other and can, therefore, be performed in parallel with no communication overhead. Thus, combining the staging or normal mode path integral method with the Car-Parrinello equations of motion for each set of Kohn-Sham orbitals, one arrives at the complete set of \textit{ab initio} path integral equations of motion:

\[
\mu[\tilde{\varphi}^{(s)}_i] = \varphi^{(s)}_i + \sum_{\alpha} \lambda^{(s)}_{\alpha} - \sum_{j} \lambda_{ij}\varphi^{(s)}_j - \mu u^{(s)}_i \varphi^{(s)}_i
\]

\[
M_{I}^{(s)} \tilde{u}_{I} = -M_{I}^{(s)} \omega_{P}^2 u^{(s)}_I - \frac{1}{P} \frac{\partial \tilde{E}^{(s)}}{\partial u^{(s)}_I} - M_{I}^{(s)} \xi^{(s)}_{I} u^{(s)}_I
\]

\[
Q_{R} \tilde{\xi}^{(s)}_{I,\nu} = \tilde{g}^{(s)}_{I,\nu} - Q_{R} \tilde{g}^{(s)}_{I,\nu} \xi^{(s)}_{I,\nu+1}, \quad \nu = 1, \ldots, M - 1
\]

\[
Q_{R} \tilde{\xi}^{(s)}_{I,M} = \tilde{g}^{(s)}_{I,M}
\]

\[
Q_{R} \tilde{\eta}^{(s)}_{I} = \tilde{g}^{(s)}_{I} - Q_{R} \tilde{g}^{(s)}_{I} \eta^{(s)}_{I+1}, \quad \kappa = 1, \ldots, M - 1
\]

\[
Q_{R} \tilde{\eta}^{(s)}_{M} = \tilde{g}^{(s)}_{M} - Q_{R} \tilde{g}^{(s)}_{M} \tilde{\eta}^{(s)}_{M}
\]

(83)
where \( s \) indexes the imaginary time slices, and \( Q_R = 1/(\beta \omega_p^2) \). The ionic thermostat forces are given by

\[
\vec{G}_{I,1}^{(s)} = \vec{M}_I (\dot{s}_I^{(s)})^2 - kT
\]

\[
\vec{G}_{I,e}^{(s)} = Q_R (\dot{s}_I^{(s)})^2 - kT
\]  

(84)

The electronic thermostat forces are given by

\[
\gamma_1^{(s)} = \mu \sum_i \langle \psi_i^{(s)} | \dot{\psi}_i^{(s)} \rangle - E_e
\]

\[
\gamma_{M-1}^{(s)} = \left[ Q_{M-2} \left( \dot{\eta}_{M-2}^{(s)} \right)^2 - \frac{1}{\beta_e} \right] + \left[ Q_M \left( \dot{\eta}_{M}^{(s)} \right)^2 - \frac{1}{\beta_e} \right]
\]

\[
\gamma_{\kappa}^{(s)} = Q_{\kappa-1} \left( \dot{\eta}_{\kappa-1}^{(s)} \right)^2 - \frac{1}{\beta_e} \quad \kappa = 2, \ldots, M - 2, M
\]  

(85)

\( E_e \) is the desired electronic kinetic energy, and \( 1/\beta_e = E_e/N_e \), where \( N_e \) is the number of fictitious dynamical degrees of freedom. The thermostat masses are given by \( Q_1 = 2E_e/\omega_e^2 \), \( Q_\kappa = 1/(\beta_e \omega_e^2) \), \( \kappa = 2, \ldots, M \). \( \omega_e \) is a characteristic frequency for the fictitious electron dynamics and is usually taken to be several times larger than the highest frequency of the nuclear motion. In practice, one might choose \( N_e \) to be somewhat smaller than the actual number of electronic degrees of freedom in order to avoid a large thermostat mass disparity.\(^{32}\) Eqs(83) are sufficiently general to allow inclusion of ultrasoft pseudopotentials in a straightforward manner; however, they are not limited to this choice.

## 5 Illustrative Applications

### 5.1 Structure of Liquid Ammonia at 273 K

Ammonia is an important weakly hydrogen-bonded liquid that is employed as a solvent in many common organic reactions and in solutions with metals. Its structure has recently been determined experimentally by neutron diffraction\(^{33}\) so that experimental partial structure factors and radial distribution functions are now available. As a study of chemical processes in ammonia solvent is a prime application for AIMD techniques, it is important to validate the approach by studying the properties of the neat liquid and making a detailed comparison with experiment.

To this end, AIMD simulations based on the CP equations of motion have been carried out on a sample of 32 ammonia molecules in a box of length 11.27 Å with periodic boundary conditions.\(^{12,13}\) Exchange and correlation were treated using the B-LYP GGA functional\(^{34,35}\) and the KS orbitals were expanded in a plane wave basis up to a cutoff of 70 Ry. Core electrons were treated using the pseudopotentials of Troullier and Martins.\(^{24}\) The system was allowed to equilibrate for 2.2 ps and then a production run of 6.0 ps was carried out using a time step of 5 a.u.

Figure 1 shows the computed neutron scattering partial structure factors, \( H_{NN}(q) \), \( H_{HH}(q) \), and \( H_{NH}(q) \) together with the experimental results. As can be seen, very good
Figure 1. Computed and experimental neutron scattering partial structure factors for liquid ammonia at 273 K. Agreement with experiment is obtained. In addition, we show the computed and experimentally determined radial distribution functions in Fig. 2. In addition, the self diffusion constant was determined from the calculation to be $1.1 \times 10^{-4}$ cm$^2$/s, which compares favorably with the experimental value of $1.0 \times 10^{-4}$ cm$^2$/s.

5.2 Structure of Liquid Methanol at 300 K

Another important hydrogen-bonded liquid is methanol (CH$_3$OH). Like ammonia, methanol is also used as a solvent in many common organic reactions. It is also an industrially important liquid because of its role in emerging fuel-cell technologies. The structure of liquid methanol has also been determined recently by neutron diffraction, again, making partial structure factors and radial distribution functions readily available for com-
Figure 2. Computed and experimental radial distribution functions for liquid ammonia at 273 K.

Comparison with AIMD calculations. We have recently carried out studies of proton transport in liquid methanol and methanol/water mixtures, and as part of these studies, we carried out a simulation of the pure liquid in order to compare the structural properties with those determined experimentally.

The AIMD simulation protocol employed 32 methanol molecules in a periodic box of 12.93 Å. Exchange and correlation were, again, treated using the B-LYP GGA functional, and, because of the large system size (the system consists of 192 atoms and 224 electronic states), core electrons were treated using the ultrasoft pseudopotential approach of Vanderbilt. This allowed the plane wave basis set expansion to be truncated at a cutoff of 25 Ry. The system was equilibrated for 4 ps, and a production run of 20 ps was then carried out using a time step of 5 a.u.

Figure 3 shows the computed and experimentally determined partial structure factors. The heavy-atom partial structure factor is a linear combination of individual partial struc-
ture factors:

\[ H_{XX}(q) = 0.042H_{CC}(q) + 0.073H_{CO}(q) + 0.253H_{CM}(q) + 0.032H_{OO}(q) \]  \hspace{1cm} (86)

where \( M \) denotes a methyl hydrogen. Again, it can be seen that good agreement is obtained, although, for this system, the experimental data is somewhat noisier. Figure 4 shows the 10 different radial distribution functions plotted against the experimentally determined radial distribution functions. In all cases, good agreement is obtained. This

Figure 3. Computed (solid line) and experimental (dashed line) neutron scattering partial structure factors for liquid methanol at 300 K
Figure 4. Computed (solid line) and experimental (dashed line) radial distribution functions for liquid methanol at 300 K and the previous study, as well as numerous studies of liquid water$^{2-7}$ show that the AIMD method is capable of treating a variety of hydrogen-bonded systems accurately.

5.3 Proton Transfer in Malonaldehyde

One of the main advantages of the AIMD technique is that it allows the study of chemical bond-breaking and forming events, for which reliable empirical potential models generally do not exist. As an illustration of the AIMD and AIPI methods, we investigate the role of
nuclear quantum effects on a very common chemical reaction, the proton transfer reaction. Here, a simple example, proton transfer through the internal hydrogen bond in the malonaldehyde molecule is explored.\textsuperscript{38} The process is illustrated in Fig. 5 below. As the figure makes clear, the transfer of the proton between the two oxygens gives rise to a change in the chemical bonding pattern around the ring. At zero temperature, the barrier to proton transfer, as computed by high level \textit{ab initio} calculations ranges from 3.1 kcal/mol to 4.6 kcal/mol.

Our AIMD and AIPI simulations are based on the use of the Becke GGA exchange\textsuperscript{34} and Perdew-Zunger\textsuperscript{40} correlation functionals. The malonaldehyde molecule was placed in an 8.0 Å periodic box, and a plane-wave cutoff of 70 Ry was employed. Core electrons were treated using the Troullier-Martins pseudopotentials.\textsuperscript{24} This DFT scheme gives a zero-temperature proton transfer barrier of 3.5 kcal/mol, in good agreement with the aforementioned estimates. In addition, for path integral calculations, a discretization of $P = 16$ imaginary time slices was employed. In this study, three different types of calculations were performed: 1) all nuclei treated as classical point particles; 2) all nuclei treated as quantum particles; 3) quantization of only the transferring proton (called \textit{classical skeleton} calculations). In each case, thermodynamic integration in conjunction with the bluemoon ensemble approach\textsuperscript{39} is used to obtain the proton transfer free energy profile at 300 K.

Figure 6 shows the free energy profiles thus obtained for each of the three simulation types. The reaction coordinate on the $x$-axis is $\nu = d_{\text{O}_1\text{H}} - d_{\text{O}_2\text{H}}$, the difference between the distances of each oxygen to the shared proton. The most striking features of these profiles are i) that inclusion of only thermal fluctuations, via the classical nuclei simulation, gives rise to very little difference between the free energy and zero-temperature barriers. When the transferring proton only is quantized, the barrier is considerably lower (approximately 2.1 kcal/mol). Finally, when all nuclei are properly quantized, the barrier is further lowered to approximately 1.6 kcal/mol. This implies that there is a nontrivial quantum effect due to the heavy-atom skeleton. Failure to include this quantum effect leads to an overestimation of the free energy barrier of 31\%. (and, hence, underestimation of the proton transfer rate by a factor of roughly 2 in a transition state theory picture\textsuperscript{41}).

We note that our classical skeleton approximation is a comparatively mild one in comparison to approximations that are commonly made in the modeling of such processes. The latter usually completely disregard the structure of the heavy-atom skeleton or attempt to reduce the dimensionality of the problem to a few relevant degrees of freedom. Therefore, the classical skeleton approximation most likely leads to a lower bound estimate of the amount by which more severe approximations would tend to overestimate the free energy.
5.4 Proton Transport in Water

Aqueous proton transport is a fundamentally important process in the chemistry of acids and bases and in many biologically important systems. In water, protonic defects (hydronium, H$_3$O$^+$, and hydroxide, OH$^-$, ions) have an anomalously high mobility that cannot be explained by an ordinary hydrodynamic diffusion picture. In fact, the commonly accepted mobility mechanism is the so called “structural diffusion” or “Grotthuss” mechanism, in which solvation structures diffuse through the hydrogen-bond network via sequential proton transfer reactions. However, the microscopic details of the Grotthuss mechanism for different situations remain largely unelucidated. Here, we describe AIMD and AIP simulations$^{4-7}$ that have lead to a clear picture of the structural diffusion mechanism of the hydronium ion in water, a picture that has since been shown to be consistent with all available experimental data.$^{42}$ In addition, one of the key controversial issues, concerning the dominant solvation structures, is resolved. Briefly, one school of thought, put forth by Eigen, considers the dominant solvation structure to be that of a H$_2$O$^+$ core surrounded by...
by three water molecules consisting of a H$_9$O$_4^+$ cation. The other school of thought, due to Zundel, favors a picture in which the dominant structure consists of a protonated water dimer or H$_5$O$_2^+$ cation, in which the proton is equally shared between two water molecules.

The simulation protocol consists of 31 water molecules and one hydronium ion in a 10 Å periodic box. Exchange and correlation are, again, treated using the B-LYP functional, and a plane wave basis set truncated at a cutoff of 70 Ry was employed. Core electrons were treated using the Troullier-Martins pseudopotentials. For path integral simulations, a discretization of 8 imaginary time slices was employed. AIMD and AIPI trajectories of length 20 ps using a time step of 7 a.u. were generated.

Figure 7 shows schematically the structural diffusion mechanism that is uncovered in these simulations. As the figure shows, the process involves the breaking of a hydrogen

Figure 7. Schematic of the hydronium transport mechanism in water. The figure shows the hydronium and its first two solvation shells.
bond between the first and second solvation shell members of $\text{H}_3\text{O}^+$, i.e., a second solvation shell fluctuation.$^{4,5}$ Following this hydrogen-bond breaking event, a first solvation shell water is left in a state in which its coordination is 3 instead of the usual average value of 4 for water. In this state, it is coordinated more like hydronium than water, and it is, therefore, “prepared” to become a properly solvated hydronium via proton transfer. When its coordination number changes, the oxygen-oxygen distance between the hydronium and the undercoordinated water shrinks by approximately 0.1 Å, and the proton moves to the middle of the bond, forming an intermediate $\text{H}_3\text{O}^+$ cation state. The proton can then either return to the original hydronium or continue to cross the hydrogen bond to the new oxygen site. If the latter occurs, then there is a new $\text{H}_3\text{O}^+$ cation formed with a new hydronium core. Thus, the solvation structure has migrated through the hydrogen bond network via the proton transfer step. The rate-limiting process is the hydrogen bond-breaking event, which requires approximately 1.5 ps to occur. This number is in good agreement with the experimentally determined rate of structural diffusion from NMR measurements.$^{43}$ In addition, the activation enthalpy, approximately 3 kcal/mol, can be explained by this mechanism, which requires approximately 2.5 kcal/mol to break the hydrogen bond and another 0.5 kcal/mol to shrink the oxygen-oxygen distance after the hydrogen bond is broken.$^{44}$

Figure 8. Quantum probability distribution of the proton transfer reaction coordinate, $\delta$ and the oxygen-oxygen distance, $R_{OO}$. 
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Inclusion of nuclear quantum effects via the path integral can resolve the controversy of the solvation structures. In particular, if we plot the probability distribution of the oxygen-oxygen distance, \( R_{\text{OO}} \) and the proton transfer coordinate, \( \delta \) (similar to the coordinate, \( \nu \), described above) for the hydrogen bond in which proton transfer is “most likely to occur” (defined as the hydrogen bond with the smallest value of \( \delta \)), which is shown in Fig. 8, we see that the probability that the solvation complex is \( \text{H}_2\text{O}_7^+ \) or \( \text{H}_3\text{O}_5^+ \) or any complex in between these two ideal, limiting structures is approximately the same. This is also confirmed by studying the free energy profile along the coordinate, \( \delta \) also shown in Fig. 8. The fact that there is a broad flat minimum in this free energy confirms the notion that there is no single dominant solvation structure. Rather, the defect is best described as a “fluxional” defect, that can take on, with same probability, the characteristics of the \( \text{H}_9\text{O}_7^+ \) or \( \text{H}_5\text{O}_5^+ \) cations and all structures in between these. Interestingly, a purely classical treatment of the predicts that the \( \text{H}_9\text{O}_7^+ \) is considerably more stable than the \( \text{H}_5\text{O}_5^+ \) cation by approximately 0.6 kcal/mol. This proton transfer barrier is completely washed out by nuclear zero-point motion, leading to the fluxional defect picture proposed in Ref. 7.
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Computer simulations of complex many-body systems by Centroid Molecular Dynamics (CMD) are a practical route for the calculation of time dependent properties, i.e., time correlation functions, of quantum systems in thermodynamic equilibrium. The CMD approach can be readily implemented into standard codes for Monte Carlo or molecular dynamics path integral simulations of static properties. However, the advantageous property of being readily implementable is not a prerequisite for the even more important property of predicting correct results. In this context, the rigorous formulation of CMD is an important goal to understand its capability to describe real time quantum dynamics. Our purpose in this contribution is fourfold: (i) to present a derivation of CMD and a related dynamic approach within the Schrödinger formulation, as an alternative to the usual route based on the path integral formulation; (ii) to analyze the capability of these approaches in the study of simple exact solvable models; (iii) to review the CMD applications done on a variety of systems and properties; (iv) to summarize the most important open problems for CMD applications.

1 Introduction

The formulation of statistical mechanics using path integrals (PI) provides a practical computational route for the simulation of static properties of quantum many-body systems in thermodynamic equilibrium.1–5 One of the most suggestive pictures derived from the PI approach is the so-called quantum-classical isomorphism. This isomorphism states that the statistical behavior of a set of quantum particles can be mapped onto a classical model of interacting “ring polymers”. In more precise terms, the canonical partition function, \( Z \), of \( N \) quantum particles results to be identical to the classical partition function of \( N \) interacting “ring polymers”:

\[
Z \equiv Z^{\text{cla}}_{\text{ring-polymer}}. \tag{1}
\]

The isomorphism opens the possibility to extend classical simulation methods such as Monte Carlo (MC) and molecular dynamics (MD) to the quantum domain. Thus, static properties of quantum systems, i.e., those that can be derived from the partition function \( Z \), can be readily computed by classical simulations of ring polymers.

A second version of the quantum-classical isomorphism was worked out by Feynman and Hibbs in 1965.1 These authors realized that the classical partition function of the \( N \) rings polymers can be alternatively rewritten in terms of the \( N \) centroid positions or center of masses of the ring polymers. As a result, Feynman and Hibbs defined an effective classical potential, \( V_{\text{ecp}} \), that allowed them to formulate a new isomorphism: The partition function of the \( N \) quantum particles, \( Z \), turns out to be identical to the classical partition function of \( N \) particles moving in the effective classical potential, \( V_{\text{ecp}} \):

\[
Z \equiv Z^{\text{cla}}_{\text{ecp}}. \tag{2}
\]
The computation of $V_{\text{cep}}$ is a difficult task that implies solving fixed centroid path integrals, that are defined as standard path integrals with a geometrical constraint that fixes the centroid position. There exists an important body of literature on methods based on the effective classical potential and fixed centroid path integrals. Many interesting works focus on the formulation of variational approximations for $V_{\text{cep}}$, that can be applied to compute static properties.\textsuperscript{1,6–9} Other relevant application is the formulation of the PI quantum transition state theory (QTST), a kinetic approach to compute rate constants of thermally activated quantum processes.\textsuperscript{4,10–15}

Based on the success of the quantum-classical isomorphism for the simulation of static properties, one may wonder if there exists some kind of dynamic quantum-classical isomorphism, that would allow us to derive exact quantum dynamics from classical dynamics of either the “ring polymers” or their centroids. Unfortunately, the answer is not. The reason is that dynamic properties, like time correlation functions, can not be derived from the knowledge of the partition function. Thus, an identity in the partition functions of the quantum system and its classical isomorph, does not imply a coincidence in the corresponding dynamic properties. However, the suggestive picture provided by the quantum-classical isomorphism has motivated the sought of an approximate description of real time quantum dynamics in terms of classical dynamics of the corresponding classical isomorph.

The most practical approximation developed so far is centroid molecular dynamics (CMD), formulated by Cao and Voth in 1994.\textsuperscript{16–20} CMD solves the dynamic equations of classical particles moving in the effective classical potential, $V_{\text{cep}}$. For the simple case of a particle of mass $m$, whose centroid position and momentum are $(X, P)$, the CMD equations read

\begin{align}
\dot{X} &= \frac{P}{m} , \\
\dot{P} &= f_m .
\end{align}

where the dot indicates a time derivative, and $f_m$ is the mean force, defined as the position derivative of the effective classical potential

\begin{equation}
f_m = -\frac{dV_{\text{cep}}}{dX} .
\end{equation}

The capability of CMD to describe real time quantum dynamics lies on the assumption that the effective classical potential, $V_{\text{cep}}$, provides some kind of average of dynamic properties of the quantum system, so that classical dynamics using $V_{\text{cep}}$ reproduces quantitatively some dynamic results. More precisely, Cao and Voth suggested that classical time correlation functions of position or momentum coordinates, calculated from trajectories generated by the CMD equations, are a well-defined approximation to the Kubo transform of the corresponding quantum time correlation functions.

One appealing characteristic of the CMD equations is their simplicity. However, the derivation of CMD is cumbersome and not easy to understand. From the original CMD derivation,\textsuperscript{18} it was not clear why the centroid coordinate should play such a prominent role in the determination of time correlation functions. A more rigorous formulation of CMD was presented by Jang and Voth in 1999.\textsuperscript{21–23} The essential step for this improved derivation was the definition of an operator, called the quasi-density operator, whose representation in a position basis corresponds to a fixed centroid path integral. The main result
derived by Jang and Voth was to demonstrate that Kubo transformed time correlation functions of position or momentum operators can be exactly represented in terms of averages of operators calculated using the quasi-density operator. The operator formalism presented by Jang and Voth is an essential prerequisite for a sound theoretical formulation of the CMD approximation, and represents a substantial improvement with respect to the original CMD formulation. 

The specialized PI concepts that are needed for the definition of CMD, like centroid coordinates, fixed centroid path integrals, and the effective classical potential, cannot be easily translated into physical quantities defined outside the PI formulation. This circumstance is unfortunate, because one who is not familiar with these specialized concepts will have serious difficulties in understanding the physical meaning of CMD and other applications involving centroid coordinates. Paradoxically, the increasing number of these applications over the last 40 years strongly suggest that these concepts have a precise physical significance. This significance should be made clearer if the formulation of CMD were presented without reference to the PI formulation.

One of the main goals of the present chapter is to present a derivation of CMD, and a related improved dynamic approach, by working within the Schrödinger formulation. The Schrödinger formulation of CMD is complementary to the PI formulation and offers some distinct advantages besides. In particular, the Schrödinger formulation shows how CMD is related to the time evolution of canonical density operators and also clarifies the relation of CMD to linear response theory and the fluctuation-dissipation theorem. Both topics are of considerable importance for a full understanding of the CMD approximations. A short account of the Schrödinger formulation of CMD has been presented elsewhere.

This chapter is organized as follows. In Section 2 we review the basic relations that characterize a quantum system in thermodynamic equilibrium. Some auxiliary quantities, that will be used in the Schrödinger formulation of fixed centroid path integrals, are also introduced. The standard PI formulation of fixed centroid path integrals is presented in Section 3, while their Schrödinger formulation is presented in Section 4. The derivation of CMD and a related dynamic approximation is the main goal of Sec. 5. Numerical tests of the capability of these dynamic approximations to treat some exact solvable models are given in Sec. 6. A review of already published CMD simulations is presented in Sec. 7. Some open problems for CMD applications are summarized in Sec. 8. The chapter ends with the conclusions in Sec. 9.

2 Definition of Auxiliary Quantities

For the sake of clarity, we consider a canonical ensemble of independent particles of mass moving in one dimension. The extension of most of the present study to a many-body problem is straightforward. The Hamiltonian of the particle is assumed to be

$$\hat{H} = \frac{\hat{p}^2}{2m} + V(\hat{x}) ,$$

where $\hat{x}$, $\hat{p}$, and $V(\hat{x})$ are the position, momentum, and potential energy operators, respectively. The unnormalized canonical density operator of the ensemble of particles is

$$\hat{\rho} = e^{-\beta \hat{H} } ,$$
where \( \beta = (k_B T)^{-1} \) is the inverse temperature and \( k_B \) is the Boltzmann constant. The partition function is the trace of the density operator,

\[
Z = \text{Tr}[\hat{\rho}].
\] (8)

It is convenient to define a normalized density operator, whose trace is unity, by dividing the unnormalized one by its trace. Normalized density operators are represented by a tilde \( \tilde{\rho} \),

\[
\tilde{\rho} = Z^{-1} \rho.
\] (9)

The canonical average of an arbitrary quantum mechanical operator, \( \hat{A} \), is the following trace

\[
\langle \hat{A} \rangle \equiv \langle \hat{A} \rangle_\rho = \text{Tr}[\hat{A} \tilde{\rho}].
\] (10)

Some auxiliary quantities will be needed for the Schrödinger formulation of fixed centroid path integrals. The first one is the auxiliary Hamiltonian, \( \hat{H}_a(f, v) \), defined by adding linear terms in \( \hat{x} \) and \( \hat{p} \) to the Hamiltonian \( \hat{H} \)

\[
\hat{H}_a(f, v) = \hat{H} - f \hat{x} - v \hat{p}.
\] (11)

The parameter \( f \) represents a constant external force acting upon the quantum particle and the parameter \( v \) has dimensions of velocity. Note the following equivalence: \( \hat{H}_a(0, 0) \equiv \hat{H} \). The auxiliary canonical density operator, \( \hat{\rho}_a(f, v) \), and the auxiliary partition function, \( Z_a(f, v) \), are defined using the auxiliary Hamiltonian, \( \hat{H}_a(f, v) \) with the help of Eqs. (7) and (8). The average of an operator \( \hat{A} \), calculated with the auxiliary density operator, \( \hat{\rho}_a(f, v) \), is

\[
\langle \hat{A} \rangle_{\rho_a(f, v)} = \text{Tr}[\hat{A} \hat{\rho}_a(f, v)],
\] (12)

where the normalized auxiliary canonical density operator is

\[
\hat{\rho}_a(f, v) = [Z_a(f, v)]^{-1} \hat{\rho}_a(f, v).
\] (13)

3 Definition of Fixed Centroid Path Integrals

In this Section, we present the PI formulation of the canonical density matrix and the definition of fixed centroid path integrals. An important relation between fixed centroid path integrals and the auxiliary canonical density matrix is derived. This relation will provide the starting point for the Schrödinger formulation of fixed centroid path integrals.

3.1 PI Formulation of the Canonical Density Matrix

The position representation of the unnormalized canonical density operator, \( \hat{\rho} \), is the matrix

\[
\rho(x, x') \equiv \langle x | \hat{\rho} | x' \rangle,
\] (14)

where \( |x\rangle \) is an eigenfunction of the operator \( \hat{x} \). The matrix elements \( \rho(x, x') \) are propagators representing the probability amplitude associated to the movement of the particle...
from position \(x'\) to \(x\) in an Euclidean time \(\beta h\). The phase space PI formulation of these matrix elements is\(^{25}\)

\[
\rho(x, x') = \int_{x'}^{x} D[x(u), p(u)] e^{-\frac{S[x(u), p(u)]}{\hbar}} .
\]

(15)

\([x(u), p(u)]\) are the position and momentum defining a particle path in phase space. The Euclidean time action is defined by the following functional of the path

\[
S[x(u), p(u)] = \int_{0}^{\beta h} du \left\{ \frac{p(u)^2}{2m} + V[x(u)] - ip(u)\dot{x}(u) \right\} ,
\]

(16)

where \(\dot{x}(u)\) is the derivative of \(x(u)\) with respect to \(u\). The integral measure is given by

\[
D[x(u), p(u)] = \lim_{N \to \infty} \prod_{k=0}^{N-1} dx_k \prod_{k=0}^{N-1} dp_k \left( \frac{1}{2\pi \hbar} \right)^N ,
\]

(17)

where the path \([x(u), p(u)]\) has been discretized in phase space as

\[
(x'_1, p_0), (x_1, p_1), (x_2, p_2), \ldots, (x_{N-1}, p_{N-1}), (x, p_0) .
\]

(18)

The Euclidean time action in Eq. (16) displays a quadratic dependence on the momentum coordinates \(p(u)\). Therefore, all Gaussian integrals in \(p(u)\) that appear in Eq. (15) can be evaluated analytically. The resulting path integral is\(^{1, 25}\)

\[
\rho(x, x') = \int_{x'}^{x} D[x|u] e^{-\frac{S_e[x|u]}{\hbar}} ,
\]

(19)

where the Euclidean time action is now

\[
S_e[x(u)] = \int_{0}^{\beta h} du \left\{ \frac{m}{2} \dot{x}(u)^2 + V[x(u)] \right\} ,
\]

(20)

and the integral measure is given by

\[
D_e[x(u)] = \lim_{N \to \infty} \prod_{k=1}^{N-1} dx_k \left( \frac{mN}{2\pi \beta \hbar^2} \right)^{N/2} .
\]

(21)

### 3.2 PI Formulation of Constrained Propagators

The centroid position and centroid momentum of a given path \([x(u), p(u)]\) are defined as the average position and momentum of the path

\[
x_c = \frac{1}{\beta h} \int_{0}^{\beta h} du x(u) ,
\]

(22)

\[
p_c = \frac{1}{\beta h} \int_{0}^{\beta h} du p(u) .
\]

(23)

For the uncountable set of paths contributing to the path integral in Eq. (15), the property of having the same average point \(x_c\) and \(p_c\) is an equivalence relation that allows us to classify the paths into equivalence classes.\(^9\) Each value of \((x_c, p_c)\) labels a different class.
of paths. A fixed centroid path integral or constrained propagator is defined by a path integral like Eq. (15), that includes only the paths of a given equivalence class \((X, P)\)

\[
\sigma(x, x'; X, P) = \int_{x'}^{x} D[x(u), p(u)] \delta(X - x_c) \delta(P - p_c) e^{-\frac{\beta |(x-u)|^2}{k}} ,
\]

(24)

where \(\delta\) is the Dirac delta function. The path integral in Eq. (15) can be recovered by integrating over all equivalence classes

\[
\rho(x, x') = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \sigma(x, x'; X, P) .
\]

(25)

It is important to formulate the relationship between fixed centroid path integrals, \(\sigma(x, x'; X, P)\), and the auxiliary canonical density matrix, \(\rho_\alpha(x, x'; f, v)\). Considering the definition of the Euclidean time action in Eq. (16), one readily derives that the Euclidean time action corresponding to the auxiliary Hamiltonian \(H_a(f, v)\), is related to that of the original Hamiltonian, \(\tilde{H}\), by

\[
S_a[x(u), p(u); f, v] = S[x(u), p(u)] - \beta hfX - \beta hvP ,
\]

(26)

where \((X, P)\) are the centroid position and momentum of the path \([x(u), p(u)]\). This result implies that the PI formulation of the auxiliary density matrix can be written as

\[
\rho_\alpha(x, x'; f, v) = \int_{x'}^{x} D[x(u), p(u)] e^{-\frac{\beta (x-u)^2}{k}} e^{\beta fX} e^{\beta vP} .
\]

(27)

Considering the definition of the fixed centroid path integral in Eq. (24), the previous relation can be alternatively written as

\[
\rho_\alpha(x, x'; f, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \sigma(x, x'; X, P) e^{\beta fX} e^{\beta vP} .
\]

(28)

This equation shows that the canonical propagator, \(\rho_\alpha(x, x'; f, v)\), and the constrained propagator, \(\sigma(x, x'; X, P)\), are related by a two-sided Laplace transform.\(^{26}\) The variables \((X, \beta f)\) and \((P, \beta v)\) form pairs of conjugate variables in this integral transform. This relation is the essential link to define fixed centroid path integrals within the Schrödinger formulation.

### 4 The Schrödinger Formulation of Fixed Centroid Path Integrals

We have chosen to present the results of this Section in a way that is formally analogous to the formulation of the Wigner representation of canonical density operators.\(^{27}\) We recall that with the help of an integral transform of the canonical density matrix, \(\rho(x, x')\), one defines the Wigner representation, \(\rho^W(x, p)\). The coordinates \((x, p)\) of the Wigner matrix defines a phase space, and the statical and dynamic properties of the canonical ensemble can be represented within this phase space.

In this Section, we will define by an integral transform of the auxiliary density operator, \(\rho_\alpha(f, v)\), a new representation, \(\hat{\sigma}(X, P)\). The coordinates \((X, P)\) define a phase space and we will show that the statical and dynamic properties of the canonical ensemble can be represented within this phase space.
Some results of this section have been derived by Jang and Voth using the PI formulation. However, our derivation is presented without reference to the PI formulation and offers new physical insight. A short account of the present derivation has been presented elsewhere.

4.1 Definition of the Static Response Phase Space

As Eq. (28) is valid for arbitrary $x$ and $x'$, one can omit these variables to get a relation between quantum mechanical operators

$$\tilde{\rho}_a(f, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \tilde{\sigma}(X, P)e^{\beta f X}e^{\beta v P}. \quad (29)$$

The auxiliary density operator, $\tilde{\rho}_a(f, v)$, is related to the operator $\tilde{\sigma}(X, P)$ by a two-sided Laplace transform. This integral transform is an operator relation that can be used as starting point to define $\tilde{\sigma}(X, P)$, without referring to the PI formulation.

It is convenient to visualize that the coordinates $(X, P)$ define a phase space associated with the canonical ensemble: The static response (SR) phase space. Each phase space point, $(X, P)$, is associated to a quantum mechanical operator, $\tilde{\sigma}(X, P)$. The name “SR phase space” has been chosen because the auxiliary density operator $\tilde{\rho}_a(f, v)$ obviously depends on the static response of the original canonical ensemble to arbitrary linear modifications of its Hamiltonian $H$. The SR phase space has interesting properties, in particular for the study of the linear response of the canonical ensemble defined by the Hamiltonian $H$ (see below).

By taking the trace of the operators in Eq. (29), and considering the linear property of two-sided Laplace transforms, one readily derives

$$Z_a(f, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP C(X, P)e^{\beta f X}e^{\beta v P}, \quad (30)$$

where $C(X, P)$ is the following trace

$$C(X, P) = \text{Tr}[\tilde{\sigma}(X, P)]. \quad (31)$$

We refer to $C(X, P)$ as the SR phase space density associated to the point $(X, P)$. The SR phase space average of an arbitrary function, $g(X, P)$, is defined as

$$\{g(X, P)\} = Z^{-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP C(X, P)g(X, P). \quad (32)$$

Note the use of braces $\{\ldots\}$ to represent SR phase space averages. The basic elements of the SR phase space are illustrated in Fig. 1.

For the formulation of operator averages it is convenient to define a normalized operator

$$\hat{\sigma}(X, P) = [C(X, P)]^{-1} \tilde{\sigma}(X, P). \quad (33)$$

We call $\hat{\sigma}(X, P)$ the generalized SR density operator. The word generalized indicates that $\hat{\sigma}(X, P)$ is a generalization of a true density operator, in the sense that it describes mixed states where the “probabilities”, $w_n$, associated to the eigenfunctions of the operator, may be not only numbers satisfying $0 \leq w_n \leq 1$, but also numbers greater than one and lower than zero (see below). For a true density operator, as $\tilde{\rho}(f, v)$, these probabilities are necessarily numbers in the range $0 \leq w_n \leq 1$. 
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By setting \( f = 0 \) and \( v = 0 \) in Eq. (29) and after dividing by \( Z \), one derives the definition of the normalized canonical density operator as a SR phase space average

\[
\hat{\rho} \equiv \{\hat{\sigma}(X, P)\}.
\]  

(34)

To avoid confusion in the nomenclature, let us summarize the relationship between the phase space concepts introduced in this section, and fixed centroid path integral concepts, that are currently used in the literature:

- The SR phase space coordinates \((X, P)\) are the centroid position \(X\) and momentum \(P\) associated to fixed centroid path integrals.
- The position representation of the unnormalized operator, \(\hat{\sigma}(X, P)\), corresponds to the fixed centroid path integral given in Eq. (24).
- The normalized operator \(\hat{\sigma}(X, P)\) is identical to the quasi-density operator defined by Jang and Voth\(^{21}\) as the inverse two-sided Laplace transform of Eq. (29).

The main advantage of our formulation\(^{24}\) with respect to the similar work by Jang and Voth\(^{21}\) is that we make explicit use of the integral transform relation in Eq. (29) to derive the properties of the operator \(\hat{\sigma}(X, P)\). For example, given the dynamic and Bloch equations for the auxiliary canonical density operator, \(\hat{\rho}_\alpha(f, v)\), Eq. (29) allows us to derive the corresponding transformed equations for \(\hat{\sigma}(X, P)\).

In the next Subsections, the most important properties of the SR phase space are derived. We focus on the four following topics:

- the dynamic equation for \(\hat{\sigma}(X, P)\),
- the Bloch equation for \(\hat{\sigma}(X, P)\),
- the formulation of canonical averages as SR phase space averages,
- the formulation of time correlation functions as SR phase space averages.
4.2 Dynamic Equation for the Operator \( \hat{\sigma}(X, P) \)

The dynamic equation of the auxiliary canonical density operator, \( \hat{\rho}_a(f, v) \), evolving in time under the action of the Hamiltonian \( \hat{H} \), is

\[
\frac{i\hbar}{\partial t} \frac{\partial \hat{\rho}_a(f, v)}{\partial t} = [\hat{H}, \hat{\rho}_a(f, v)] ,
\]

(35)

where \([\hat{H}, \hat{\rho}_a(f, v)]\) is the commutator of the operators inside the square brackets. This relation is the starting point to derive the dynamic equation for \( \hat{\sigma}(X, P) \). The time derivative of the two-sided Laplace transform in Eq. (29) is

\[
\frac{\partial \hat{\rho}_a(f, v)}{\partial t} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \frac{\partial \hat{\sigma}(X, P)}{\partial t} e^{\beta fX} e^{\beta vP} .
\]

(36)

By applying (left and right) the Hamiltonian operator \( \hat{H} \) to Eq. (29), and taking into account the linear property of the operator \( \hat{H} \), one gets

\[
\hat{H} \hat{\rho}_a(f, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \hat{H} \hat{\sigma}(X, P) e^{\beta fX} e^{\beta vP} ,
\]

(37)

\[
\hat{\rho}_a(f, v) \hat{H} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \hat{\sigma}(X, P) \hat{H} e^{\beta fX} e^{\beta vP} .
\]

(38)

Subtracting the last two Eqs., one derives

\[
[\hat{H}, \hat{\rho}_a(f, v)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP [\hat{H}, \hat{\sigma}(X, P)] e^{\beta fX} e^{\beta vP} .
\]

(39)

The results of Eqs. (35), (36), and (39) imply that the dynamic equation for \( \hat{\sigma}(X, P) \) is identical to that one corresponding to a canonical density operator

\[
\frac{i\hbar}{\partial t} \frac{\partial \hat{\sigma}(X, P)}{\partial t} = [\hat{H}, \hat{\sigma}(X, P)] .
\]

(40)

This dynamic equation can be integrated to give

\[
\hat{\sigma}(X, P; t) = e^{-i\beta \hat{H} t} \hat{\sigma}(X, P) e^{i\beta \hat{H} t} .
\]

(41)

By taking the trace of the last equation and considering the cyclic invariance of the trace of a product of operators, one readily derives that the trace, \( C(X, P) \), of this operator is a conserved quantity

\[
\text{Tr}[\hat{\sigma}(X, P; t)] = \text{Tr}[\hat{\sigma}(X, P)] .
\]

(42)

4.3 Bloch Equation for the Operator \( \hat{\sigma}(X, P) \)

The Bloch equation, defining the temperature dependence of the operator \( \hat{\sigma}(X, P) \), can be derived as the two-sided Laplace transform of the Bloch equation of the auxiliary density operator \( \hat{\rho}_a(f, v) \)

\[
\frac{\partial \hat{\rho}_a(f, v)}{\partial \beta} = -\hat{H}_a(f, v) \hat{\rho}_a(f, v) .
\]

(43)
This derivation is straightforward and it has been published elsewhere,\textsuperscript{28} therefore we present the final result

\[ \frac{\partial \hat{\sigma}(X, P)}{\partial \beta} = -\left[ \hat{H} + \frac{\dot{X} - X}{\beta} \frac{\partial}{\partial X} + \frac{\dot{P} - P}{\beta} \frac{\partial}{\partial P} - 2 \frac{2}{\beta} \right] \hat{\sigma}(X, P) \]  

(44)

One interesting point to be stressed here is that this Bloch equation can be solved analytically for the particular case of a harmonic oscillator.\textsuperscript{28} The spectral decomposition of the harmonic SR density operator reads

\[ \hat{\sigma}_\omega(X, P) = \sum_{n=0}^{\infty} w_n |\psi_n(X, P)\rangle \langle \psi_n(X, P)|, \]  

(45)

where \( w_n \) are the eigenvalues and \( |\psi_n(X, P)\rangle \) are the eigenvectors of the operator.

At temperature \( T = 0 \) all eigenvalues are zero except \( w_0 = 1 \).\textsuperscript{28} This result means that \( \hat{\sigma}_\omega(X, P) \) is a pure quantum state at \( T = 0 \). However, at finite temperature \( T > 0 \), the eigenvalues \( w_n \) form an alternating series of positive and negative real numbers. Then, the operator, \( \hat{\sigma}_\omega(X, P) \), is a generalization of a true density operator, in the sense that the “probabilities” or occupation numbers associated to some eigenvectors are allowed to be negative real numbers or even larger than unity. For a harmonic oscillator the eigenvalues \( w_n \) satisfy the conditions\textsuperscript{28}

\[ \sum_{n=0}^{\infty} w_n = 1, \quad |w_n| \leq 2. \]  

(46)

The SR density matrix associated to the SR phase space point \((0, 0)\),

\[ \hat{\sigma}_\omega(x, x'; 0, 0) = \langle x | \hat{\sigma}_\omega(0, 0) | x' \rangle, \]  

(47)

is shown in Fig. 2a. The first eigenfunctions and eigenvalues of this operator are shown in Fig. 2b.
4.4 Formulation of Canonical Averages as SR Phase Space Averages

We want to formulate the SR phase space representation of the canonical average of an arbitrary operator, $\hat{A}$. By applying $\hat{A}$ to Eq. (29) and by taking into account the linear property of quantum mechanical operators, one gets

$$\hat{A}\hat{\rho}_a(f, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \hat{A}\hat{\sigma}(X, P) e^{\beta f X} e^{\beta v P}. \quad (48)$$

From the linear property of the two-sided Laplace transform, one derives

$$\text{Tr}[\hat{A}\hat{\rho}_a(f, v)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \text{Tr}[\hat{A}\hat{\sigma}(X, P)] e^{\beta f X} e^{\beta v P}. \quad (49)$$

Dividing both members by $Z_a(f, v)^{-1}$, and multiplying and dividing the integrand by $C(X, P)$, we obtain

$$\langle \hat{A} \rangle_{\hat{\rho}_a(f, v)} = [Z_a(f, v)]^{-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP C(X, P) \langle \hat{A} \rangle_{\sigma(X, P)} e^{\beta f X} e^{\beta v P}, \quad (50)$$

where the average of $\hat{A}$ using the SR density operator is

$$\langle \hat{A} \rangle_{\sigma(X, P)} = \text{Tr}[\hat{A}\hat{\sigma}(X, P)]. \quad (51)$$

By setting $f = 0$ and $v = 0$ in Eq. (50), one gets

$$\langle \hat{A} \rangle = \{\langle \hat{A} \rangle_{\sigma(X, P)}\}. \quad (52)$$

This relation shows that arbitrary canonical averages can be represented as SR phase space averages.

4.5 Formulation of Time Correlation Functions as SR Phase Space Averages

The time correlation function of the position operator $\hat{x}$ and an arbitrary operator $\hat{A}$ is defined by

$$C_{x\hat{A}}(t) \equiv \langle \hat{x}(0)\hat{A}(t) \rangle = Z^{-1} \text{Tr}[e^{-\beta \hat{H}} \hat{x}(0) \hat{A}(t)], \quad (53)$$

where the Heisenberg operator $\hat{A}(t)$ is

$$\hat{A}(t) = e^{iHt} \hat{A} e^{-iHt}. \quad (54)$$

The Kubo transformed time correlation function is defined as

$$K_{x\hat{A}}(t) \equiv \langle \hat{x}(0); \hat{A}(t) \rangle = \int_{0}^{\beta} \frac{d\lambda}{\beta} \langle \hat{x}(-i\lambda\hbar)\hat{A}(t) \rangle, \quad (55)$$

where the operator $\hat{x}(-i\lambda\hbar)$ is [see Eq. (54)]

$$\hat{x}(-i\lambda\hbar) = e^{\lambda\hat{H}} \hat{x} e^{-\lambda\hat{H}}. \quad (56)$$

The definition in Eq. (55) is written in a form that is not ideal for grasping the physical meaning of Kubo transformed time correlation functions. An alternative definition is based on linear response theory and the fluctuation-dissipation theorem. We are interested in near-equilibrium states driven by the external force, $f$. Let us assume that the external
perturbation started to work in the infinite past, i.e., at $t \to -\infty$, when the system with Hamiltonian $\hat{H}_0(f,0)$ was in equilibrium at a certain temperature, i.e., the density matrix was initially canonical, $\hat{\rho}_0(f,0)$. At $t = 0$ the external perturbation is set to zero ($f = 0$) and then the system evolves in time under the action of the unperturbed Hamiltonian $\hat{H}$. The average of an arbitrary operator $\hat{A}$ at $t > 0$ is

$$\langle \hat{A}(t) \rangle_{\rho_+(f,0)} = [Z_a(f,0)]^{-1} \text{Tr} \left[ \hat{\rho}_a(f,0) \hat{A}(t) \right], \quad (57)$$

where the time dependence of the Heisenberg operator $\hat{A}(t)$ is determined by the unperturbed Hamiltonian $\hat{H}$ [see Eq. (54)].

The Kubo transformed time correlation function can be defined by the following expression, which is a version of the quantum fluctuation-dissipation theorem\textsuperscript{29}

$$\langle \dot{\hat{A}}(0); \hat{A}(t) \rangle = \frac{1}{\beta} \left[ \frac{\partial \langle \hat{A}(t) \rangle_{\rho_+(f,0)}}{\partial f} \right]_{f \to 0} + \langle \dot{\hat{A}}(0) \rangle \langle \hat{A}(0) \rangle, \quad (58)$$

This expression displays, more clearly than Eq. (55), the physical meaning of Kubo transformed time correlation functions. Note that the definition of the derivative implies

$$\left[ \frac{\partial \langle \hat{A}(t) \rangle_{\rho_+(f,0)}}{\partial f} \right]_{f \to 0} = \lim_{f \to 0} \frac{\langle \hat{A}(t) \rangle_{\rho_+(f,0)} - \langle \hat{A}(0) \rangle}{f}, \quad (59)$$

where we have considered that the average of $\hat{A}(t)$ is stationary if the external force vanishes ($f = 0$), i.e.,

$$\langle \hat{A}(t) \rangle_{\rho_+(0,0)} \equiv \langle \hat{A}(t) \rangle = \langle \hat{A}(0) \rangle \quad (60)$$

Eqs. (58) and (59) imply that the time dependence of the Kubo transformed function $K_{\alpha,\hat{A}}(t)$ is determined by the time dependence of the average $\langle \hat{A}(t) \rangle_{\rho_+(f,0)}$ for a vanishing small value of $f$.

Our next goal is to derive the representation of Kubo transformed time correlation functions as SR phase space averages. Note that the derivation of Eq. (50), giving the average, $\langle \hat{A} \rangle_{\rho_+(f,v)}$, as an integral over the SR phase space, is also valid if the operator $\hat{A}$ is substituted by $\hat{A}(t)$. Then, by applying Eq. (50) to the operator $\hat{A}(t)$ and after setting $v = 0$ in the resulting expression, one gets

$$\langle \hat{A}(t) \rangle_{\rho_+(f,0)} = [Z_a(f,0)]^{-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \ C(X,P) \langle \hat{A}(t) \rangle_{\sigma(X,P)} e^{\beta f X} \quad (61)$$

The derivative of the last expression with respect to $f$ is

$$\frac{\partial \langle \hat{A}(t) \rangle_{\rho_+(f,0)}}{\partial f} = [Z_a(f,0)]^{-1} \beta \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \ C(X,P) X \langle \hat{A}(t) \rangle_{\sigma(X,P)} e^{\beta f X} - \beta \langle \dot{\hat{A}}(0) \rangle_{\rho_+(f,0)} \langle \hat{A}(t) \rangle_{\rho_+(f,0)} \quad (62)$$

where the second term comes from the derivative of $[Z_a(f,0)]^{-1}$ with respect to $f$ by noting that

$$Z_a(f,0) = e^{-\beta F_a(f,0)}, \quad (63)$$
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\[
\frac{\partial Z_a(f, 0)}{\partial f} = -Z_a(f, 0) \beta \frac{\partial F_a(f, 0)}{\partial f} = Z_a(f, 0) \beta \langle \dot{x}(0) \rangle_{\rho_a(f, 0)}. \tag{64}
\]

\(F_a(f, 0)\) is the auxiliary free energy. For the particular case that \(f = 0\), Eq. (62) reads

\[
\left[ \frac{\partial \langle \dot{\hat{A}}(t) \rangle_{\rho(f, 0)}}{\partial f} \right]_{f=0} = Z^{-1} \beta \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dX dP \ C(X, P) X \langle \dot{\hat{A}}(t) \rangle_{\sigma(X, P)} - \beta \langle \dot{x}(0) \rangle \langle \dot{\hat{A}}(0) \rangle,
\tag{65}
\]

The last equation can be alternatively written as

\[
\left[ \frac{\partial \langle \dot{\hat{A}}(t) \rangle_{\rho(f, 0)}}{\partial f} \right]_{f=0} = \beta \{ X \langle \dot{\hat{A}}(t) \rangle_{\sigma(X, P)} \} - \beta \langle \dot{x}(0) \rangle \langle \dot{\hat{A}}(0) \rangle. \tag{66}
\]

Comparing the last expression with Eq. (58), we see that

\[
\langle \dot{x}(0); \dot{\hat{A}}(t) \rangle = \{ X \langle \dot{\hat{A}}(t) \rangle_{\sigma(X, P)} \}, \tag{67}
\]

i.e., the Kubo transformed time correlation function \(\langle \dot{x}(0); \dot{\hat{A}}(t) \rangle\) can be expressed as a SR phase space average. An analogous derivation using the auxiliary Hamiltonian \(\hat{H}(0, v)\) leads to the result

\[
\langle \dot{p}(0); \dot{\hat{A}}(t) \rangle = \{ P \langle \dot{\hat{A}}(t) \rangle_{\sigma(X, P)} \}. \tag{68}
\]

Note that these results cannot be generalized to the calculation of a correlation function \(\langle \dot{B}(0); \dot{\hat{A}}(t) \rangle\), if the operator \(\dot{B}\) is different from \(\dot{x}\) or \(\dot{p}\).

### 5 Constrained Time Evolution of the Operator \(\hat{\sigma}(X, P)\)

We have defined the most important formal relations that characterize the SR phase space. Our next goal is the formulation of a practical approximation aiming at the calculation of the Kubo transformed time correlation function as a SR phase space average using Eqs. (67) or (68). The dynamic information in these expressions is carried by the average

\[
\langle \dot{\hat{A}}(t) \rangle_{\sigma(X, P)} = \text{Tr}[\dot{\hat{A}}(t) \hat{\sigma}(X, P)] = \text{Tr}[\dot{\hat{A}} \hat{\sigma}(X, P; t)], \tag{69}
\]

where

\[
\hat{\sigma}(X, P; t) = [C(X, P)]^{-1} \hat{\sigma}(X, P; t), \tag{70}
\]

and \(\dot{\hat{A}}(t)\) and \(\hat{\sigma}(X, P; t)\) were defined by Eqs. (41) and (54), respectively.

The exact calculation of \(\langle \dot{\hat{A}}(t) \rangle_{\sigma(X, P)}\) implies [see Eq. (69)] the determination of the time evolution of the SR density operator associated to \((X, P)\)

\[
\hat{\sigma}(X, P) \quad \text{(time = 0)} \quad \longrightarrow \quad \hat{\sigma}(X, P; t) \quad \text{(time = t)}. \tag{71}
\]

The computation of this time evolution is, for a general quantum system, a difficult problem. Moreover, the calculation of a SR phase space average implies solving this difficult problem for a set of operators associated with different points \((X, P)\). The only practical route to undertake this calculation lies on the formulation of an approximate dynamics for the SR density operator. CMD should be understood as an approximate dynamics for the SR density operator. One clear reason for the difficulty in understanding the original CMD
formulation is that CMD was formulated in 1994,\textsuperscript{18} while the SR density operator was first defined in 1999.\textsuperscript{21,24} In this section, an approximate dynamics for the SR density operator is presented by following these steps:

- discussion of a factorization property of the SR density matrix
- formulation of a \textit{variational constrained dynamics} for the SR density operator,
- study of the harmonic and high temperature limits of the dynamic approximation.

5.1 Factorization Property of the Matrix Elements $\sigma(x, x'; X, P)$

The position representation of the SR density operator has a factorization property, that is valid if the Hamiltonian $\hat{H}$ depends quadratically on the momentum operator $\hat{p}$. The derivation has been published elsewhere,\textsuperscript{21,28} the final result is that $\sigma(x, x'; X, P)$ factorizes into $X$- and $P$-dependent factors

$$\sigma(x, x'; X, P) = \sigma_X(x, x'; X)\sigma_P(x, x'; P). \quad (72)$$

The $P$-dependent factor is

$$\sigma_P(x, x'; P) = \left( \frac{\beta}{2\pi m} \right)^{\frac{1}{2}} e^{-\frac{\beta p^2}{2m}} e^{-\frac{(x-x')^2}{2a^2}} e^{i\frac{p(x-x')}{\hbar}}. \quad (73)$$

The $X$-dependent factor, $\sigma_X(x, x'; X)$ is the position representation of the operator $\hat{\sigma}_X(X)$, that is defined as

$$\hat{\sigma}_X(X) = \int_{-\infty}^{\infty} dP \hat{\sigma}(X, P). \quad (74)$$

The matrix elements, $\sigma_X(x, x'; X)$, represent constrained propagators whose PI representation is the following fixed centroid path integral

$$\sigma_X(x, x'; X) = \int_{x'}^{x} D_x[x(u)] \delta(X - x_c) e^{-\frac{\beta x(x)}{m}}. \quad (75)$$

The diagonal elements $\sigma_P(x, x; P)$ are [see Eq. (73)], a constant independent of $x$. This fact implies that the trace of $\sigma(x, x'; X, P)$ factorizes also into $X$- and $P$-dependent terms. Using Eq. (72) to calculate this trace, one gets

$$C(X, P) = \int_{-\infty}^{\infty} dx \sigma_X(x, x; X)\sigma_P(x, x; P), \quad (76)$$

$$C(X, P) = C_P(P) \int_{-\infty}^{\infty} dx \sigma_X(x, x; X) \equiv C_P(P)C_X(X). \quad (77)$$

$C_P(P)$ is the \textit{momentum density} in the SR phase space

$$C_P(P) \equiv \sigma_P(x, x; P) = \left( \frac{\beta}{2\pi m} \right)^{\frac{1}{2}} e^{-\frac{\beta p^2}{2m}}, \quad (78)$$
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which has the form of a classical momentum distribution. \( C_X(X) \) is the trace of the operator \( \hat{\sigma}_X(X) \), and it is the position density in the SR phase space. This density is used to define the effective classical potential, \( V_{\text{ eff}}(X) \), as

\[
C_X(X) = \left( \frac{m}{2\pi \hbar^2} \right)^{\frac{3}{2}} e^{-\beta V_{\text{ eff}}(X)} .
\] (79)

Other property derived from the fact that \( \sigma_P(x, x; P) \) does not depend on \( x \) is the following: The averages \( \langle A \rangle_{\sigma (X, P)} \) of operators defined as arbitrary functions of \( \dot{x} \) do not depend on the variable \( P \). For example, the mean force, \( f_m(X) \), is the average of the force operator, \( f_r \),

\[
\langle f_r \rangle_{\sigma (X, P)} = Z^{-1} \int_{-\infty}^{\infty} dx \left[ -\frac{dV(x)}{dx} \right] \sigma_X(x, x; X) \equiv f_m(X) .
\] (80)

\( f_m \) is a function of \( X \) but not of \( P \). Another important average is the dispersion of the position operator \( \dot{x} \)

\[
\delta x^2(X) = \langle \dot{x}^2 \rangle_{\sigma (X, P)} - \left[ \langle \dot{x} \rangle_{\sigma (X, P)} \right]^2 ,
\] (81)

that does not depend on the coordinate \( P \). We note that

\[
\langle \dot{x} \rangle_{\sigma (X, P)} = X
\] (82)

5.2 A Variational Constrained Dynamic Approximation

An approximate dynamics for the operator \( \hat{\sigma}(X, P) \) is defined by the following two conditions:

- (i) Constrained dynamics: The dynamic state at an arbitrary time \( t \) is constrained to be a SR density operator, \( \hat{\sigma}(X, P) \),

\[
\hat{\sigma}(X, P; t) \approx \hat{\sigma}(X(t), P(t)) .
\] (83)

The constrained time evolution of \( \hat{\sigma}(X, P; t) \) is then characterized by a trajectory \([X(t), P(t)]\) in the SR phase space. A representation of the constrained dynamics is given in Fig. 3.

- (ii) Variational short time approximation: The constrained dynamic equations are derived from the Gauss principle of least constraint, i.e., from the condition that the difference, in a least square sense, between the exact and constrained short time dynamics of \( \hat{\sigma}(X, P) \) is minimum.

The derivation of the variational short time approximation is done in the position representation. The algebra is straightforward, but rather lengthy. Therefore, we summarize the main steps of the derivation:

1. The exact (e) time derivative of the matrix elements \( \rho_e(x, x'; f, v) \) is derived using the time dependent Schrödinger equation. The result is

\[
\left[ \frac{\partial \rho_e(x, x'; f, v)}{\partial t} \right]_e = \left[ \frac{f(x - x')}{i\hbar} - v \left( \frac{\partial }{\partial x} + \frac{\partial }{\partial x'} \right) \right] \rho_e(x, x'; f, v) .
\] (84)
The exact time derivative of the matrix elements $\hat{\sigma}(x, x'; X, P)$ is derived with the help of the two-sided Laplace relation between $\rho_\alpha(x, x'; f, v)$ and $\sigma(x, x'; X, P)$ [see Eq. (28)]. The result is

$$\left[ \frac{\partial \hat{\sigma}(x, x'; X, P)}{\partial t} \right]_c = \left[ i \left( \frac{x - x'}{\beta h} \right) \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial x'} \right) - \frac{P}{m} \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial x'} \right) \right] \hat{\sigma}(x, x'; X, P). \quad (85)$$

(3) The constrained $(c)$ dynamic equation for $\hat{\sigma}(x, x'; X, P)$ is formulated according to condition $(i)$

$$\left[ \frac{\partial \hat{\sigma}(x, x'; X, P)}{\partial t} \right]_c = \frac{\partial \hat{\sigma}(x, x'; X, P)}{\partial X} \dot{X} + \frac{\partial \hat{\sigma}(x, x'; X, P)}{\partial P} \dot{P}. \quad (86)$$

where

$$\dot{X} = \frac{dX}{dt}; \quad \dot{P} = \frac{dP}{dt}. \quad (87)$$

(4) The variational short time approximation is derived from minimizing, with respect to $X$ and $P$, the following function

$$I(\dot{X}, \dot{P}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx \, dx' \left[ \frac{\partial \hat{\sigma}(x, x'; X, P)}{\partial t} \right]_c - \left[ \frac{\partial \hat{\sigma}(x, x'; X, P)}{\partial t} \right]_c \dot{t}^2, \quad (88)$$

where $[\ldots]$ indicates the modulus of a complex number.

(5) The minimization results in the following set of equations that define the constrained dynamics

$$\dot{X} = -\frac{P}{m} \frac{x_1(X, P)}{x_2(X, P)}, \quad (89)$$
The functions \( x_1(X, P) \) and \( x_2(X, P) \) are defined by the following integrals, where the shorthand notation, \( \sigma_X \equiv \sigma_X(x, x'; X) \), \( \sigma \equiv \sigma(x, x'; X, P) \), and \( f_m \equiv f_m(X) \), has been used

\[
x_1(X, P) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dx' |\sigma|^2 \left( \frac{\partial \ln \sigma_X}{\partial x} + \frac{\partial \ln \sigma_X}{\partial x'} \right) \left( \frac{\partial \ln \sigma_X}{\partial X} - \beta f_m \right), \tag{91}\nix_2(X, P) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dx' |\sigma|^2 \left( \frac{\partial \ln \sigma_X}{\partial X} - \beta f_m \right)^2. \tag{92}\n\]

The functions \( p_1(X, P) \) and \( p_2(X, P) \) are defined by

\[
p_1(X, P) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dx' |\sigma|^2 (x - x')^2 \frac{1}{\beta} \left( \frac{\partial \ln \sigma_X}{\partial X} + \frac{\partial \ln \sigma_X}{\partial x} + \frac{\partial \ln \sigma_X}{\partial x'} \right), \tag{93}\npp_2(X, P) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dx' |\sigma|^2 (x - x')^2. \tag{94}\n\]

The variational equations for the constrained dynamics imply the determination of the diagonal and off diagonal elements of the matrix \( \sigma(x, x'; X, P) \), a cumbersome computational task. Therefore, we will introduce an additional approximation to simplify the variational equations.

### 5.3 The RMD Approximation

The following factorization approximation is applied to simplify the variational equations

\[
|\sigma(x, x'; X, P)|^2 \approx |\sigma(x, x; X, P)| |\sigma(x', x'; X, P)|. \tag{95}\n\]

This relation is exact for a pure state. E.g., if \( \sigma(x, x') \) denotes a pure state, then

\[
|\sigma(x, x')|^2 = |\langle \psi | \psi \rangle|^2 = |\sigma(x, x)|. \tag{96}\n\]

We recall that the SR density operator is a pure state only at temperature \( T = 0 \). Therefore, the use of the factorization approximation implies that the variational character of the dynamic equations is lost, except in the limit \( T = 0 \). The computational advantage of this approximation is that only the diagonal elements of the SR density matrix are needed.

We define the function \( \phi(x; X) \) as the square root of these diagonal elements

\[
\phi(x; X) = \sqrt{\sigma(x, x; X, P)} \equiv \sqrt{[\sigma_X(x, x; X)]}. \tag{97}\n\]

Applying the factorization approximation to the variational equations in Eqs. (89) and (90), one gets

\[
\dot{X} = \frac{P}{m} \gamma(X), \tag{98}\n\]

\[
\dot{\gamma} = f_m(X) + \nu(X). \tag{99}\n\]
This dynamic approximation is called the \textit{constrained response matrix dynamics} (RMD). The function $\gamma(X)$ represents a correction factor for the particle mass in the constrained dynamics. It is defined as

$$\gamma(X) = -\frac{\gamma_1(X)}{\gamma_2(X)},$$ \hspace{1cm} (100)$$

$$\gamma_1(X) = \int_{-\infty}^{\infty} dx \frac{\partial \phi(x; X)}{\partial X} \frac{\partial \phi(x; X)}{\partial x},$$ \hspace{1cm} (101)$$

$$\gamma_2(X) = \int_{-\infty}^{\infty} dx \left[ \frac{\partial \phi(x; X)}{\partial X} \right]^2.$$ \hspace{1cm} (102)$$

The function $\nu(X)$ is a temperature dependent correction term for the mean force $f_m(X)$,

$$\nu(X) = \frac{k_B T}{2} \ln \left[ \frac{\delta x^2(X)}{\delta x} \right].$$ \hspace{1cm} (103)$$

Note that $\nu(X)$ vanishes at temperature $T = 0$ and that $\delta x^2(X)$ is the dispersion of the operator $\hat{x}$ defined in Eq. (81).

### 5.4 The Harmonic and High Temperature Limits of the RMD Approximation

Let us apply the RMD equations to a harmonic oscillator (ho) at arbitrary temperature and to the high temperature limit of an arbitrary potential. For these two cases, the diagonal elements of the SR density matrix satisfy the following equation\textsuperscript{28}

$$\tilde{\sigma}_\text{ho}(x, x; X + \Delta X, P) = \tilde{\sigma}_\text{ho}(x, x - \Delta X, x - \Delta X; X, P).$$ \hspace{1cm} (104)$$

This relation means that the diagonal elements of the SR density matrix associated to the phase space points $(X, P)$ and $(X + \Delta X, P)$ are identical, apart from an overall translation by $\Delta X$ (see Fig 4). Thus, the function $\phi_\text{ho}(x; X)$, defined in Eq. (97), satisfies the condition

$$\phi_\text{ho}(x; X + \Delta X) = \phi_\text{ho}(x - \Delta X; X).$$ \hspace{1cm} (105)$$
This relation can be rewritten using a Taylor expansion of the l.h.s. around $X$ and of the r.h.s. around $x$. The result, to first order in both $\Delta x$ and $\Delta X$, is

$$\phi_{ho}(x; X) + \Delta x \frac{\partial \phi_{ho}(x; X)}{\partial X} = \phi_{ho}(x; X) - \Delta X \frac{\partial \phi_{ho}(x; X)}{\partial x}. \quad (106)$$

The last equation implies that

$$\frac{\partial \phi_{ho}(x; X)}{\partial X} = - \frac{\partial \phi_{ho}(x; X)}{\partial x}. \quad (107)$$

By introducing this result in the definition of $\gamma(X)$ in Eq. (100), one gets

$$\gamma_{ho}(X) = 1. \quad (108)$$

It is also easy to show that

$$\nu_{ho}(X) = 0, \quad (109)$$

as Eq. (105) implies that the dispersion $\delta x^2(X)$ is a constant independent of the coordinate $X$.

The previous conditions ($\gamma_{ho} = 1, \nu_{ho} = 0$) imply that the RMD equations become identical to CMD in the cases where CMD is known to be exact, i.e., for a harmonic oscillator at arbitrary temperature and for an arbitrary potential in the high temperature limit. In the numerical test examples of the following Section, we will see that the correction factors $\gamma(X)$ and $\nu(X)$ have little influence in the resulting dynamics (except in the study of quantum tunneling at temperature $T = 0$). Thus, for practical purposes RMD produces nearly the same dynamic results as CMD and then our derivation of RMD provides new insight into the physical meaning of CMD.

Let us summarize several properties of the RMD and CMD equations:

- At temperature $T = 0$ the RMD approximation is a variational approximation. CMD is, like RMD, a constrained dynamics but it is not a variational approximation. Then, we expect that RMD will provide more accurate results than CMD at temperature $T = 0$.

- At any finite temperature the RMD approximation is not variational, because it includes the factorization approximation given in Eq. (95). One expects that the quality of the RMD and CMD results decreases as the temperature increases above $T = 0$, i.e., as the temperature deviates from the variational $T = 0$ limit.

- However, in the high temperature limit, RMD and CMD go over the correct classical limit. Therefore, above some unspecified temperature, the quality of the RMD and CMD results should increase as the temperature increases towards the classical limit.

- CMD can be derived from RMD as a harmonic or high temperature limit.

- If $\gamma(X) \neq 1$ or $\nu_{ho}(X) \neq 0$ the RMD equations generate a non-Hamiltonian SR phase space dynamics; i.e., they imply a nonzero phase space compressibility

$$\frac{d}{dt} C[X(t), P(t)] \neq 0. \quad (110)$$

CMD always conserves the SR phase space probability.
6 Numerical Test on Model Systems

As we stated in the introduction, the capability of CMD (and also RMD) to describe real time quantum dynamics rest on the assumption that the effective classical potential, $V_{ecp}$, represents some kind of realistic average of dynamic properties. In this Section we apply the CMD and RMD approximations to the study of simple problems that can be solve exactly by mean of numerical techniques.

The main questions to be addressed are:

- In which cases does $V_{ecp}$ carry an accurate dynamic information?
- How does the RMD approximation compare to CMD?

6.1 The Zero Temperature Limit of CMD and RMD

We consider the quantum dynamics of a particle of mass $m = 16$ a.u. moving either on a double-well potential ($V_{dw}$) or on a quartic potential ($V_q$), defined as

$$V_{dw}(x) = \frac{1}{4}(x^2 - 1)^2 ,$$

$$V_q(x) = 2.015x^4 ,$$

where $x$ is expressed in a.u.. The $V_{ecp}$ has the following simple physical meaning at temperature $T = 0$:

$$\hat{H}_a(f,0)\ket{\phi_0(f)} = E_0(f)\ket{\phi_0(f)} .$$

$\ket{\phi_0(f)}$ is the ground state of $\hat{H}_a(f,0)$. The relation between $V_{ecp}(X)$ and $E_0(f)$ has the form of a Legendre transform

$$V_{ecp}(X) = E_0(f) + fX ,$$

where the centroid position $X$ is the average of the position operator $\hat{x}$

$$X = \langle \phi_0(f) | \hat{x} | \phi_0(f) \rangle = -\frac{dE_0(f)}{df} .$$

The calculation of $V_{ecp}$ at $T = 0$, can be done by solving numerically, for a set of values of the parameter $f$, the time independent Schrödinger equation for the Hamiltonian $\hat{H}_a(f,0)$.

The function $V_{ecp}$ for the studied model potentials are shown in Fig. 5 as continuous lines. The dotted lines are harmonic approximations at the potential minimum located at $X = 0$.

At temperature $T = 0$, the SR density operators associated to the SR phase space points $(X,0)$ are pure states identical to the kets $\ket{\phi_0(f)}$. The centroid position $X$ and the force parameter $f$ are related by Eq. (115). Thus, the RMD and CMD approximations are wave packets dynamics in this $T = 0$ limit. The difference between both approaches is determined by the deviation from unity of the RMD parameter $\gamma(X)$ that appears in Eq. (98). The functions $\gamma(X)$ for the the two studied model potentials are shown in Fig. 6. The deviation of $\gamma(X)$ from unity is appreciable for $V_{dw}$, but small for $V_q$.
Figure 5. (a) Effective classical potential at temperature $T = 0$ corresponding to the double-well potential $V_{dw}$. The dotted line represents a harmonic approximation around the minimum at $X = 0$. The two positions ($X_1$ and $X_2$), marked as filled circles, define two initial ($t = 0$) states used in the dynamic study. (b) The same information is provided for the quartic potential $V_q$.

Figure 6. (a) Parameter $\gamma(X)$ for the two studied model potentials at $T = 0$.

For the potential $V_{dw}$, we study the dynamics of two different initial states corresponding to the SR density operators associated to the points ($X_1$, 0) and ($X_2$, 0). The coordinates $X_1$ and $X_2$ are shown in Fig. 5a. The coordinate $X_1$ belongs to a region where $V_{ecp}$ is well described by a harmonic approximation (dotted line in Fig. 5a), while at position $X_2$, $V_{ecp}$ deviates clearly from the harmonic limit. The exact phase space trajectory $[X(t), P(t)]$ corresponding to a given initial state, $\hat{\sigma}(X, P)$, is determined by the following averages

$$X(t) = \langle \hat{x}(t) \rangle_{\sigma(X, P)} , \quad (116)$$

$$P(t) = \langle \hat{p}(t) \rangle_{\sigma(X, P)} . \quad (117)$$
The exact phase space trajectories corresponding to the initial states associated to \((X_1, 0)\) and \((X_2, 0)\) are compared in Figs. 7a and 7c with the results derived from the RMD and CMD approximations. The exact result for \(X(t)\) is compared to the RMD and CMD expectations in Figs. 7b and 7d. The RMD approximation provides better results than the CMD approximation for the phase space trajectory \([X(t), P(t)]\) and also for the frequency of the oscillation in \(X(t)\). The main effect of the factor \(\gamma(X)\) in the RMD equations, is the slowing down of this frequency, when compared to the CMD results. The improved RMD results are consequence of its variational character at \(T = 0\), a property not shared by CMD.

We observe that the RMD and CMD results derived for the initial state given by \((X_1, 0)\) are more accurate than those one derived for \((X_2, 0)\). This behavior can be rationalized in terms of the dynamical information carried out by the effective classical potential. The initial state defined by \((X_2, 0)\) explores a larger \(X\) region along its dynamic evolution than the initial state defined by \((X_1, 0)\), as it is seen by comparing Figs. 7a and 7c. The anharmonicity of \(V_{\text{cep}}\) (see Fig. 5) causes that the frequency of the time oscillations in \(X(t)\) increases for the initial state defined by \((X_2, 0)\) with respect the result obtained for \((X_1, 0)\) (see Figs. 7b and 7d). This anharmonic effect in \(V_{\text{cep}}\) is an unphysical dynamic result, because the exact \(X(t)\) does not display any change in the oscillation frequency as a function of the initial state. The exact result for \(X(t)\) shows that the main dynamic effect associated
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to the change in the initial condition is a coherent superposition of two different frequencies. Both RMD and CMD are completely unable to reproduce this coherent superposition of frequencies. The final conclusion is that the most meaningful dynamic information of $V_{cep}$ is contained only in the harmonic region around the potential energy minimum at $X = 0$ (see Fig. 5), and that the anharmonic region of $V_{cep}$ provides unphysical dynamic information.

In Fig. 8, we compare the exact result for $X(t)$ with those derived from the RMD and CMD approximations for the quartic potential $V_q$. We have considered two different initial states defined by the SR density operators associated to the points $(X_1, 0)$ and $(X_2, 0)$. The values $X_1$ and $X_2$ are shown in Fig. 5b. We find that for the quartic potential, $V_q$, the RMD and CMD results are, for practical purposes, indistinguishable. The constrained dynamic approximations (CMD, RMD) are more accurate for the initial state defined by $(X_1, 0)$, when the function $X(t)$ is characterized by oscillations with a unique frequency (see Fig. 8a). For the initial state defined by $(X_2, 0)$, the exact time evolution of $X(t)$ displays a coherent superposition of different frequencies. Again, we find that both RMD and CMD are unable to reproduce this coherent superposition (see Fig. 8b). The main change observed in the CMD and RMD results as a function of the initial condition is an increase in the frequency of the oscillations of $X(t)$. Again, the conclusion to be drawn is that the relevant dynamic information of $V_{cep}$ at $T = 0$ is reduced to the harmonic part of the potential around the energy minimum. The anharmonic region of $V_{cep}$ leads to unphysical results in the CMD and RMD approximations.

6.2 Finite Temperature CMD and RMD Results

We present some results for the time correlation function of the position operator at different temperatures

\[ C(t) = \langle \hat{x}(0) \hat{x}(t) \rangle = Z^{-1} \text{Tr} [e^{-\beta \hat{H}} \hat{x} e^{i \hat{H}_\text{C} t} \hat{x} e^{-i \hat{H}_\text{C} t}]. \]  

(118)
Several general properties of quantum time correlation functions can be readily derived by writing them in a basis of eigenfunctions of the Hamiltonian. Thus, $C(t)$ can be shown to be a complex function of $t$.

$$C(t) = C^R(t) + iC^I(t), \quad (119)$$

The corresponding Kubo transformed correlation function, $K(t)$, is a real function of $t$. By defining the Fourier transform of $K(t)$ as

$$\mathcal{K}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt K(t)e^{-i\omega t}, \quad (120)$$

one can readily show that$^{18,29,30}$

$$\mathcal{C}^R(\omega) = \frac{\beta \hbar \omega}{2} \coth \left( \frac{\beta \hbar \omega}{2} \right) \mathcal{K}(\omega), \quad (121)$$

$$i\mathcal{C}^I(\omega) = \frac{\beta \hbar \omega}{2} \mathcal{K}(\omega), \quad (122)$$

where $\mathcal{C}^R(\omega)$ and $\mathcal{C}^I(\omega)$ are the Fourier transforms of $C^R(t)$ and $C^I(t)$, respectively.

The real part, $C^R(t)$, of the time correlation function of the position operator has been studied for the quartic potential, $V_\text{q}$, at three different temperatures ($T_a = 0.03$, $T_b = 0.14$, and $T_c = 0.5$ a.u.). The energy difference between the first excited state and the ground state amounts to $\Delta E = 0.35$ a.u.. Thus, at the two lowest studied temperatures, $T_a$ and $T_b$, one expects that the time correlation function will be mainly dominated by ground state dynamics, while at $T_c$ one expects dynamic contributions from higher excited states. The exact $C^R(t)$ curves are shown in Fig. 9 by continuous lines. The results corresponding to the CMD (dotted line) and RMD (dashed line) approximations are also displayed in Fig. 9. The first conclusion from these data is that CMD and RMD provide nearly indistinguishable results at all temperatures. The second conclusion is that the time correlation function derived by either CMD or RMD decays to zero too fast as temperature increases. Comparing the CMD results at $T_a$ and $T_b$, we note that at $T_b$ the time correlation has decayed to zero at times larger than about $t = 40$ a.u.. This is clearly an unphysical behavior related to the anharmonicity of the effective classical potential. Our previous conclusion derived at temperature $T = 0$, that only the harmonic region of $V_{\text{ep}}$ carries meaningful dynamic information seems to be also true at low enough temperatures. From the data in Fig. 9, and also from other published numerical work,$^{32-34,22}$ one can establish a temperature range

$$k_b T \lesssim \frac{\Delta E}{4}, \quad (123)$$

where CMD provides the most realistic results for low temperature quantum dynamics. At temperatures above this range the quality of the CMD results decreases. This fact is clearly seen in Fig. 9 by comparing the CMD results at $T_a$ and $T_b$. The CMD results at $T_a$ are a better approximation to the exact data at $T_b$, that the CMD results derived at $T_b$ (see Fig. 10). Note that $T_a \approx \frac{\Delta E}{12}$ is in the range defined by Eq. (123), while $T_b \approx \frac{\Delta E}{2}$ is outside this range.

As the temperature increases above the low temperature range defined in Eq. (123), e.g., for the temperatures $T_b$ and $T_c$ in Fig. 9, the CMD data are accurate only for short
Figure 9. Real part, $C^R(t)$, of the time correlation function of the position operator as calculated for the model potential $V_Q$. The exact results are compared to the CMD and RMD approximations. The CMD and RMD curves are nearly identical. Three temperatures were analyzed: (a) $T = 0.03$ a.u.; (b) $T = 0.143$ a.u.; (c) $T = 0.5$ a.u.

The value, $t_m$, defining the upper time where CMD is accurate should increase with temperature, because $t_m$ becomes eventually infinity in the high temperature limit when CMD becomes exact. An interesting point should be to study how the time $t_m$ depends on temperature.

Other numerical investigations comparing CMD and exact results for position time correlation functions has been published by Krilov and Berne,\cite{Krilov1994} Jang and Voth,\cite{Jang1994} and Cao and Voth.\cite{Cao1995} Let us summarize the main conclusions of our numerical investigation at low temperature, that should be applicable to vibrational problems in molecules, solids, impurities in solids, etc.

- The RMD approximation provides results nearly identical to CMD, except in the study of quantum tunneling, where the RMD approximation provides improved results.
- There is a low temperature region, defined as a function of the energy difference between the first excited and ground states [see Eq.(123)], where the significant dynamic information of $V_{eop}$ is the curvature of the potential around its energy minimum. Long time dynamics derived in this low temperature region by CMD is realistic.
- At temperatures above this low temperature region, the long time dynamics derived
Figure 10. Comparison of the exact real part, $e^{i\mu(t)}$, of the time correlation function of the position operator for the model potential $V_q$ at temperature $T = 0.14$ a.u. with those results obtained from CMD approximations at temperatures $T = 0.14$ a.u. and $T = 0.03$ a.u. The exact curve agrees better with the CMD result at low temperature.

by CMD has no physical meaning. However, the short time dynamics is predicted realistically.

6.3 Quantum Transmission Coefficients

The previous numerical results have shown that the RMD correction term, $\nu(X)$, for the mean force has little influence in the dynamics. In this Subsec. we check the influence of this term in the context of PI-QTST. The quantum correction factor to the classical rate constant is given within PI-QTST by$^{11,15}$

$$\Gamma_{QTST} = \frac{e^{-\beta \Delta V_{cep}}}{e^{-\beta \Delta V}}$$

(124)

where $\Delta V$ is the classical potential energy barrier, while $\Delta V_{cep}$ is the corresponding barrier for $V_{cep}$. This factor measures the enhancement of the quantum rate with respect to the classical one. If the coordinates $X_i$ and $X_k$ label the reactant and barrier positions, the quantity $\Delta V_{cep}$ can be calculated as an integral of mean force

$$\Delta V_{cep} = - \int_{X_i}^{X_k} f_m(X) dX.$$  (125)

If one includes the RMD correction term [see Eq. (99)], $\nu(X)$, in the integrand of the last equation, one gets a modified effective potential

$$\Delta V_{RMD} = \Delta V_{cep} - \frac{1}{2\beta} \ln \frac{\delta^2(X_k)}{\delta^2(X_i)}.$$  (126)
By substituting $\Delta V_{RMD}$ by $\Delta V_{cep}$ in the expression of $\Gamma_{QTST}$, we obtain the following quantum correction factor

$$\Gamma_{RMD} = \left[ \frac{\delta x^2(X_b)}{\delta x^2(X_i)} \right]^{\frac{1}{2}} \Gamma_{QTST} .$$

(127)

The correction term, $\nu(X)$, leads to a simple dynamic factor in the PI-QTST expression for the rate constant. We have tested the capability of this expression to calculate, for a symmetric Eckart barrier, the transmission coefficient of an incident flux of protons ($\mu=1836$ a.u.), with initial velocities given by the classical Maxwell-Boltzmann distribution. The Eckart barrier is

$$V(x) = V_b \operatorname{sech}^2(x/a).$$

(128)

The parameters defining the potential are the barrier height $V_b = 0.2485$ eV and the distance $a = 0.3491$ Å. These values have been chosen to correspond to the same physical situation as that studied in Refs. 15, 35, 36

The quantum correction factor $\Gamma$ evaluated exactly for the symmetric Eckart barrier is compared in Tab. 1 to the values of $\Gamma_{QTST}$ and $\Gamma_{RMD}$. The column $\Gamma_\nu$ was calculated using a dynamic preexponential factor derived by Gillan, 11 and also by Cao and Voth. 35

The dynamic factor derived from the RMD equation provides a realistic result.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$\Gamma_{QTST}$</th>
<th>$\Gamma_\nu$</th>
<th>$\Gamma_{RMD}$</th>
<th>$\Gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>503.27</td>
<td>1.42</td>
<td>1.62</td>
<td>1.52</td>
<td>1.52</td>
</tr>
<tr>
<td>301.96</td>
<td>2.70</td>
<td>3.45</td>
<td>3.12</td>
<td>3.10</td>
</tr>
<tr>
<td>150.98</td>
<td>105.3</td>
<td>141.3</td>
<td>177.0</td>
<td>161.9</td>
</tr>
<tr>
<td>81.97</td>
<td>$1.54 \times 10^7$</td>
<td>$2.65 \times 10^7$</td>
<td>$3.97 \times 10^7$</td>
<td>$3.77 \times 10^7$</td>
</tr>
<tr>
<td>26.60</td>
<td>$1.71 \times 10^{37}$</td>
<td>$4.28 \times 10^{37}$</td>
<td>$6.23 \times 10^{37}$</td>
<td>$7.84 \times 10^{37}$</td>
</tr>
</tbody>
</table>

Table 1. Quantum correction factors for the symmetric Eckart barrier at several selected temperatures. $\Gamma_{QTST}$ is the PI-QTST result. $\Gamma_\nu$ was obtained by multiplying the value, $\Gamma_{QTST}$, by a previously derived dynamic factor (see text). $\Gamma_{RMD}$ is calculated using the dynamic factor derived from the RMD approximation. $\Gamma$ is the exact value.

### 7 A Review of CMD Applications

The numerical solution of the CMD equations is a classical molecular dynamics problem. However, the computation of the mean force, $f_m$, is a quantum problem that must be handled numerically by PI simulations and requires the use of efficient algorithms. Although a detailed account of these algorithms is outside the scope of the present chapter, we quote in the next Subsection some relevant literature. The subsequent Subsections present a review of CMD applications on noble gases, liquid $p$-H$_2$, water, anharmonic molecule vibrations, and vibrational energy relaxations.
7.1 Numerical Algorithms

The PI computation of the mean force, \( f_m \), can be performed either by MC or MD simulations. However, most CMD applications use the adiabatic or “on the fly” PI MD method.\(^{20,37,38}\) The setup of these simulations implies the transformation of the set of cartesian coordinates defining the “ring polymers” into a set of normal modes by a Fourier expansion. The centroid coordinate of each particle corresponds to the normal mode whose wave vector is zero. The centroid modes can be made the slowest moving modes in the MD simulation by assigning a sufficiently small mass to the non-centroid path modes. By virtue of the adiabatic principle, the slow degrees of freedom (the centroids) will move on the effective classical potential that is dynamically produced by the “on the fly” averaging of the non-centroid path modes. To ensure an ergodic exploration by PI MD it is also necessary to modify the dynamics of the normal modes by the attachment of a Nosé-Hoover chain thermostat to each normal mode.\(^{39,40}\) A detailed theoretical account of the combination of ab initio Car-Parrinello molecular dynamics with CMD has been presented by Marx \textit{et al.},\(^ {41}\) while a similar implementation has been published by Pavese \textit{et al.}.\(^ {42}\) The efficiency of CMD algorithms can be largely increased by the parallel implementation of the method.\(^ {43}\)

7.2 Noble Gases

The calculation of the diffusion constant of Ne at \( T = 40K \) was one of the first tests of the CMD approximation.\(^ {18}\) The interaction was described by a Lennard-Jones potential and the calculation of \( V_{cp} \) was simplified by using the variational Feynman-Hibbs approximation.\(^ {1}\) The diffusion coefficient of the liquid was calculated as the time integral of the centroid velocity autocorrelation function. The CMD result is 7\% lower than the value derived from a classical simulation.\(^ {18}\)

Miura \textit{et al.}\(^ {44}\) have presented an interesting study of nonsuperfluid liquid \(^ 4\)He at 4 K. The diffusion coefficient and the power spectra of the velocity autocorrelation function were derived by CMD simulations. This work presents also a calculation of the dynamic structure factor, \( S_{coh}(k, \omega) \), of the liquid. This is an important quantity that is measured by neutron scattering experiments. In numerical simulations, \( S_{coh}(k, \omega) \) can be derived from the relaxation function of the density fluctuations, that is defined as a Kubo transformed correlation function

\[ R_{coh}(k, t) = \frac{1}{N} \int_{0}^{\beta} \frac{d\tau}{\beta} \langle \hat{\rho}_k(-i\tau)\hat{\rho}_{-k}(t) \rangle , \tag{129} \]

where the density operator, \( \hat{\rho}_k \), is the following sum over the position operators, \( \hat{r}_i \), of the \( N \) system particles

\[ \hat{\rho}_k = \sum_{i=1}^{N} e^{i\mathbf{k}\cdot\mathbf{r}_i} . \tag{130} \]

In addition to the CMD approximation, Miura \textit{et al.}\(^ {44}\) make the assumption that the Kubo transformed time correlation function, \( R_{coh}(k, t) \), can be approximated by the correlation function associated to density fluctuations of the centroid positions

\[ R_{coh}(k, t) \approx \frac{1}{N} \{ \rho_k^{(r)}(0)\rho_{-k}^{(c)}(t) \} , \tag{131} \]
where \( \rho_k^{(c)} \) is the number density associated to the centroid positions, \( \mathbf{R}_i \).

\[
\rho_k^{(c)} = \sum_{i=1}^{N} e^{i\mathbf{k}\mathbf{R}_i}.
\]  

(132)

The assumption given in Eq. (131) has no physical justification, because the density operator \( \hat{\rho}_k \) is not a linear function of the position operator [see Eqs. (67) and (68)]. This assumption may lead to unphysical results, e.g., the value of the correlation function, \( R_{coh}(\mathbf{k},0) \) at \( t = 0 \), is a static quantity that is incorrectly reproduced using Eq. (131) (see Fig. 3 of the original work). Interestingly, several results derived for \(^4\text{He}\) using this assumption show a remarkable agreement with experiment. In particular, the simulated dynamic structure factor, \( S_{coh}(k,\omega) \), shows a satisfactory agreement with the experimental spectrum for \( 0.2 < k < 2.2 \ \text{Å}^{-1} \).

### 7.3 Liquid para-H\(_2\)

Liquid \(^p\text{H}_2\) has been focused on a large number of CMD investigations. The diffusion coefficient of \(^p\text{H}_2\) was determined by CMD at \( T = 14 \) and 25 K, showing a good agreement to experimental data.\(^{38}\) CMD simulations on liquid \(^p\text{H}_2\) were also performed to check: (i) the quality of a pairwise approximation to the many-body function, \( V_{cep}^{(2)} \); (ii) the performance of a parallel CMD algorithm.\(^{43}\)

The diffusive and vibrational properties of clusters \( \text{Li}^{(p\text{H}_2)}_n \) (\( n = 13, 55, \) and 180) and of a \( p\text{-H}_2 \) slab containing a lithium impurity has been investigated by CMD.\(^{46,47}\) The dynamic simulations focused on the computation of centroid mean square displacements and the power spectra of velocity autocorrelation functions. The generated centroid trajectories were analyzed to characterize the diffusion of the lithium impurity and the melting properties of the \( p\text{-H}_2 \) clusters.

Kinugawa\(^{48}\) has presented a study of the dynamic structure factor, \( S(k,\omega) \), of liquid \(^p\text{H}_2\). This simulation is the first calculation of \( S(k,\omega) \) by a CMD approach supplemented by the assumption in Eq. (131). The calculated spectral profile indicates the existence of collective dynamics modes in this quantum liquid of Boltzmann particles. The predicted profiles were experimentally confirmed by two different neutron scattering experiments performed after the simulations.\(^{49,50}\) The agreement between simulation data and experimental results is remarkable, specially because the approximation used to derive the simulation data has not sound theoretical justification.

### 7.4 Water and Proton Transport in Water

The influence of quantum effects in the dynamic properties of water at \( T = 300 \) K has been studied by CMD using an empirical potential to describe the interatomic interactions.\(^{51}\) Information on both collective and individual relaxation processes were derived from the study of several time correlation functions. The Debye dielectric relaxation time is the time constant associated to the exponential decay of the collective dipole moment correlation function. The rotational correlation time is associated to a single molecule time correlation function that depends on the molecule orientation with respect to a body-fixed reference frame. The correlation times derived by CMD are lower than the values obtained from a
classical simulation. This faster decay of the quantum correlation functions with respect to the classical ones, is also consistent with the larger value of the self-diffusion coefficient derived under inclusion of quantum effects. The simulation results for the time constants and the self-diffusion coefficient deviate significantly from the experimental values, probably due to deficiencies of the employed empirical potential. The wave numbers of the three intramolecular vibrational modes were derived from the power spectra of the velocity time autocorrelation function, showing a red shift of about 100 cm\(^{-1}\) with respect to the results of a classical simulation.\(^{51}\)

Another CMD simulation has been presented using a different empirical potential for water.\(^{52}\) In this simulation, the effective classical potential, \(V_{\text{ecp}}\) was approximated by a simple Feynman-Hibbs approach.\(^1\) Unfortunately, the use of different empirical potentials precludes the comparison of CMD results derived with and without the use of the Feynman-Hibbs approximation.\(^{52,51}\)

The proton transport in water has been studied by CMD using a two state\(^{53}\) and a multistate empirical valence model (EVB).\(^{54}\) Schmitt \textit{et al.} undergo an analysis of the CMD trajectories in order to determine the rate constant for proton transport in water. This analysis is complicated because of the fluxional character of the excess proton, that can be associated to either the solvated Zundel (H\(_5\)O\(_2\)\(^+\)) and Eigen (H\(_3\)O\(_4\)\(^+\)) cations only as limiting ideal structures.\(^{55}\) The rate constant was evaluated using a population autocorrelation function formalism, where selected many-body reaction coordinates were used to define different proton hopping pathways. The quantum rate was found to be two times faster compared to a classical treatment, and in good agreement to the experimental value.\(^{54}\) The same simulation methodology was applied to study the kinetic H/D isotope effect in the proton transfer, resulting in an overestimation of this effect by about 25\% with respect to the experimental value.\(^{56}\)

### 7.5 Anharmonic Molecule Vibrations

CMD can be applied to the determination of vibrational frequencies, by means of the calculation of the power spectra derived from either the velocity or position autocorrelation functions of the atomic nuclei. Calculations of this type has been presented for small molecules, as H\(_2\),\(^{41}\) a linear chain of four water molecules,\(^{42}\) and Cl\(^-\)(H\(_2\)O)\(_n\) clusters.\(^{57}\) While the position of the peaks in the power spectra are expected to be a realistic approximation of the vibrational frequencies, Marx. \textit{et al.} pointed out that the width of the peaks in the power spectra are most likely an artifact inherent to the CMD approach.\(^{41}\) This conclusion in in agreement with the model study presented in Sec. 6. At temperatures where the molecule is in its vibrational ground state, the width of the CMD power spectra, is due to the anharmonicity of the effective classical. We have already shown that these anharmonic regions in the \(V_{\text{ecp}}\) lead to unphysical dynamic results. Therefore, one should be aware of the limitations of the CMD procedure to study temperature effects in the vibrational spectra. An alternative to the CMD method for the determination of vibrational frequencies has been presented recently.\(^{53}\) This method is based on the diagonalization of the covariance tensor of the position centroid fluctuations, as determined by equilibrium (nondynamic) simulations. The capability of this approximation has been tested in the study of the tunneling frequency of a particle in a double-well potential, the vibrational frequencies of molecules (H\(_2\), C\(_2\)H\(_4\) and HOCl), and the phonon frequencies of diamond.\(^{33,58}\)
7.6 Vibrational Energy Relaxation

Two different strategies have been employed for the CMD simulation of vibrational energy relaxation. The first, and more direct approach, is to run a CMD simulation with a prepared initial condition, so that the vibrational degree of freedom to be relaxed is initially excited through an internal potential energy boost. The energy dissipation is then monitored along the CMD run. This approach has been applied to study the relaxation rate of a CN⁻ ion in water. The second approach is based on the use of a golden rule formula for the thermal rate, which requires the determination of the time autocorrelation function of the bath quantum force operator. This approach has not been yet applied to real systems, the main efforts aimed at the test of different approximations to simplify the calculation of the force autocorrelation function.

8 Open Problems

In some sense, the CMD approach is not an approximation, but a set of different approximations under a common name. Thus, at temperature $T \rightarrow 0$, CMD is a wave packet dynamics, while at $T \rightarrow \infty$, CMD is Newton dynamics. The dynamic character of the CMD equations changes with temperature because the effective classical potential changes with temperature. The curves shown in Fig. 10 provide a striking example of this change: CMD results are shown at two temperatures, $T_a < T_b$. CMD at temperature $T_a$ is a reasonable approximation to the exact result at $T_b$, while CMD at $T_b$ deviates more from the exact result at $T_b$. The physical conditions where the effective classical potential provides meaningful dynamic information in vibrational and diffusive problems need to be further characterized.

A second important problem is that CMD is an approximation for the simulation of time correlation functions of a product of an arbitrary operator with a position or momentum operator. Several recipes for the calculation of time correlation functions of nonlinear operators have been the subject of theoretical investigations. However, from a practical point of view it is not clear which is the most convenient way to deal with nonlinear operators. In particular, it is important to clarify the calculation of the dynamic structure factor, $S(k, \omega)$, of liquids by CMD simulations.

Another interesting problem is the extension of CMD to the study of boson and fermions. Several groups are working on this extension following different approaches. Two different methods define so-called permutation potentials in order to mimic the effect of the indistinguishability of the particles. Thus, the Bose/Fermi system is mapped onto a pseudo-Boltzmann system where CMD is used to approximate Kubo transformed time correlation functions. The role of the permutation potential in the dynamic calculation requires careful study that leads to unexpected results. In this line, Kinugawa has shown that the time correlation function for position operators can be derived from the CMD trajectories in the pseudo-Boltzmann system, but not such relation appears for the momentum operator. The latest formulation of CMD for Bose/Fermi systems shows the convenience of using an operator formalism without any reference to path integral techniques.
9 Conclusions

The rigorous formulation of CMD turns out to be a cumbersome task. It is much easier to explain how to perform a CMD simulation (see the Introduction) than to explain, in quantum mechanical terms, the physical meaning of this dynamic approach (see Sections 4 and 5). Even more difficult is to specify the cases where CMD leads to correct results for describing real time quantum dynamics of many-body systems at finite temperature. This latter point is surely an important issue for future research.

In this chapter we have focused on the Schrödinger formulation of CMD. Although for historical reasons the original CMD formulation was based on the path integral approach, it has become clear that the most sensible way to formulate this approximation is using an operator formalism in the Schrödinger formulation. However, one can not avoid the path integral formulation, because the only feasible way to perform many-body CMD simulations is via path integrals.

Proceeding along this line we have found a slightly different approach (RMD), that differs from CMD by the presence of two correction terms (one for the mass and the other for the force) that modify the CMD equations. Test calculations performed on simple one dimensional models show that these correction terms improve the dynamic description in some special cases (description of quantum tunneling in the zero temperature limit and calculation of quantum transmission rates), but their influence is negligible in most cases. For this reason, we do not believe that the RMD equations represent a practical alternative to improve CMD.

One conclusion of our work is that it is not realistic to expect that a modification of the CMD equations (as RMD does) will lead to a significant improvement of the dynamic description. The reason is that the main source of error in CMD is not the dynamic equations used to propagate the centroid coordinates. The main limitation of CMD is a consequence of being a constrained dynamic approximation, i.e., the dynamic states accessible along the time evolution are severely limited. These states corresponds to fixed centroid path integrals and we do not see any feasible way to avoid the limitation of using fixed centroid path integrals in the constrained dynamics.
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Quantum effects are prominent in the dynamics of many molecular systems. Simulating quantum molecular dynamics, the wave packet approach is an efficient tool to solve time-dependent and time-independent Schrödinger equations. The article reviews standard methods employed in wave packet calculations: different type of grid representations for wave functions and propagation schemes for solving the time-dependent Schrödinger equation are described. Iterative diagonalization schemes and filter diagonalization approaches for the time-independent Schrödinger equation are also discussed within the framework of the wave packet dynamics approach. Following the review of the standard methods for wave packet dynamics, an efficient approach for the description of larger systems, the multi-configurational time-dependent Hartree (MCTDH) approach, is presented.

1 Introduction

Quantum mechanics is not only essential for the understanding of the electronic structure of molecules, quantum effects also strongly influence the nuclear motion of many molecular systems. Tunneling is a key issue in the understanding of hydrogen or proton transfer reactions. Vibronic coupling determines the outcome of many photochemical reactions. Zero point energy effects are important for the structure and dynamics of van der Waals-clusters. Many other examples could be found.

In the absence of strong laser fields, molecular systems can typically be described by time-independent Hamiltonians. Thus, the system dynamics can be studied by solving the time-independent Schrödinger equation. The solution of a linear eigenvalue problem might therefore be viewed as the most direct approach for studying quantum dynamics of molecular systems: the Hamiltonian is represented in a finite basis set and the resulting matrix is numerically diagonalized. However, two problems associated with this approach should be mentioned. The CPU time required for the (complete) matrix diagonalization is proportional to the cube of the basis size and the required memory is proportional to the square of the basis size. Since the basis set size scales exponentially with the dimensionality of the system, the computation becomes easily infeasible if the system size increases. Second, the interpretation of the numerical results is a formidable task if larger systems are considered. The number of relevant eigenstates is enormous and the spectra typically cannot be assigned using simple and physically meaningful patterns.

The wave packet approach, which has become increasingly popular in the last two decades, can reduce both problems. First, the motion of wave packets obtained from the solution of the time-dependent Schrödinger equation can typically be understood using classical-mechanical and semiclassical ideas. This can considerably simplify the interpretation of the numerical results. Second, while in the above diagonalization approach the dynamics of all states are computed at once, the wave packet approach typically describes only the motion of individual wave packets. The initial conditions defining these wave
packets are tailored to the specific experiment in question. This reduction of the required information yields a numerically more efficient scheme. In wave packet dynamics calculations, CPU time and memory requirements scale approximately proportional to the basis set size. It should be noted that these numerical advantages are not limited to time-dependent wave packet calculations. Analogous arguments are valid also for the calculation of individual energy eigenstates by iterative diagonalization or filter diagonalization approaches.

The present article reviews the methods employed in modern wave packet dynamics calculations. Standard schemes for an efficient spatial representation of wavefunctions are described: the Fast Fourier Transform (FFT) approach and the Discrete Variable Representation (DVR). Concepts for the efficient temporal integration of the time-dependent Schrödinger equation are discussed and examples of widely used integrators are given. The connection between these propagation schemes and iterative diagonalization techniques is discussed. The description of the filter diagonalization technique finally highlights the connection between time-dependent and energy-dependent methods.

Due to the numerical effort, presently standard wave packet calculations are not feasible for systems with more than six dimensions. Even four atom systems can studied in their full dimensionality only under favorable circumstances. Therefore also a scheme which is tailored to the description of multi-dimensional systems will be presented: the multi-configurational time-dependent Hartree (MCTDH) approach. The MCTDH approach employs a two layer scheme for the representation of the wavefunction. The multi-dimensional wavefunction is represented in a time-dependent basis set. The time-dependent basis functions employed are products of one-dimensional wave packets represented in a standard time-independent (FFT or DVR) basis. The MCTDH approach can give an accurate description of multi-dimensional systems which are beyond the scope of standard wave packet calculations. Recent applications include a 24-dimensional calculation on the absorption spectrum of pyrazine and a 12-dimensional investigation of the $H + CH_4 \rightarrow H_2 + CH_3$ reaction.

2 Spatial Representation of Wavefunctions

The dynamics of a wave packet is given by the Schrödinger equation

$$i \frac{\partial}{\partial t} \psi(x_1, \ldots, x_f, t) = \hat{H} \psi(x_1, \ldots, x_f, t)$$  \hspace{1cm} (1)

(atomic units, i.e. $\hbar = 1$, are used).

Representing the wavefunction in a finite time-independent basis set,

$$\psi(x_1, \ldots, x_f, t) = \sum_n A_n(t) \phi_n(x_1, \ldots, x_f),$$  \hspace{1cm} (2)

the equations of motions for the time-dependent expansion coefficient are a linear system of first order differential equations:

$$i \frac{\partial}{\partial t} A_n(t) = \sum_m H_{nm} A_m(t).$$  \hspace{1cm} (3)
Thus, the solution of the time-dependent Schrödinger equation can be decomposed into two different tasks. The first task is the computation of the matrix elements $H_{nm}$ or, alternatively, the calculation of the action of the Hamiltonian operator on the wavefunction. Second, the resulting differential equation have to be integrated in time. The present section focuses on the first task, while the time propagation will be discussed in the next section.

2.1 Grid and Basis Representations

Wave packet calculations utilize different representations of the wavefunction to evaluate different terms in the Hamiltonian. Consider a Hamiltonian

$$\hat{H} = \hat{H}_0 + V.$$  \hspace{1cm} (4)

If the wavefunction represented in the basis $|\phi_n>$ of eigenstates of $\hat{H}_0$ with the corresponding eigenvalues $E_n$, the action of $\hat{H}_0$ on the wavefunction can be evaluated immediately,

$$|\psi> = \sum_n c_n |\phi_n>,$$ \hspace{1cm} (5)

$$<\phi_n|\hat{H}_0|\psi> = E_n c_n.$$ \hspace{1cm} (6)

Analogously a discrete grid representation based on the grid point states $|X_n>$ can be employed to evaluate the action of the potential on the wavefunction:

$$|\psi> = \sum_n k_n |X_n>,$$ \hspace{1cm} (7)

$$<X_n|V|\psi> = V(X_n)k_n.$$ \hspace{1cm} (8)

If the transformation between the basis and the grid representation, i.e. the matrix $<X_n|\phi_m>$, is known, the action of the Hamiltonian can be evaluated by transforming from one representation to the other:

$$\hat{H} = \sum_n |\phi_n> E_n <\phi_n| + \sum_n |X_n> V(X_n) <X_n|,$$ \hspace{1cm} (9)

$$<\phi_n|\hat{H}|\psi> = E_n c_n + \sum_m <\phi_n|X_m> V(X_m) \left(\sum_j <X_m|\phi_j> c_j\right),$$ \hspace{1cm} (10)

$$<X_n|\hat{H}|\psi> = \sum_m <X_n|\phi_m> E_m \left(\sum_j <\phi_m|X_j> k_j\right) + V(X_n)k_n.$$ \hspace{1cm} (11)

To define this dual representation scheme, the two bases $|\phi_n>$ and $|X_n>$ have to be chosen and the transformation between the two set, $<X_n|\phi_m>$, has to be specified. Two different schemes are frequently used for this propose: the discrete variable representation (DVR)$^4$ and the fast Fourier transform (FFT)$^1$ approach. These schemes will be discussed below in more detail.

The above discussion has not explicitly considered the dimensionality of the wavefunction. The transformation between the two bases requires a matrix multiplication. In
principle, the numerical effort of this operation would be proportional to the square of the basis set size. In multi-dimensional calculations the numerical effort can be drastically reduced if the basis sets and grids are direct products of one-dimensional functions:

\[ \phi_n(x_1, x_2, \ldots, x_f) = \phi^{(1)}_{n_1}(x_1) \cdot \phi^{(2)}_{n_2}(x_2) \cdots \phi^{(f)}_{n_f}(x_f) \, . \]  

(12)

where the index \( n \) should be read as multi-index \( n_1, n_2, \ldots, n_f \) and the multi-dimensional coordinate \( X \) as \( X_1, X_2, \ldots, X_f \). Then the transformation matrix \( \langle X_n|\phi_m \rangle \) factorizes:

\[ \langle X_n|\phi_m \rangle = \langle (X_1)_{n_1}|\phi^{(1)}_{m_1} \rangle \times \langle (X_2)_{n_2}|\phi^{(2)}_{m_2} \rangle \times \cdots \langle (X_f)_{n_f}|\phi^{(f)}_{m_f} \rangle \, . \]  

(14)

The transformation from the basis grid to the grid representation and vice versa can be calculated for each coordinate separately:

\[ k_{n_1,n_2,\ldots,n_f} = \langle X_{n_1,n_2,\ldots,n_f}|\phi \rangle = \left( \sum_{m_1} < (X_1)_{n_1}|\phi^{(1)}_{m_1} > \right) \times \left( \sum_{m_2} < (X_2)_{n_2}|\phi^{(2)}_{m_2} > \right) \times \cdots \left( \sum_{m_f} < (X_f)_{n_f}|\phi^{(f)}_{m_f} > c_{m_1,m_2,\ldots,m_f} \right) \, . \]  

(15)

If \( N_i \) basis functions or grid points are employed in the \( i \)-th coordinate, then the numerical effort of this operation is proportional to \( (N_1 + N_2 + \ldots + N_f) \prod_{i=1}^f N_i \). Thus, in a multi-dimensional direct product basis the numerical effort of the transformation scales approximately linear with the basis set size \( N = \prod_{i=1}^f N_i \).

2.2 DVR

In the discrete variable representation (DVR), the optimally localized grid point states \( |X_n \rangle \) are obtained from the eigenstates of the coordinate operator represented in the given finite basis \( |\phi_n \rangle \, :^{2}

\[ \langle \phi_n|x|\phi_m \rangle = \sum_j \langle \phi_n|X_j \rangle \hat{X}_j \langle X_j|\phi_m \rangle \, . \]  

(16)

The eigenvalue \( X_j \) are grid points of the one-dimensional grid and the eigenstates \( \langle \phi_n|X_j \rangle \) are the grid-to-basis transformation matrix employed in the DVR scheme. Considering all bases \( |\chi_n \rangle \) which can be obtained by a unitary transformation of the original \( |\phi_n \rangle \) basis, the \( |X_n \rangle \) basis minimizes the localization criterion

\[ \sum_n \left( \langle \chi_n|x^2|\chi_n \rangle - \langle \chi_n|x|\chi_n \rangle^2 \right) \to minimum \, . \]  

(17)

The evaluation of the potential energy integrals

\[ \langle \phi_n|V(x)|\phi_m \rangle = \sum_j \langle \phi_n|X_j \rangle \cdot V(X_j) \langle X_j|\phi_m \rangle \, . \]  

(18)

within the DVR corresponds to a Gaussian quadrature if the basis \( |\phi_n \rangle \) consists of orthogonal polynomials multiplied by a weight function.\(^3\) Since the wavefunction is typically
more structured than the potential energy function, the numerical inaccuracy resulting from this Gaussian quadrature scheme is usually small compared to the truncation error resulting from the representation of the wavefunction in the finite basis $|\phi_n \rangle$. Thus, the number of grid points can be equal to the number of basis functions without relevant loss of accuracy.\textsuperscript{4}

Typical basis sets employed in DVR schemes are the harmonic oscillator eigenfunctions for distance coordinates (Hermite DVR) and Legendre polynomials for angular variables (Legendre DVR). Employing the eigenstates of $H_0$ operator specifically adjusted to the system under investigation is another interesting possibility (often called potential optimized DVR). Thus, the DVR approach offers maximal freedom for tailoring the basis sets and grids to any specific system.

If the grid representation is employed as a primary representation, explicit transformations to the basis representation can be avoided.\textsuperscript{4} The kinetic energy operator is employed in its grid representation:

$$\hat{T} = \hat{H}_0 + V_0 \ ,$$

$$<X_n|\hat{T}|X_m> = \sum_j <X_n|\phi_j> E_j <\phi_j|X_m> - V_0(X_n)\delta_{nm} .$$ (19)

Since usual kinetic energy operators show a simple structure, the application of the total kinetic energy operator can be performed by subsequent application of the different one-dimensional kinetic energy matrices of the respective coordinates. Thus, two matrix multiplies for the forward and backward basis transformations can be replaced by a single matrix multiply with the kinetic energy matrix in coordinate representation. Moreover, these DVR schemes are no longer restricted to direct product type grid. Unnecessary grid points can be dropped in the representation of the wavefunction and the kinetic energy operator\textsuperscript{4,16} which reduces the basis set size.

### 2.3 FFT

While the DVR approach provides a flexible choice of basis sets and grids, the fast Fourier transform (FFT) scheme\textsuperscript{1} focuses on the numerical efficiency of the transformation between the different basis sets employed. The FFT approach employs an evenly spaced grid in a given interval $[x_i, x_f]$ of the coordinate space. The $N$ grid points in this interval are connected via a discrete Fourier transform with an evenly spaced momentum grid in the interval $[p_1, p_1 + \frac{2\pi}{\Delta x}]$, where $\Delta x = \frac{2\pi}{N}$ is the grid spacing in coordinate space. The transformation between the discrete coordinate representation $|X_n \rangle$ and the discrete momentum representation $|P_m \rangle$ is given by:

$$|X_n> = \frac{1}{\sqrt{N}} \sum_{m=1}^{N} e^{iP_m X_n} |P_m> ,$$ (21)

$$|P_m> = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} e^{-iP_m X_n} |X_n> .$$ (22)

Fast Fourier transform algorithms can be employed to compute these transformation. They provide a numerical efficient scheme if $N$ can be split into many prime factors. $N$ being a power of two is the most favorable case. Then the numerical effort of the transformation is proportional to $\log_2 N \cdot N$.
Connecting to the description of section 2.1, the plane waves \( \phi_n(x) = \frac{1}{\sqrt{N}}e^{ip_n x} \) can be viewed as the basis functions employed in the FFT approach. The momentum values \( P_n \) are evenly spaced in the interval \( [p_i, p_i + \frac{2\pi}{\Delta p}] \) and the grid states are placed on evenly spaced points in the interval \( [x_i, x_f] \). The transformation matrix between this basis and the grid representation reads:

\[
<X_n|P_m> = \frac{1}{\sqrt{N}}e^{iP_m X_n}.
\] (23)

Any operator diagonal in the momentum representation, e.g. \( \frac{\Delta p^2}{2m} \), can be used as \( H_0 \).

Due to the Fourier representation employed, the resulting wavefunction is \((x_f - x_i)\)-periodic in coordinate space and \(\frac{2\pi}{\Delta x}\)-periodic in momentum space. Thus, a converged description of the wavefunction is obtained if it vanishes outside the interval \([x_i, x_f]\) in coordinate space and outside the interval \([p_i, p_i + \frac{2\pi}{\Delta p}]\) in momentum space or obeys the corresponding periodicity requirements.

Also non-evenly spaced grids can be employed in the FFT scheme. To this end, a coordinate transformation \( \tilde{x} = f(x) \) is made in the Hamiltonian. The evenly spaced grid of \( \tilde{x} \) points then corresponds to an non-evenly spaced grid in the original coordinate \( x \) (mapped FFT\(^{17}\)).

3 Propagation of Wave Packets

Solving Eq.(3) requires to evaluate the action of the Hamiltonian on the wavefunction, which has been discussed in the preceding section, and to integrate the set of linear differential equations. Of course, any general purpose integration scheme, e.g. Runge-Kutta or predictor-corrector algorithms, could be used. However, integration schemes specifically developed for this particular type of equations are considerably more efficient. In the following, different integrations schemes widely used in modern computations will be described and compared.

3.1 Split Operator Propagation

The split operator scheme\(^5\) explicitly utilizes the dual representation approach. The Hamiltonian is splitted into two parts and each is represented in its eigenstate representation (see Sect.2.1).

\[
\hat{H} = \hat{H}_0 + V = \sum_n |\phi_n > E_n < \phi_n| + \sum_n |X_n > V(X_n) < X_n|
\] (24)

Employing a Trotter formula

\[
e^{-i\hat{H}\Delta t} = e^{-iV\Delta t/2}e^{-i\hat{H}_0\Delta t}e^{-iV\Delta t/2} + O(\Delta t^3)
\] (25)

and evaluating each resulting propagator in its eigenstate representation, a second order short time integrator can be constructed:

\[
e^{-i\hat{H}\Delta t} = \left( \sum_n |X_n > e^{-iV(X_n)\Delta t/2} < X_n| \right) \cdot \left( \sum_n |\phi_n > e^{-iE_n\Delta t} < \phi_n| \right) + O(\Delta t^3).
\] (26)
Thus, the operator \( e^{\frac{-i\hat{V}\Delta t}{2}} \) is evaluated in the coordinate representation, where it is diagonal. Then the wavefunction is transformed from the coordinate to the basis representation. The operator \( e^{\frac{-i\hat{H}_0\Delta t}{2}} \), which is diagonal in this representation, is now applied. After a change back to coordinate representation and application of \( e^{\frac{-i\hat{V}\Delta t}{2}} \), the result of a \( \Delta t \) integration step is obtained. Repeating these steps, the integration can be continued for any required period of time:

\[
e^{-i\hat{H}t} = \prod_{n=1}^{\frac{1}{\Delta t}} \left( e^{-i\hat{V}\Delta t/2} e^{-i\hat{H}_0\Delta t} e^{-i\hat{V}\Delta t/2} \right) + 0(\Delta t^2). \quad (27)
\]

The integration scheme is unitary and strictly conserves the norm of the wavefunction. Analyzing the numerical propagator in its eigenstate representation,

\[
e^{-i\hat{V}\Delta t/2} e^{-i\hat{H}_0\Delta t} e^{-i\hat{V}\Delta t/2} \chi_n = u_n \chi_n, \quad (28)
\]

one finds that the discretisation on the finite time step \( \Delta t \) effects only the phase of \( u_n \) (since \(|u_n| = 1\)). This guarantees the long time stability of the integration scheme. However, it is only a low order scheme. Thus, the results tend not to be particularly accurate. High precision results can only be obtained with a prohibitively small time step \( \Delta t \).

The above discussion has been limited to a specific implementation of the split operator scheme for a simple Hamiltonian. It aimed only on presenting the basic idea. The scheme has been applied to several different type of Hamiltonians and used in different variants.

### 3.2 Polynomial Expansions

Higher order integration schemes are based on a polynomial expansion of the propagator:

\[
e^{-i\hat{H}\Delta t} = \sum_{n=0}^{N} c_n(\Delta t)\hat{H}^n + 0(\Delta t^{N+1}). \quad (29)
\]

The action of the propagator on the wavefunction is computed by successive application of the Hamiltonian,

\[
\psi_n = a_n\hat{H}\psi_{n-1} + \sum_{j=0}^{n-1} b_{n,j}\psi_j, \quad (30)
\]

where \( a_n \) and \( b_j \) are coefficients which characterize the particular scheme. Employing orthogonal polynomials, the above recursion relation usually reduces to a three term series: \( b_{n,j} = 0 \) for \( j < n - 2 \).

A short polynomial expansion (typically with \( N \leq 10 \)) provides efficient propagators for limited time steps \( \Delta t \). These integration steps are repeated until the propagation is completed:

\[
\psi(M\Delta t) = \left( \prod_{m=1}^{M} e^{-i\hat{H}\Delta t} \right) \psi(0) + 0(\Delta t^N). \quad (31)
\]

The Lanczos scheme is mostly employed to define the coefficients in the polynomial expansion. In the Lanczos scheme, the Hamiltonian matrix is represented in the Krylov...
space \{\psi, \hat{H}\psi, \ldots, \hat{H}^N\psi\}. The resulting \((N+1)\)-dimensional model Hamiltonian \(H_{\text{model}}\) is diagonalized,

\[
H_{\text{model}} \chi_j = E_{\text{model}, j} \chi_j ,
\]

and the propagator is evaluated in the model space:

\[
e^{-i\hat{H}\Delta t}\psi = \sum_{j=1}^{N+1} \chi_j \cdot e^{-iE_{\text{model}, j}\Delta t} \cdot \langle \chi_j | \psi \rangle + O(\Delta t^{N+1}) .
\]

The resulting propagation scheme is numerically unitary. Thus, it provides the same long time stability as the split operator propagation. Its main advantage is the increased accuracy since the error is of higher order: \(0(\Delta t^N)\). Practical experience indicates that \(N\) should be chosen between 6 and 10 in most applications. The required length of integration step \(\Delta t\) is closely related to the spectrum of the Hamiltonian. Typically \(\Delta t/N\) roughly equals the inverse spectral range of Hamiltonian.

Alternatively, the full propagation can be done employing a single polynomial expansion.\(^6\) Then very high expansion orders \(N\) are required. Chebychev polynomials provide an expansion which is stable even for very high orders. Employing Chebychev polynomials \(T_n\) of the normalized Hamiltonian

\[
\hat{H}_{\text{norm}} = \frac{\hat{H} - \bar{E}}{\Delta E}
\]

and corresponding \(n\)-th order wavefunctions \(\psi_n = T_n(\hat{H}_{\text{norm}})\psi(0)\) generated by the recursion relation

\[
\psi_n = 2\hat{H}_{\text{norm}}\psi_{n-1} - \psi_{n-2} ,
\]

the wavefunction \(\psi(t)\) is given as

\[
\psi(t) = \sum_{n=0}^{N} a_n(t) \psi_n .
\]

with

\[
a_n(t) = (2 - \delta_{n0})e^{-i\bar{E}t}(-i)^n J_n(\Delta Et) .
\]

The spectrum of the normalized Hamiltonian should be in the interval \([-1, 1]\). The \(J_n\) denote the Bessel functions. The above series converges exponentially if the order \(N\) exceeds \(\Delta Et\). Thus, the number of Hamiltonian multiplies is directly connected to the spectra range of the Hamiltonian \(\hat{H}\). Due to the very high order of the scheme, the Chebychev method can efficiently produce extremely accurate results. However, extracting information at intermediate times, e.g. the evolution of expectation values with time, is not straightforward within the Chebychev method. The wavefunction would have to be calculated for all desired times simultaneously causing a significant storage problem.
4 Iterative Diagonalization

Considering time-independent Hamiltonians, time-dependent and energy-dependent representation are equivalent. However, direct matrix diagonalization and wave packet propagation schemes employ different computational strategies to solve the Schrödinger equation. In contrast, iterative matrix diagonalization approaches are closely related to wavepacket propagation. To highlight this connection, two examples will be discussed in the following.

The Lanczos scheme is frequently used to directly compute spectra in the energy domain. The first applications to molecular spectra\textsuperscript{18–20} preceded the development of the integration schemes discussed above. While in the short iterative Lanczos scheme for time propagation only a low order expansion is employed, these computations use high order expansions. Since the Lanczos recursion relation is a three term series, the resulting Hamiltonian matrix is tridiagonal. This tridiagonal matrix can be diagonalized numerically efficient. As a result, the eigenvalues of $H_{\text{model}}$ and the overlap of the eigenvalues with the initial vector $\psi$ is obtained:

$$H_{\text{model}} \chi_j = E_{\text{model},j} \chi_j , \quad \sigma(E) = \sum_j \delta(E_{\text{model},j} - E) \cdot | \langle \chi_j | \psi \rangle |^2 . \quad (38)$$

The envelop of the absorption spectrum $\sigma(E)$ converges with the increasing Lanczos order. However, due to the numerical instability of the Lanczos recursion at high orders, only convoluted spectra (and not individual eigenvalues) can be converged easily. Computing the spectrum via the autocorrelation function $\langle \psi | e^{i \hat{H}_{\text{model}} t} | \psi \rangle$, the connection between the time and energy-dependent approach becomes obvious:

$$\sigma(E) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \langle \psi | e^{i \hat{H}_{\text{model}} t} | \psi \rangle \cdot e^{i E t} , \quad (40)$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \sum_j \langle \psi | \chi_j > e^{-i E_{\text{model},j} t} < \chi_j | \psi \rangle \cdot e^{i E t} , \quad (41)$$

$$= \sum_j \langle \psi | \chi_j > \delta(E_{\text{model},j} - E) < \chi_j | \psi \rangle . \quad (42)$$

Due to accumulating roundoff errors, high order Lanczos expansions are numerically unstable. In contrast, Chebychev polynomials facilitate arbitrarily accurate expansions at all orders. Thus, virtually any energy-dependent quantity can be directly expanded in Chebychev polynomials:

$$f(\hat{H})\psi = \sum_{n=0}^{N} c_n T_n(\hat{H})\psi . \quad (43)$$

The expansion coefficient can be obtained from the expansion coefficients $a_n(t)$ of the time propagator. For a normalized Hamiltonian they read

$$c_n = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \ a_n(t) \ \int dE \ e^{i E t} f(E) . \quad (44)$$

Since a Chebychev expansion of order $N$ yields a converged description of the time-dependent wavefunction for propagation time of about $N/\Delta E$, the expansion index $N$
could be viewed as a transformed propagation time. In scattering problems the computation of the action of the Greens function
\[
\frac{1}{E - (\hat{H} - i\epsilon)} \psi
\]
is a central task. This Greens function includes a negative imaginary potential \(-i\epsilon\). The modified Hamiltonian \(\hat{H} - i\epsilon\) is not hermitian. To obtain a convergent expansion in polynomial of this non-hermitian Hamiltonian, a modified Chebychev recursion has to be used.\(^\text{21}\)

5 Filter Diagonalization

Formally time-dependent and energy-dependent representations are equivalent. However, depending on the particular phenomenon, either the time-dependent or the energy-dependent picture can yield a more intuitive interpretation of the process. The energy-dependent description seems favorable if a small number of individual states dominates the process under investigation. Non-overlapping sharp resonances are an example where a energy-dependent picture might be preferable. In contrast, the time-dependent picture is very suitable for the description of rapid dissociation processes showing broad spectra. In many systems both situation are simultaneously present: few resonances are embedded in a moderately structured background. Then the filter diagonalization approach\(^\text{22–24}\) which combines time-dependent and energy-dependent descriptions yields an effective description of the system.

In the filter diagonalization approach,\(^\text{22}\) a set of wavefunctions \(\psi_1, \psi_2, \ldots, \psi_N\) corresponding to \(N\) energies \(E_n = E_0 + n \Delta E\) in the interval \([E_1,E_N]\) is obtained by wave packet propagation:
\[
\psi_n = \int_{-T}^{T} dt \, e^{iE_n t} e^{-i\hat{H}t} \psi, \quad (46)
\]
\[
= \hat{F}(E_n) \psi. \quad (47)
\]
The propagation time \(T\) should be sufficiently large to separate the different \(\psi_n\), i.e. \(\Delta E \cdot T \geq 1\). If the energy grid is sufficiently fine, i.e. \(N\) exceeds the number of energy eigenstates in the interval \([E_1,E_N]\), the set of wavefunctions \(\psi_1, \psi_2, \ldots, \psi_N\) forms a complete basis for the representation of the energy eigenstates in the interval. The eigenstates and eigenvalues can be computed by representing the Hamiltonian in this basis and diagonalizing the resulting \(N\)-dimensional Hamiltonian matrix.

In the filter diagonalization approach, the required propagation time is given by the averaged density of states \(\rho(E)\):
\[
T \geq \frac{N}{E_N - E_1} \geq \frac{1}{E_N - E_1} \int_{E_1}^{E_N} \rho(E). \quad (48)
\]
Since the propagation is followed by an numerically exact diagonalization of the Hamiltonian matrix \(\langle \psi_n|\hat{H}|\psi_n \rangle\), accurate energy eigenvalue are obtained. The energy resolution is not limited by the propagation time. In a simple wave packet propagation scheme, the energy resolution would have been Fourier limited to \(1/T\). In contrast to a full diagonalization of the Hamiltonian, the filter diagonalization approach reduces the size of the problem.
by limiting the representation to a small energy window. The projection into this window is obtained from a wave packet propagation for a limited time $T$.

The filter diagonalization approach can also directly address the autocorrelation function.\textsuperscript{23,24} Then the explicit construction of the wavefunctions $\psi_n$ can be avoided and the memory requirements are reduced. Also other choices for the filter operators $\tilde{F}(E_n)$ are possible. The only principal requirement for $\tilde{F}(E_n)$ is to project on states with an energy $E_n$ if $N$ goes to infinity.

6 MCTDH

The wave packet propagation schemes described above employ multi-dimensional time-independent grids or basis sets to represent the wavefunction. The numerical effort of these schemes increases exponentially with the number of degrees of freedom. Given the computational resources presently available, only systems with up to four atoms can be treated accurately. The extension of numerically exact calculations towards larger systems therefore requires other schemes for the solution of the Schrödinger equation. The multi-configurational time-dependent Hartree (MCTDH) approach\textsuperscript{9,10} utilizes optimized time-dependent expansion functions to represent the wavefunction. The numerical effort of the MCTDH approach scales exponentially with the number of degrees of freedom but the effort increases less dramatically with dimensionality than in standard wave packet propagation schemes. Thus, the MCTDH approach facilitates the description of systems which are beyond the range of conventional wave packet propagation. Recent applications include a 24-dimensional calculation on the absorption spectrum of pyrazine\textsuperscript{11,12} and a 12-dimensional investigation of the $H + CH_4 \rightarrow H_2 + CH_3$ reaction.\textsuperscript{14,15}

In the multi-configurational time-dependent Hartree (MCTDH) approach,\textsuperscript{9,10} the wavefunction $\psi(x_1, \ldots, x_f, t)$ is represented as

$$\psi(x_1, \ldots, x_f, t) = \sum_{j_1=1}^{n_1} \ldots \sum_{j_f=1}^{n_f} A_{j_1 \cdots j_f}(t) \cdot \phi_{j_1}^{(1)}(x_1, t) \cdot \ldots \cdot \phi_{j_f}^{(f)}(x_f, t), \quad (49)$$

The $A_{j_1 \cdots j_f}(t)$ are time-dependent expansion coefficients. The time-dependent expansion functions $\phi_{j_\kappa}^{(\kappa)}(x, t)$ are called single-particle functions. Standard DVR or FFT-schemes can be used to represent these single-particle functions:

$$\phi_{j_\kappa}^{(\kappa)}(x, t) = \sum_{i=1}^{N_\kappa} c_{j_\kappa i}^{(\kappa)}(t) \cdot \chi_i(x), \quad (50)$$

where the $\chi_i$ denote the time-independent basis functions (or grid points) employed in the DVR or FFT scheme. Based on the above ansatz, equations of motion can be derived from the Dirac-Frenkel variational principle.\textsuperscript{9,10} Analogous to standard wave packet propagation, the expansion coefficients A are propagated by the Hamiltonian represented in the basis employed (which here is time-dependent):

$$i \frac{\partial}{\partial t} A_{j_1 \cdots j_f}(t) = \sum_{j_1=1}^{n_1} \ldots \sum_{j_f=1}^{n_f} <\phi_{j_1}^{(1)} \cdots \phi_{j_f}^{(f)} | \tilde{H} | \phi_{j_1}^{(1)} \cdots \phi_{j_f}^{(f)} > A_{j_1 \cdots j_f}(t). \quad (51)$$
The differential equations for the single-particle functions $\phi$ are more involved:

$$i \frac{\partial}{\partial t} \psi^{(\kappa)}(x, t) = (1 - \hat{P}_\kappa) \sum_m \rho^{(\kappa)}_{nm} \sum_j <\psi_m^{(\kappa)}|\hat{H}|\psi_j^{(\kappa)}> \phi_j^{(\kappa)}. \quad (52)$$

The above equations include a projection operator on the space spanned by the single-particle functions,

$$\hat{P}_\kappa = \sum_j |\phi_j^{(\kappa)}> <\phi_j^{(\kappa)}|,$$  

(53)

the matrix of mean-field operators acting only on the coordinate $x$,

$$<\psi^{(\kappa)}|\hat{H}|\psi^{(\kappa)}> , \quad (54)$$

which employs the the single-hole functions

$$\psi_j^{(\kappa)}(x_1, \ldots, x_{\kappa-1}, x_{\kappa+1}, \ldots, x_f) = \sum_{j_1} \cdots \sum_{j_{\kappa-1}} \sum_{j_{\kappa+1}} \cdots \sum_{j_f} A_{j_1 \cdots j_{\kappa-1} j_{\kappa+1} \cdots j_f}(t) \cdot \phi_j^{(1)}(x_1, t) \cdots \phi_j^{(\kappa-1)}(x_{\kappa-1}, t) \cdot \phi_j^{(\kappa+1)}(x_{\kappa+1}, t) \cdots \phi_j^{(f)}(x_f, t), \quad (55)$$

and the inverse of the single-particle density matrix $\rho_{ij}^{(\kappa)}$,

$$\rho_{ij}^{(\kappa)} = <\psi_i^{(\kappa)}|\psi_j^{(\kappa)}> . \quad (56)$$

The MCTDH-representation (49) of the wavefunction should be compared to the representation of the wavefunction employed in a standard wave packet scheme:

$$\psi(x_1, \ldots, x_f) = \sum_{l_1=1}^{N_1} \cdots \sum_{l_f=1}^{N_f} \tilde{A}_{l_1 \cdots l_f}(t) \cdot \chi_{l_1}^{(1)}(x_1) \cdots \chi_{l_f}^{(f)}(x_f). \quad (57)$$

The standard scheme expands the wavefunction in a time-independent basis while the MCTDH-approach employs an optimized set of time-dependent expansion functions. Thus, $n$, the number of single-particle functions required, can be much small than $N$, the number of underlying time-independent basis functions. Assuming equal basis set sizes in all $f$ degrees of freedom, the numerical effort of a standard wavepacket propagation is approximately proportional to $N^{f+1}$. In the MCTDH-approach, there are to different contributions to the numerical effort which scale differently with dimensionality. The numerical effort resulting from the A-coefficients is proportional to $n^{f+1}$ while the effort resulting from the representation of the single-particle function approximately equals $f \cdot n \cdot N^2$. For larger systems, the $n^{f+1}$ component dominates. Thus, the numerical effort of the standard wave packet propagation as well as the effort of the MCTDH scheme scales exponentially with the number of degrees of freedom. However, for multi-dimensional problems, the MCTDH is more efficient than the standard wavepacket propagation since $n$ can be considerably smaller than $N$. Typically $N$ values are of the order of $10^2$ while $n$ is often smaller than 10.

In contrast to standard wave packet propagation, the differential equations (51,52) describing the propagation of the MCTDH wavefunction are nonlinear. Thus, the integration schemes discussed in Sect.3 are not directly applicable. However, instead of resorting to
A general purpose integrator, an efficient integration scheme developed particularly for integrating the MCTDH equations\textsuperscript{26,27} can be used. This scheme views eq.(51) as a set of linear differential equations with a time-dependent Hamiltonian matrix and employs a short iterative Lanczos scheme to integrate these equations.

A difficulty in the MCTDH approach is the evaluation of the potential energy matrix elements

\[
\left\langle \phi_{\ell_1}^{(1)} \cdots \phi_{\ell_f}^{(f)} \right| V \left| \phi_{j_1}^{(1)} \cdots \phi_{j_f}^{(f)} \right> .
\]

The direct integration of these matrix elements using the DVR or FFT grid employed for the representation of the single-particle functions is prohibitive, since it would require a multi-dimensional grid of the size \(N_f\). The problem can be avoided if the potential can be specified as a sum of products of one-dimensional functions\textsuperscript{10}

\[
V(x_1, x_2, \ldots, x_f) = \sum_{j=1}^{J} c_j \cdot v_j^{(1)}(x_1) \cdot v_j^{(2)}(x_2) \cdots v_j^{(f)}(x_f) .
\]

Then the above multi-dimensional integral can be decomposed into one-dimensional components

\[
\left\langle \phi_{\ell_1}^{(1)} \cdots \phi_{\ell_f}^{(f)} \right| V \left| \phi_{j_1}^{(1)} \cdots \phi_{j_f}^{(f)} \right> = \\
\sum_{j=1}^{J} c_j \left\langle \phi_{j_1}^{(1)} | v_j^{(1)} \phi_{\ell_1}^{(1)} \right\rangle \cdots \left\langle \phi_{j_f}^{(f)} | v_j^{(f)} \phi_{\ell_f}^{(f)} \right\rangle .
\]

However, for many potentials this decomposition can not be achieved with a reasonable number of terms \(J\).

Alternatively, the problem can be resolved by employing the correlation DVR (CDVR) approach\textsuperscript{25} to evaluate the above integrals. The CDVR scheme employs time-dependent grids obtained by diagonalizing the coordinate matrix represented in the basis of the time-dependent single-particle functions

\[
< \phi_n^{(\kappa)} | x_m^{(\kappa')} > = \sum_{t=1}^{n'} < \phi_n^{(\kappa)} | X_t^{(\kappa')} > X_t^{(\kappa')} < X_t^{(\kappa')} | \phi_m^{(\kappa')} > .
\]

However, these grids can not be used for the quadrature of the potential integrals without an essential modification. In the MCTDH-approach, the coefficients \(A_{j_1 \cdots j_f}(t)\) describe mainly the correlation between the different degrees of freedom, while the motion of the time-dependent basis functions \(\phi_{j_{\ell}}^{(\kappa)}(x, t)\) accounts for the separable dynamics. Thus, the size of the time-dependent basis depends only on the amount of correlation, it is independent of any separable dynamics. The time-dependent basis is small compared with the size of the underlying primitive grid. Due to the small size of the time-dependent basis, a quadrature based on this basis can properly describe only those parts of the potential which only result in correlations. The number of time dependent grid points \(X_j^{(\kappa)}(t)\) is too small to also result in an accurate evaluation of the separable parts of the potential. This problems can be solved by explicitly accounting for separable parts of the potential in the quadrature.\textsuperscript{25}
As noted above, the numerical effort of the MCTDH approach scales exponentially with the dimensionality. Employing directly the ansatz (49), MCTDH calculations are limited to 10-20 degrees of freedom. Even if only two single-particle function per degree of freedom are used, \(2^{20} \approx 10^6\) A-coefficients would be required in a 20-dimensional calculation. To overcome this limitation, several physical coordinates have to grouped together and treated as a single logical coordinate (“mode combination”). If the coordinates \(A, B, C\) are grouped as

\[
\begin{align*}
\psi(x_1, \ldots, x_f, t) &= \sum_{j_1=1}^{n_1} \ldots \sum_{j_F=1}^{n_F} \tilde{A}_{j_1 \cdots j_F}(t) \cdot \phi^{(1)}_{j_1}(x_1, x_2, \ldots, x_{p_1}, t) \cdot \phi^{(2)}_{j_2}(x_{p_1+1}, \ldots, x_{p_2}, t) \\
&\cdots \phi^{(F)}_{j_F}(x_{p_{F-1}+1}, \ldots, x_f, t).
\end{align*}
\]

Employing this scheme, converged 24-dimensional MCTDH wave packet calculations on the \(S_0 \rightarrow S_2\) excitation in pyrazine\(^{11,12}\) and up to 80-dimensional calculations on the spin-boson model\(^{13}\) have been reported. However, this mode combination approach presently can not be combined with the CDVR scheme for potential evaluation. Thus, these calculations can only study wave packet motion on potential energy surfaces which can be represented in the form analogous to eq.(59).
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This contribution takes a closer look at the foundations of conventional molecular dynamics simulations such as the Born-Oppenheimer approximation and the treatment of atomic nuclei according to the laws of classical mechanics. Regimes of validity of the adiabatic approximation are defined and models that take into account nonadiabatic effects in situations where the Born-Oppenheimer approximation breaks down are introduced. We focus on two mixed quantum-classical methods that differ only in the way the forces on the — classical — atomic nuclei are determined from the solutions to the time-independent electronic Schrödinger equation. In the Ehrenfest approach, the system moves on a single potential energy surface obtained by weighted averaging over all adiabatic states, whereas the ‘surface hopping’ method allows transitions between pure adiabatic potential energy surfaces according to their weights. In both cases, the weights are the squares of the coefficients of the total electronic wavefunction expanded in terms of the adiabatic state functions.

1 Introduction

Molecular dynamics (MD), in the literal sense, is the simultaneous motion of a number of atomic nuclei and electrons forming a molecular entity. Strictly speaking, a complete description of such a system requires solving the full time-dependent Schrödinger equation including both electronic and nuclear degrees of freedom. This, however, is a formidable computational task which is in fact altogether unfeasible, at present, for systems consisting of more than three atoms and more than one electronic state.\(^1\) In order to study the dynamics of the vast majority of chemical systems, several approximations, therefore, have to be imposed.

Firstly, it is assumed in MD that the motions of slow and fast degrees of freedom are separable (adiabatic or Born-Oppenheimer approximation). In the molecular context this means that the electron cloud adjusts instantly to changes in the nuclear configuration. As a consequence, nuclear motion evolves on a single potential energy surface (PES), associated with a single electronic quantum state, which is obtained by solving the time-independent Schrödinger equation for a series of fixed nuclear geometries. In practice, most MD simulations are performed on a ground state PES.

Moreover, in addition to making the Born-Oppenheimer approximation, MD treats the atomic nuclei as classical particles whose trajectories are computed by integrating Newton’s equations of motion.

MD has been applied with great success to study a wide range of systems from biomolecules to condensed phases.\(^2,3\) Its underlying approximations, on the other hand,
break down in many important physical situations and extensions of the method are needed for those scenarios. An accurate description of hydrogen motion, for instance, requires quantum mechanical treatment. Processes such as charge-transfer reactions and photochemistry are inherently nonadiabatic, i.e., they involve (avoided) crossings of different electronic states rendering the Born-Oppenheimer approximation invalid.

Critical assessment of the adiabatic approximation as well as discussion of nonadiabatic extensions will be the subject of the present paper. Since our focus here is on potential applicability to large-scale systems, we shall retain the classical treatment of the nuclei and only describe the electrons quantum mechanically. We will use the term semiclassical for such mixed quantum-classical models. Both expressions can be frequently found in the literature.

Out of the great many semiclassical approaches to nonadiabatic dynamics that have been proposed two "standard" methods different in philosophy have emerged as the most popular ones. One extreme is the Ehrenfest method,1,4-8 where the nuclei move on one effective PES which is an average of all adiabatic states involved weighted by their populations (therefore also called mean-field method). The other extreme is the surface hopping approach,9,10,7,8,11,12 where the nuclei evolve on pure adiabatic PESs, but switches between adiabatic states are allowed when their populations change.

This article is organised as follows. In Section 2, the Born-Oppenheimer approximation is introduced. Starting from the full time-dependent Schrödinger equation, the uncoupled nuclear equations of motion are derived. Section 3 deals with the semiclassical approach replacing the nuclear wavefunction by a classical trajectory. This will form the basis of all nonadiabatic methods presented in later sections. Conditions for the validity of the Born-Oppenheimer approximation are discussed qualitatively. Two of the most commonly employed nonadiabatic dynamics methods are described in Section 4, namely the Ehrenfest and the surface hopping methods. The section closes by presenting a recent implementation of the surface hopping technique within the framework of Car-Parrinello MD together with an application to the cis-trans photoisomerisation of formaldimine as a case study.

2 Born-Oppenheimer Approximation

A complete, non-relativistic, description of a system of $N$ atoms having the positions $\mathbf{R} = (\mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_K, \ldots, \mathbf{R}_N)$ with $n$ electrons located at $\mathbf{r} = (r_1, r_2, \ldots, r_K, \ldots, r_n)$ is provided by the time-dependent Schrödinger equation

$$\mathcal{H} \Xi(\mathbf{r}, \mathbf{R}; t) = i\hbar \frac{\partial}{\partial t} \Xi(\mathbf{r}, \mathbf{R}; t), \quad (1)$$

with the total Hamiltonian

$$\mathcal{H}(\mathbf{r}, \mathbf{R}) = \mathcal{T}(\mathbf{R}) + \mathcal{T}(\mathbf{r}) + \mathcal{V}(\mathbf{R}) + \mathcal{V}(\mathbf{r}, \mathbf{R}) + \mathcal{V}(\mathbf{r}), \quad (2)$$

being the sum of kinetic energy of the atomic nuclei,

$$\mathcal{T}(\mathbf{R}) = -\frac{\hbar^2}{2} \sum_{K=1}^{N} \frac{\mathbf{\Sigma}_K^2}{M_K}, \quad (3)$$
kinetic energy of the electrons,
\[ T(r) = -\frac{\hbar^2}{2m_e} \sum_{k=1}^{n} \nabla_k^2 , \]  

(4)

internuclear repulsion,
\[ \mathcal{V}(\mathbf{R}) = \frac{e^2}{4\pi \epsilon_0} \sum_{K=1}^{N-1} \sum_{L>K}^{N} \frac{Z_K Z_L}{|\mathbf{R}_K - \mathbf{R}_L|} , \]  

(5)

electronic – nuclear attraction,
\[ \mathcal{V}(\mathbf{r}, \mathbf{R}) = -\frac{e^2}{4\pi \epsilon_0} \sum_{K=1}^{N} \sum_{k=1}^{n} \frac{Z_K}{|\mathbf{r}_k - \mathbf{R}_K|} , \]  

(6)

and interelectronic repulsion,
\[ \mathcal{V}(\mathbf{r}) = \frac{e^2}{4\pi \epsilon_0} \sum_{k=1}^{n-1} \sum_{l>k}^{n} \frac{1}{|\mathbf{r}_k - \mathbf{r}_l|} . \]  

(7)

Here, \( M_K \) and \( Z_K \) denote the mass and atomic number of nucleus \( K \); \( m_e \) and \( e \) are the electronic mass and elementary charge, and \( \epsilon_0 \) is the permittivity of vacuum. The nabla operators \( \nabla_K \) and \( \nabla_k \) act on the coordinates of nucleus \( K \) and electron \( k \), respectively.

Defining the electronic Hamiltonian (fixed-nuclei approximation of \( \mathcal{H} \)) as
\[ \mathcal{H}_{el}(\mathbf{r}, \mathbf{R}) = T(\mathbf{r}) + \mathcal{V}(\mathbf{R}) + \mathcal{V}(\mathbf{r}, \mathbf{R}) + \mathcal{V}(\mathbf{r}) , \]  

(8)

we can rewrite the total Hamiltonian as
\[ \mathcal{H}(\mathbf{r}, \mathbf{R}) = T(\mathbf{R}) + \mathcal{H}_{el}(\mathbf{r}, \mathbf{R}) . \]  

(9)

Let us suppose the solutions of the time-independent (electronic) Schrödinger equation,
\[ \mathcal{H}_{el}(\mathbf{r}, \mathbf{R}) \phi_i(\mathbf{r}, \mathbf{R}) = E_i(\mathbf{R}) \phi_i(\mathbf{r}, \mathbf{R}) , \]  

(10)

are known. Furthermore, the spectrum of \( \mathcal{H}_{el}(\mathbf{r}, \mathbf{R}) \) is assumed to be discrete and the eigenfunctions orthonormalised:
\[ \int_{-\infty}^{\infty} \phi_i^*(\mathbf{r}, \mathbf{R}) \phi_j(\mathbf{r}, \mathbf{R}) d\mathbf{r} \equiv \langle \phi_i | \phi_j \rangle = \delta_{ij} . \]  

(11)

The total wavefunction \( \Xi \) can be expanded in terms of the eigenfunctions of \( \mathcal{H}_{el} \) since these form a complete set:
\[ \Xi(\mathbf{r}, \mathbf{R}; t) = \sum_j \phi_j(\mathbf{r}, \mathbf{R}) \chi_j(\mathbf{R}, t) . \]  

(12)

Insertion of this ansatz into the time-dependent Schrödinger equation (1) followed by multiplication from the left by \( \phi_i^*(\mathbf{r}, \mathbf{R}) \) and integration over the electronic coordinates leads to a set of coupled differential equations:
\[ [T(\mathbf{R}) + E_i(\mathbf{R})] \chi_i + \sum_j C_{ij} \chi_j = i\hbar \frac{\partial}{\partial t} \chi_i , \]  

(13)
where the coupling operator $C_{ij}$ is defined as

$$C_{ij} \equiv \langle \phi_i | T(R) | \phi_j \rangle - \sum_{K} \frac{\hbar^2}{M_K} \langle \phi_i | \nabla_K | \phi_j \rangle \nabla_K .$$  

(14)

The diagonal term $C_{ii}$ represents a correction to the (adiabatic) eigenvalue $E_i$ of the electronic Schrödinger equation (10). In the case that all coupling operators $C_{ij}$ are negligible, the set of differential eqns (13) becomes uncoupled:

$$[T(R) + E_i(R)] \chi_i = i\hbar \frac{\partial}{\partial t} \chi_i .$$

(15)

This means that the nuclear motion proceeds without changes of the quantum state of the electron cloud and, correspondingly, the wavefunction (12) is reduced to a single term (adiabatic approximation):

$$\Xi(\mathbf{r}, \mathbf{R}; t) \approx \phi_i(\mathbf{r}, \mathbf{R}) \chi_i(\mathbf{R}; t) .$$

(16)

For a great number of physical situations the Born-Oppenheimer approximation can be safely applied. On the other hand, there are many important chemical phenomena like, for instance, charge transfer and photoisomerisation reactions, whose very existence is due to the inseparability of electronic and nuclear motion. Inclusion of nonadiabatic effects will be the subject of the following sections.

3 Semiclassical Approach

Further simplification of the problem can be achieved by describing nuclear motion by classical mechanics and only the electrons quantum mechanically. In this so-called semiclassical approach, the atomic nuclei follow some trajectory $\mathbf{R}(t)$ while the electronic motion is captured by some time-dependent total wavefunction $\Phi(\mathbf{r}; t)$ satisfying the time-dependent electronic Schrödinger equation,

$$\mathcal{H}_{el}(\mathbf{r}, \mathbf{R}(t)) \Phi(\mathbf{r}; t) = i\hbar \frac{\partial}{\partial t} \Phi(\mathbf{r}; t) .$$

(17)

Again, the total wavefunction is written as a linear combination of adiabatic eigenfunctions $\phi_i(\mathbf{r}, \mathbf{R})$ (solutions of the time-independent Schrödinger equation (10)):

$$\Phi(\mathbf{r}; t) = \sum_j a_j(t) \phi_j(\mathbf{r}, \mathbf{R}) e^{-\frac{i}{\hbar} \int E_j(\mathbf{R}) dt} .$$

(18)

Insertion of this ansatz into the time-dependent electronic Schrödinger equation (17) followed by multiplication from the left by $\phi^*_i(\mathbf{r}, \mathbf{R})$ and integration over the electronic coordinates leads to a set of coupled differential equations:

$$\dot{a}_i = - \sum_j a_j C_{ij} e^{-\frac{i}{\hbar} \int (E_j - E_i) dt} ,$$

(19)

where

$$C_{ij} \equiv \langle \phi_i | \frac{\partial}{\partial t} | \phi_j \rangle .$$

(20)
are the nonadiabatic coupling elements. Integration of eqns (19) yields the expansion coefficients \(a_i(t)\) whose square modulus, \(|a_i(t)|^2\), can be interpreted as the probability of finding the system in the adiabatic state \(i\) at time \(t\).

We now want to develop a condition for the validity of the Born-Oppenheimer approximation based on qualitative arguments. For this purpose, we shall consider a two-state system. To illustrate the problem, fig. 1 shows the avoided crossing between the covalent and ionic potential energy curves of NaCl.\(^{15,16}\) As we can see, the adiabatic wavefunctions \(\phi_1\) and \(\phi_2\) change their character as the bond length is varied. The characteristic length, \(l\), over which \(\phi_1\) and \(\phi_2\) change significantly clearly depends on the nuclear configuration \(\mathbf{R}\); in the vicinity of the NaCl avoided crossing, for instance, the character of the wavefunctions varies rapidly, whereas at large separations it remains more or less constant.

![Figure 1. Avoided crossing between the covalent and ionic adiabatic potential curves of NaCl (thin lines: crossing of diabatic states).](image)

Division of the characteristic length \(l\) by the velocity of the nuclei, \(\dot{\mathbf{R}} = |\dot{\mathbf{R}}|\), at a particular configuration \(\mathbf{R}\) defines the time the system needs to travel the distance \(l\) around \(\mathbf{R}\):

\[
\text{passage time } \tau_p = \frac{l}{\dot{\mathbf{R}}} .
\]  

(21)

In order for the Born-Oppenheimer approximation to be valid, the electron cloud has to adjust instantly to the nuclear changes. The time scale characteristic of electronic motion can be obtained from the relation

\[
\Delta E = |E_1 - E_2| = \hbar \omega
\]

(22)
by taking the inverse transition frequency:

\[ \tau_e = \frac{1}{\omega} = \frac{\hbar}{\Delta E} . \]  

(23)

The ratio

\[ \xi = \frac{\tau_p}{\tau_e} = \frac{\Delta E I}{\hbar R} \]  

(24)

is the so-called Massay parameter. For values \(\xi \gg 1\), i.e. large energy gaps \(\Delta E\) and small velocities \(R\), nonadiabatic effects are negligible. In this case, if the system is prepared in some pure adiabatic state \(i\) \(|a_i|^2 = 1\) at time \(t = 0\), the rhs of eqn (19) will be zero at all times and the wavefunction expansion (eqn (18)) can be replaced by a single term:

\[ \Phi(x; t) = \phi_i(x, R)e^{-i \int E_i(R)dt} . \]  

(25)

The atomic nuclei are then propagated by solving Newton’s equations

\[ M_K \ddot{R}_K = F_K(R), \]  

(26)

where

\[ F_K(R) = -\nabla_K E_i(R) \]  

(27)

is the force on atom \(K\).

## 4 Approaches to Nonadiabatic Dynamics

### 4.1 Mean-Field (Ehrenfest) Method

As we have discussed in the previous section, nonadiabaticity involves changes in the adiabatic state populations \(|a_i|^2\) with changing nuclear configuration. Clearly, such a distortion of the electron cloud will, in turn, influence the nuclear trajectory. Although there are situations in which the impact of electronic nonadiabaticity on nuclear motion is negligible (e.g. for high energy collisions or small energy separations between adiabatic states), for many chemical systems it is of prime importance to properly incorporate electronic–nuclear feedback.\(^7, 8\)

The simplest way of doing this is to replace the adiabatic potential energy surface \(E_i\) in eqn (27) by the energy expectation value

\[ E_i^{\text{eff}} = \langle \Phi | H_{el} | \Phi \rangle = \sum_i |a_i|^2 E_i, \]  

(28)

where we have used eqn (18). Thus, the atoms evolve on an effective potential representing an average over the adiabatic states weighted by their state populations \(|a_i|^2\) (as illustrated in fig. 2). The method is therefore referred to as mean-field (also known as Ehrenfest) approach.

It is instructive to derive an expression for the nuclear forces either from the gradient of eqn (28) or using the Hellmann-Feynman theorem

\[ F_K = -\langle \Phi | \nabla_K H_{el} | \Phi \rangle . \]  

(29)
Figure 2. Top: avoided crossing between two adiabatic PES, $E_1$ and $E_2$, and effective potential, $E_{\text{eff}}$, on which the nuclei are propagated in the Ehrenfest method. In the asymptotic region (right) $E_{\text{eff}}$ contains contributions from classically forbidden regions of $E_2$. Bottom: corresponding adiabatic state populations $|a_1|^2$ and $|a_2|^2$. The system is prepared in state 1 initially with zero kinetic energy. Upon entering the coupling region state 2 is increasingly populated.

Opting for the latter, we start by writing down the relation

$$
\nabla_K \langle \phi_i | \mathcal{H}_{\text{el}} | \phi_j \rangle = \nabla_K E_i \delta_{ij} 
$$

(30)

$$
= \langle \nabla_K \phi_i | \mathcal{H}_{\text{el}} | \phi_j \rangle + \langle \phi_i | \nabla_K \mathcal{H}_{\text{el}} | \phi_j \rangle + \langle \phi_i | \mathcal{H}_{\text{el}} | \nabla_K \phi_j \rangle 
$$

(31)

$$
= \langle \phi_i | \nabla_K \mathcal{H}_{\text{el}} | \phi_j \rangle + (E_j - E_i) d_{ji} 
$$

(32)

where we have defined the nonadiabatic coupling vectors, $d_{ji}$, as

$$
d_{ji} = \langle \phi_j | \nabla_K | \phi_i \rangle 
$$

(33)

and used eqn (10) together with the hermiticity of $\mathcal{H}_{\text{el}}$:

$$
\langle \phi_i | \mathcal{H}_{\text{el}} | \nabla_K \phi_j \rangle = \langle \nabla_K \phi_j | \mathcal{H}_{\text{el}} | \phi_i \rangle^* = \langle \nabla_K \phi_j | E_j \phi_i \rangle^* = E_i d_{ji}^* = -E_i d_{ji} 
$$

(34)

Note that

$$
d_{ji}^* = -d_{ij} 
$$

(35)

because

$$
\nabla_K \langle \phi_i | \phi_j \rangle = \nabla_K \delta_{ij} = 0 
$$

(36)

$$
= \langle \nabla_K \phi_i | \phi_j \rangle + \langle \phi_i | \nabla_K \phi_j \rangle = d_{ji}^* + d_{ij} 
$$

(37)
Equating the rhs of eqns (30) and (32) one obtains after rearranging,
\[ \langle \phi_i | \nabla_K \mathcal{H}_d | \phi_j \rangle = \nabla_K E_i \delta_{ij} - (E_j - E_i) d_{ji} \, . \] (38)

The nuclear forces (29) are thus given by
\[ F_K = - \sum_i |a_i|^2 \nabla_K E_i + \sum_{i,j} a_i^* a_j (E_j - E_i) d_{ji} \, . \] (39)

Equation (39) illustrates the two contributions to the nuclear forces; the first term is simply the population-weighted average force over the adiabatic states, while the second term takes into account nonadiabatic changes of the adiabatic state occupations. We would like to point out here that the nonadiabatic contributions to the nuclear forces are in the direction of the nonadiabatic coupling vectors $d_{ji}$.

The Ehrenfest method has been applied with great success to a number of chemical problems including energy transfer at metal surfaces. However, due to its mean-field character the method has some serious limitations. A system that was initially prepared in a pure adiabatic state will be in a mixed state when leaving the region of strong nonadiabatic coupling. In general, the pure adiabatic character of the wavefunction cannot be recovered even in the asymptotic regions of configuration space. In cases where the differences in the adiabatic potential energy landscapes are pronounced, it is clear that an average potential will be unable to describe all reaction channels adequately. In particular, if one is interested in a reaction branch whose occupation number is very small, the average path is likely to diverge from the true trajectory. Furthermore, the total wavefunction may contain significant contributions from adiabatic states that are
energetically inaccessible (see fig. 2).

Figure 3 illustrates another severe drawback of the mean-field approach. The principle of microscopic reversibility demands that the forward path probability, \( P_{12}^{\text{for}} = |a_{2i}^{\text{final}}|^2 \) for a system that was initially prepared in state 1 to end up in state 2 must be equal to the backward path probability, \( P_{21}^{\text{back}} = |a_{1i}^{\text{final}}|^2 \) for a system that was initially prepared in state 2 to end up in state 1. One can easily think of situations, like the one depicted in fig. 3, for which the effective potentials for the forward and backward paths are very different, resulting also in different populations, \( |a_i|^2 \). The Ehrenfest method, therefore, violates microscopic reversibility.

It should be noted that the expansion of the total wavefunction in terms of (adiabatic) basis functions (eqn (18)) is not a necessary requirement for the Ehrenfest method; the wavepacket \( \Phi \) can be propagated numerically using eqn (17). However, projection of \( \Phi \) onto the adiabatic states facilitates interpretation. Knowledge of the expansion coefficients, \( a_i \), is also the key to refinements of the method such as the surface hopping technique.

### 4.2 Surface Hopping

We have argued above that after exiting a well localised nonadiabatic coupling region it is unphysical for nuclear motion to be governed by a mixture of adiabatic states. Rather it would be desirable that in asymptotic regions the system evolves on a pure adiabatic PES. This idea is fundamental to the surface hopping approach. Instead of calculating the 'best' (i.e., state-averaged) path like in the Ehrenfest method, the surface hopping technique involves an ensemble of trajectories. At any moment in time, the system is propagated on some pure adiabatic state \( i \), which is selected according to its state population \( |a_i|^2 \). Changing adiabatic state occupations can thus result in nonadiabatic transitions between different adiabatic PESs (see fig. 4). The ensemble averaged number of trajectories evolving on adiabatic state \( i \) at any time is equal to its occupation number \( |a_i|^2 \).

In the original formulation of the surface hopping method by Tully and Preston,\(^9\) switches between adiabatic states were allowed only at certain locations defined prior to the simulation. Tully\(^10\) later generalized the method in such a way that nonadiabatic transitions can occur at any point in configuration space. At the same time, an algorithm — the so-called fewest switches criterion — was proposed which minimises the number of surface hops per trajectory whilst guaranteeing the correct ensemble averaged state populations at all times. The latter is important because excessive surface switching effectively results in weighted averaging over the adiabatic states much like in the case of the Ehrenfest method.

We shall now derive the fewest switches criterion. Out of a total of \( N \) trajectories, \( N_i \) will be in state \( i \) at time \( t \),

\[
N_i(t) = \rho_{ii}(t)N \tag{40}
\]

Here we have introduced the density matrix notation

\[
\rho_{ij}(t) = a_i^*(t)a_j(t) \quad . \tag{41}
\]

At a later time \( t' = t + \delta t \) the new occupation numbers are

\[
N_i(t') = \rho_{ii}(t')N \tag{42}
\]
Let us suppose that \( N_i(t') < N_i(t) \) or \( \delta N = N_i(t) - N_i(t') > 0 \). Then the minimum number of transitions required to go from \( N_i(t) \) to \( N_i(t') \) is \( \delta N \) hops from state \( i \) to any other state and zero hops from any other state to state \( i \) (see fig. 5). The probability \( P_i(t, \delta t) \) for a transition out of state \( i \) to any other state during the time interval \([t, t + \delta t]\) is then given by

\[
P_i(t, \delta t) = \frac{\delta N}{N} = \frac{\rho_{ii}(t) - \rho_{ii}(t')}{\rho_{ii}} \approx -\frac{\rho_{ii}\delta t}{\rho_{ii}} ,
\]

where we have used

\[
\dot{\rho}_{ii} \approx \frac{\rho_{ii}(t') - \rho_{ii}(t)}{\delta t} .
\]

The lhs of eqn (44) can be written as

\[
\dot{\rho}_{ii} = \frac{d}{dt}(a_i^*a_i) = a_i^*a_i + a_i^*a_i = (a_i^*a_i)^* + a_i^*a_i = 2\Re(a_i^*a_i) .
\]

Inserting eqn (19) into eqn (45) we obtain

\[
\dot{\rho}_{ii} = -2\Re \left( \sum_j \rho_{ij}G_{ij}e^{-\frac{i}{\hbar}(E_j - E_i)\delta t} \right) .
\]
Figure 5. A two-state system with each state being equally (50%) populated at time $t$. At time $t + \Delta t$ the lower and the upper state are populated by 40% and 60% of ensemble members, respectively. The top panel shows how this distribution can be achieved with the minimum number of transitions, whereas the bottom panel shows one alternative route involving a larger number of transitions.

Substituting expression (46) into eqn (43) the probability $P_i$ can be rewritten as follows

$$P_i(t, \delta t) = \frac{2\Re \left( \sum_j \rho_{ij} C_{ij} e^{-\frac{\hbar}{\kappa} \int (E_j - E_i) dt} \right) \delta t}{\rho_{ii}}. \quad (47)$$

Since the probability, $P_i$, for a switch from state $i$ to any other state must be the sum over all states of the probabilities, $P_{ij}$, for a transition from state $i$ to a specific state $j$,

$$P_i(t, \delta t) = \sum_j P_{ij}(t, \delta t), \quad (48)$$

it follows from eqn (47) that

$$P_{ij}(t, \delta t) = \frac{2\Re \left( \rho_{ij} C_{ij} e^{-\frac{\hbar}{\kappa} \int (E_j - E_i) dt} \right) \delta t}{\rho_{ii}}. \quad (49)$$

A transition from state $i$ to state $k$ is now invoked if

$$P_i^{(k)} < \zeta < P_i^{(k+1)}, \quad (50)$$

where $\zeta$ ($0 \leq \zeta \leq 1$) is a uniform random number and $P_i^{(k)}$ is the sum of the transition probabilities for the first $k$ states,

$$P_i^{(k)} = \sum_j^{k} P_{ij} \quad (51)$$
Figure 6. Top: avoided crossing between two adiabatic PES, $E_1$ and $E_2$, and two typical forward surface hopping trajectories. Nonadiabatic transitions are most likely to occur in the coupling region. The cross indicates a classically forbidden transition; no switch is carried out in this case. Bottom: corresponding adiabatic state populations $|a_1|^2$ and $|a_2|^2$. The system is prepared in state 2 initially with zero kinetic energy. Upon entering the coupling region state 1 is increasingly populated. Upon exiting the coupling region, state population 1 decreases. For configurations $R$ for which $E_2$ is in the classically forbidden region, the percentages of trajectories in state $i$, $N_i^*$, are unequal to $|a_i|^2$. $N_2^*$ is zero whereas $N_1^*$ remains constant.

In order to conserve total energy after a surface hop has been carried out, the atomic velocities have to be rescaled. The usual procedure is to adjust only the velocity components in the direction of the nonadiabatic coupling vector $d_{ik}(R)$ (eqn (33)). We can qualitatively justify this practice by our earlier observation that the nonadiabatic contribution to the Ehrenfest forces also are in the direction of the nonadiabatic coupling vector $d_{ik}(R)$ (see eqn (39)). Certainly, such discontinuities in nuclear velocities must be regarded as a flaw of the surface hopping approach. In most physical scenarios, however, nonadiabatic surface switches take place only at relatively small potential energy separations so that the necessary adjustment to the nuclear velocities is reasonably small. Nevertheless, a severe limitation of the method is presented by its inability to properly deal with situations in which the amount of kinetic energy is insufficient to compensate for the difference in potential energy (so-called classically forbidden transitions). Tully’s original suggestion not to carry out a surface hop while retaining the nuclear velocities in such cases has been demonstrated to be more accurate than later proposals to reverse the velocity components in the direction of the nonadiabatic coupling vector $d_{ik}(R)$. The example presented in Figure 6 illuminates how classically forbidden transitions cause
divergence between the target occupation numbers, \(|\alpha_i|^2\), and the actual percentages of trajectories evolving in state \(i\), \(N_i^*\).

It should be noted that surface hopping exhibits a large degree of electronic coherence through continuous integration of eqns (19) along the entire trajectory. On the one hand, this enables the method to reproduce quantum interference effects\(^\text{10}\) such as Stueckelberg oscillations.\(^\text{13}\) On the other hand, due to treating nuclei classically, dephasing of the electronic degrees of freedom may be too slow, a shortcoming shared by the surface hopping and the Ehrenfest method alike. A number of semiclassical approaches incorporating decoherence have, therefore, been proposed.\(^\text{21–27}\) Some of these alternative methods attempt to combine the advantages of surface hopping (mainly, pure adiabatic states in asymptotic regions) with those of the mean-field method (no discontinuities in potential energy, no disallowed transitions) by employing an effective potential whilst enforcing gradual demixing of the total wavefunction away from the coupling regions.\(^\text{25–27}\)

### 4.3 Car-Parrinello Surface Hopping

So far we have assumed that a number of adiabatic potential energy surfaces (at least two) have been obtained by solving the time-independent Schrödinger equation (10) in some unspecified manner. Instead of precalculating the entire PESs, it is advantageous to compute the electronic energies and nuclear gradients “on the fly” as the system is propagated along the trajectory. A popular method in this context has been the Diatomics-in-Molecules (DIM)\(^\text{28–40}\) method which cheaply provides the required electronic eigenvalues and atomic forces for a multitude of molecular valence states simultaneously through diagonalisation of the Hamiltonian matrix. However, although the DIM method works remarkably well for some simple systems such as cationic rare-gas clusters,\(^\text{41–44}\) it is not generally applicable to more complex systems.

For ground state calculations, density functional theory\(^\text{45–47}\) based \(ab\ initio\) MD in the spirit of Car and Parrinello\(^\text{48}\) has become the method of choice to study large molecules and condensed phase systems. Recently, Car-Parrinello simulations have become possible also in the first excited singlet state using a restricted open-shell Kohn-Sham (ROKS) approach.\(^\text{49}\) We now report here of a Tully-style\(^\text{10}\) trajectory surface hopping method coupling nonadiabatically the \(S_0\) ground state and the \(S_1\) excited state accessible within the Car-Parrinello framework.\(^\text{50}\)

#### 4.3.1 Restricted Open-Shell Kohn-Sham Method

Let us first take a brief look at the ROKS method for the \(S_1\) state. Starting from a closed-shell ground state, \(S_0\), consider an excitation of an electron out of the HOMO into the LUMO. The resulting two unpaired spins can be arranged in four different ways, as illustrated in fig. 7, parallel spins forming triplet determinants and antiparallel spins being equal mixtures of singlet and triplet determinants. The \(S_1\) singlet wavefunction, \(\phi_1\), is
constructed as
\[
\phi_1 = \frac{1}{\sqrt{2}} \{ |m_1 \rangle + |m_2 \rangle \}
\]
\[
= \frac{1}{\sqrt{2}} \left\{ |\varphi_1^{(1)} \varphi_2^{(1)} \varphi_2^{(1)} \cdots \varphi_{i+1}^{(1)} \rangle + |\varphi_1^{(1)} \varphi_2^{(1)} \varphi_2^{(1)} \cdots \varphi_{j+1}^{(1)} \rangle \right\} ,
\]
where the “ket” notation signifies Slater determinants made up of Kohn-Sham orbitals, \( \varphi_i^{(1)} \) (spin up) and \( \tilde{\varphi}_i^{(1)} \) (spin down); \( I = \frac{n}{2} \) is half the number of electrons.

It has been shown by Ziegler et al.\textsuperscript{51} that the energy, \( E(S_1) \), can be written as the difference between twice the energy of the mixed determinant, \( E(m) \), and the energy of the triplet determinant, \( E(t) \).

\[
E(S_1) = 2E(m) - E(t) .
\]

Within the ROKS scheme, a single set of orbitals \( \{ \varphi_i^{(1)} \} \) is determined that minimises the energy functional,

\[
E[\{ \varphi_i^{(1)} \}] = 2\langle m | H^{KS} | m \rangle - \langle t | H^{KS} | t \rangle - \sum_{i,j=1}^{I+1} \lambda_{ij} \left\{ \langle \varphi_i^{(1)} | \varphi_j^{(1)} \rangle - \delta_{ij} \right\} ,
\]
where \( H^{KS} \) is the Kohn-Sham Hamiltonian\textsuperscript{47} and the \( \lambda_{ij} \) are Lagrange multipliers taking care of the orthonormality of the orbitals.

Due to this optimisation the entire set of orbitals \( \{ \varphi_i^{(1)} \} \) will, in general, differ from the set of orbitals \( \{ \varphi_i^{(0)} \} \) that define the ground state wavefunction, \( \phi_0 \),

\[
\phi_0 = |\varphi_1^{(0)} \varphi_2^{(0)} \varphi_2^{(0)} \cdots \varphi_{i+1}^{(0)} \rangle .
\]

As a consequence the two state functions, \( \phi_0 \) and \( \phi_1 \), are nonorthogonal giving rise to the overlap matrix elements, \( S_{ij} \),

\[
S_{01} = S_{10} \equiv S , \quad S_{ii} = 1 .
\]

---

**Figure 7.** Four possible spin configurations upon excitation of one electron out of the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO). The two parallel spin configurations, \( t_1 \) and \( t_2 \), form triplet determinants, while the two antiparallel configurations, \( m_1 \) and \( m_2 \), form mixed determinants with equal singlet and triplet contributions.
4.3.2 $S_0$–$S_1$ Surface Hopping

Inserting ansatz (18) using the above basis functions, $\phi_0$ and $\phi_1$, into eqn (17) and replacing $H_{el}$ with $H^{KS}$ we obtain after integration over the electronic coordinates following multiplication by $\phi_0^*$ from the left

$$\sum_j a_j p_j (H_{ij} - E_j S_{ij}) = i\hbar \left\{ \sum_j \dot{a}_j p_j S_{ij} + \sum_j a_j p_j C_{ij} \right\}, \quad (57)$$

where the Hamiltonian matrix elements are given by

$$H_{ii} = \langle \Phi_i | H^{KS} | \Phi_i \rangle = E_i, \quad (58)$$

and the phase factor has been abbreviated as

$$p_j \equiv e^{-i J_j} e^{E_j t} \quad (60)$$

We should stress here that the discrepancy between eqns (57) and (19) arises purely because $\phi_1$ is not an eigenfunction of $H^{KS}$. For $i = 0$, eq. (57) thus becomes

$$a_1 p_1 S (E_0 - E_1) = i\hbar \{ a_0 p_0 + \dot{a}_1 p_1 + a_1 p_1 C_{01} \}, \quad (61)$$

and for $i = 1$  

$$0 = \dot{a}_0 p_0 + \dot{a}_1 p_1 + a_0 p_0 C_{10} \quad (62)$$

Solving equations (61) and (62) for $\dot{a}_0$ and $\dot{a}_1$ one finds

$$\dot{a}_0 = \frac{1}{S^2 - 1} \left[ i a_1 p_1 S (E_0 - E_1) + a_1 C_{01} \frac{p_1}{p_0} - a_0 C_{10} S \right], \quad (63)$$

$$\dot{a}_1 = -\frac{1}{S^2 - 1} \left[ a_0 C_{10} \frac{p_0}{p_1} - a_1 C_{01} S - i a_1 S^2 (E_0 - E_1) \right]. \quad (64)$$

We integrate these two coupled differential equations numerically using a fourth order Runge-Kutta scheme.52 It is computationally attractive to work with the nonadiabatic coupling elements, $C_{ij}$ (eqn (20)), instead of the nonadiabatic coupling vectors, $d_{ij}$ (eqn (33)), since the orbital velocities are readily available within the Car-Parrinello method.

If both electronic state functions were eigenfunctions of the Kohn-Sham Hamiltonian, $|a_0|^2$ and $|a_1|^2$ would be their respective occupation numbers. A look at the normalisation integral of the total wavefunction $\Phi$,

$$\langle \Phi | \Phi \rangle = |a_0|^2 + |a_1|^2 + 2S \Re \left( a_0^* a_1 \frac{p_1}{p_0} \right) \equiv 1 \quad (65)$$

shows that the definition of state populations in this basis is ambiguous. We therefore expand the total wavefunction $\Phi$ in terms of an orthonormal set of auxiliary wavefunctions, $\phi'_0$ and $\phi'_1$:

$$\Phi = d_0 \phi'_0 + d_1 \phi'_1 = b_0 \phi_0 + b_1 \phi_1 \quad (66)$$
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where
\[ \langle \phi'_i | \phi'_j \rangle = \delta_{ij} \]  
(67)
and
\[ b_j = a_j p_j \]  
(68)
Since \( \Phi \) is normalised, the squares of our new expansion coefficients add up to unity and thus have the meaning of state populations in the orthogonal basis:
\[ |d_0|^2 + |d_1|^2 = 1 \]  
(69)
The orthonormal wavefunctions \( \phi'_0 \) and \( \phi'_1 \) can be expressed in terms of \( \phi_0 \) and \( \phi_1 \) as
\[ \phi'_0 = c_{00} \phi_0 + c_{10} \phi_1 \]  
(70)
\[ \phi'_1 = c_{01} \phi_0 + c_{11} \phi_1 \]  
(71)
\( c_0 = \left( \begin{array}{c} c_{00} \\ c_{10} \end{array} \right) \) and \( c_1 = \left( \begin{array}{c} c_{01} \\ c_{11} \end{array} \right) \) being solutions of the eigenvalue problem
\[ H \mathbf{C} = \mathbf{S} \mathbf{C} \mathbf{E} \]  
(72)
Using the Hamiltonian matrix elements of eqns (58) and (59) and the overlap matrix of eq (56), one obtains the eigenvalues
\[ \epsilon_0 = E_0 \]  
(73)
and
\[ \epsilon_1 = \frac{E_1 - S^2 E_0}{1 - S^2} \quad (> E_1, \text{if} \ E_0 < E_1) \]  
(74)
The corresponding eigenvectors are
\[ \mathbf{c}_0 = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \]  
(75)
and
\[ \mathbf{c}_1 = \left( \begin{array}{c} -S \\ 1 \end{array} \right) \]  
(76)
leading to the orthonormal wavefunctions
\[ \phi'_0 = \phi_0 \]  
(77)
\[ \phi'_1 = \frac{1}{\sqrt{1 - S^2}} [-S \phi_0 + \phi_1] \]  
(78)
Inserting (77) and (78) into (66) we determine the expansion coefficients to be
\[ d_0 = b_0 + b_1 S \]  
(79)
\[ d_1 = b_1 \sqrt{1 - S^2} \]  
(80)
The state occupation numbers are thus
\[ |d_0|^2 = |b_0|^2 + S^2 |b_1|^2 + 2S \Re(b_0^* b_1) \]  
(81)
\[ |d_1|^2 = (1 - S^2)|b_1|^2 \]  
(82)

or alternatively

\[ |d_0|^2 = |a_0|^2 + S^2|a_1|^2 + 2S \Re \left( a_0^* a_1 \frac{p_1}{p_0} \right) \]  
(83)

\[ |d_1|^2 = (1 - S^2)|a_1|^2 . \]  
(84)

We are now in a position to apply Tully’s fewest switches criterion \((49)\) using the coefficients \(d_i\) to construct the density matrix \((41)\).

### 4.3.3 Example: Photoisomerisation of Formaldimine

Figure 8 shows a schematic view of the photoreaction pathways of formaldimine. The reactant, \(R\), is excited vertically from the ground state minimum into the \(S_1\) state to form \(R^*\). Subsequently, the system moves along the reaction coordinate, which predominantly involves an out-of-plane twist of the NH bond, into a conical intersection located at

![Figure 8: Schematic view of the photoreaction pathways of formaldimine.](image)

\(S_0\) and \(S_1\) energy curves are plotted against the reaction coordinate whose main contributor is the NH twist angle. The reactant \(R\) is vertically excited from the ground state into the \(S_1\) state to form \(R^*\). The system then falls into a conical intersection where relaxation to the ground state occurs. The reaction can proceed to either of the equivalent isomers, \(R\) and \(P\). Formation of the photoproduct \(P\) corresponds to photoisomerisation.
orthogonal twist geometry. In this region of strong nonadiabatic coupling a transition to the ground state occurs leading either to the photoisomerisation product, P, or back to the reactant R.

We have picked 10 starting configurations at random from a ground state MD run at 300 K. For each of the two possible outcomes, i.e. R → P and R → R, a typical trajectory is analysed in figs 9 and 10. The top panel of fig. 9 shows the evolution of the $S_0$ and $S_1$ energies as a function of simulation time for a trajectory leading to the photoproduct P. After vertical excitation of the molecule at $t = 0$, the system is seen to quickly move down into the $S_1$ potential well dramatically reducing the energy gap to the ground state. As illustrated by the middle panel of fig. 9, the main contribution to the $S_1$ energy reduction is due to NH twist angle changing from near planarity ($0^\circ$) to orthogonality ($90^\circ$). Near the minimum of the $S_1$ energy curve, where the nonadiabatic coupling is strongest, a nonadiabatic transition to the $S_0$ state occurs leading to rapid widening of the energy gap accompanied by a change in the twist angle from around $90^\circ$ to near $180^\circ$. It is unclear
what the role of the HNC angle is for this specific trajectory. From static calculations we know that small HNC angles energetically favour the \( S_1 \) state over the \( S_0 \) state at orthogonal twist geometry,\(^{50,53} \) the surface crossing being located at an HNC angle of roughly 106.5°. This observation is nicely confirmed by the fact that the energy gap in fig. 9 is minimal at simulation times when the molecule has approximately that geometry. As one would expect these locations also coincide with the peaks in the adiabatic state population curves, \(|d_i(t)|^2\), shown in the bottom panel of fig. 9. After the surface switch has occurred the state occupations may be regarded as constant if one averages over high frequency oscillations. On the other hand, this noise can cause classically forbidden transitions resulting in discrepancy between the actual state distribution of trajectories and the semiclassical populations, \(|d_i(t)|^2\).

In the case of the \( \text{R} \rightarrow \text{R} \) event examined in fig 10, the situation is very similar with the exception of the fact that the nonadiabatic surface hop occurs one HNC vibrational period later. Furthermore, the NH twist angle relaxes back to near 0° after initial
orthogonalisation signifying an unsuccessful photoisomerisation attempt. It seems to be a common feature of all trajectories that after a surface hop has taken place, the state population, \( |\psi_1(t)|^2 \), of the \( \psi_1 \) state continues to fall sharply excluding the possibility of a transition back into the upper state according to eqn (43). By the time the \( \psi_1 \) occupation begins to increase again, the energy gap has grown significantly making a transition extremely unlikely before the systems leaves the classically accessible region.

It is possible, in principle, to determine the quantum yield of photoisomerisation by averaging over an ensemble of surface hopping trajectories. Since this would be beyond the scope of this article, we can only state here our non-converged result of 70%.
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This article gives an introduction to the multilevel blocking (MLB) approach to both the fermion and the dynamical sign problem in path-integral Monte Carlo simulations. MLB is able to substantially relieve the sign problem in many situations. Besides an exposition of the method, its accuracy and several potential pitfalls are discussed, providing guidelines for the proper choice of certain MLB parameters. Simulation results are shown for strongly interacting electrons in a 2D parabolic quantum dot, the real-time dynamics of several simple model systems, and the dissipative two-state dynamics (spin-boson problem).

1 Introduction: The Sign Problem

Quantum Monte Carlo (QMC) techniques are among the most powerful and versatile methods for the computer simulation of a large variety of interesting quantum systems encountered in physics, chemistry or biology. In particular, QMC is capable of delivering numerically exact results. Despite the great potential of this method, there are several restrictions and handicaps inherent to all QMC techniques, the perhaps most pressing one being due to the sign problem. There are various sign problems, namely the fermionic sign problem encountered in equilibrium (imaginary-time) simulations of strongly correlated many-fermion systems, and the dynamical sign problem in real-time (dynamical) simulations, which already shows up for a single particle. Unfortunately, apart from variational or approximate treatments (such as the fixed-node approximation), a completely general and totally satisfactory solution to the sign problem in QMC simulations is still lacking. Nevertheless, over the past few years considerable and substantial progress has been achieved along several different lines without introducing approximations into the QMC scheme, see, for instance, Refs. 3–5.

In these notes focus is put on one specific class of QMC methods called Path-integral Monte Carlo (PIMC). PIMC is based on a discretized path-integral representation of the quantities of interest. The sign problem then arises when different paths that contribute to averages carry different sign (or complex-valued phase). For instance, for the fermionic sign problem, as a consequence of exchange, one typically has to deal with determinants, so that non-positive-definite fermionic density matrix elements arise. The sign cancellations arising from sampling fermion paths then manifest themselves as a signal-to-noise ratio, $\eta \sim \exp(-N \beta E_0)$, that vanishes exponentially with both particle number $N$ and inverse temperature $\beta = 1/k_B T$; here $E_0$ is a system-dependent energy scale. The small signal surviving the interference of many fermion paths is then inevitably lost in
the large background noise of the stochastic simulation. Similarly, when studying the real-time dynamics of even a single particle, the quantum-mechanical time evolution operator \( \exp(-iHt/\hbar) \) attaches a complex-valued phase to each quantum path, which in turn gives rise to the dynamical sign problem. Again the signal-to-noise ratio will vanish exponentially, \( \eta \sim \exp(-t^*/\tau_0) \), where \( t^* \) is the maximum real time under study and \( \tau_0 \) a system- and implementation-specific characteristic time scale. The exponential scaling is typical for the “naive” approach, where one simply uses the absolute value of the complex-valued weight function for the MC sampling, and includes the phase information in the accumulation.

In Ref. 3 a general scheme for tackling the sign problem in PIMC simulations was proposed. The method has been applied to interacting electrons in a quantum dot 6 and to the real-time dynamics of simple few-degrees-of-freedom systems. 7 The generalization of the algorithm to the case of effective actions – which are long-ranged along the Trotter or real-time direction – along with the application to the dissipative two-state (spin-boson) dynamics has been given in Refs. 8, 9 This multilevel blocking (MLB) approach represents the systematic implementation of a simple blocking strategy. The blocking strategy states that by sampling groups of paths (“blocks”) at the same time, the sign problem can always be reduced compared to sampling single paths as would be done normally; for a proof, see Sec. 2.1 below. By suitably bunching paths together into sufficiently small blocks, the sign cancellations among paths within the same block can be accounted for without the sign problem, simply because there is no sign problem for a sufficiently small system. The MLB approach is based on a recursive implementation of this idea, i.e. after building “elementary” blocks, new blocks are formed out of these, and the process is then iterated. This leads to a powerful implementation of the blocking strategy. This algorithm is able to turn the exponential severity of the sign problem into an “only” algebraic one. This is still difficult enough but in practice implies that significantly larger systems (lower temperature, longer real time) can be studied by MLB-PIMC than under the naive PIMC approach. Nevertheless, it should be stressed that MLB is definitely not a black-box scheme. There are several potential pitfalls related to incorrect or inadequate choices of certain MLB parameters, and one needs to be quite careful in applying this technique. 10 Given some experience, however, it represents a powerful handle to relieve the sign problem, with potential for additional improvement.

The plan for the remainder of these notes is as follows. In Sec. 2 the MLB approach is discussed in detail, first in an intuitive way in Sec. 2.1, and subsequently on a more formal or technical level in Sec. 2.2 for fermions. The modifications for real-time simulations are summarized in Sec. 2.3. This is then followed by a discussion of the performance and the accuracy of this algorithm in Sec. 2.4. In Sec. 2.5, the generalization to effective-action problems is outlined. To demonstrate the power of this approach, MLB results are presented in Sec. 3. As an example for the fermionic sign problem, low-temperature simulation results for strongly correlated electrons in a 2D quantum dot are shown in Sec. 3.1. The remainder of that section is then concerned with the dynamical sign problem. After presenting results for several simple model systems in Sec. 3.2, the dynamics of the dissipative two-state system is discussed in Sec. 3.3. Finally, some conclusions can be found in Sec. 4.
2 Multilevel Blocking (MLB) Approach

Before diving into the details of the MLB approach, the underlying idea (“blocking strategy”) will be explained, focusing for simplicity on fermionic imaginary-time simulations. For those interested in working with this method, technical details and practical guidelines are provided in Secs. 2.2 to 2.4. In the last part the generalization of MLB to PIMC simulations of the effective-action type is described.

2.1 Blocking Strategy

Let us consider a many-fermion system whose state is described by a set of quantum numbers \( \{ \bar{r} \} \) denoting, e.g. the positions and spins of all particles. These quantum numbers can correspond to electrons living on a lattice or in continuous space. For notational simplicity, we focus on calculating the equilibrium expectation value of a diagonal operator or correlation function (this can be easily generalized),

\[
\langle A \rangle = \frac{\sum_{\{ \bar{r} \}} A(\{ \bar{r} \}) \rho(\{ \bar{r} \})}{\sum_{\{ \bar{r} \}} \rho(\{ \bar{r} \})},
\]

(1)

where \( \sum_{\{ \bar{r} \}} \) represents either a summation for the case of a discrete system or an integration for a continuous system, and \( \rho(\{ \bar{r}, \bar{r}' \}) \) denotes the (reduced) density matrix of the system. In PIMC applications, imaginary time is discretized into \( P \) slices of length \( \epsilon = \beta / P \). Inserting complete sets at each slice \( m = 1, \ldots, P \), and denoting the corresponding configuration on slice \( m \) by \( \bar{r}_m \), the diagonal elements of the density matrix at \( \bar{r} = \bar{r}_j \) entering Eq. (1) are:

\[
\rho(\{ \bar{r}_1 \}, \{ \bar{r}_j \}) = \sum_{\{ \bar{r}_1 \}, \ldots, \bar{r}_{j-1}} \prod_{m=1}^{P} \langle \bar{r}_{m+1} | e^{-\epsilon \mathcal{H}} | \bar{r}_m \rangle.
\]

(2)

Of course, periodic boundary conditions have to be enforced here, \( \bar{r}_{P+1} = \bar{r}_1 \). To proceed, one then has to construct accurate analytical approximations for the short-time propagator. This formulation of the problem excludes effective actions such as those arising from an integration over the fermions using the Hubbard-Stratonovich transformation, \(^2\) since that generally leads to long-ranged imaginary-time interactions. The MLB approach suitable for such a situation\(^8\) is described below in Sec. 2.5.

Since we are dealing with a many-fermion system, the short-time propagators need to be antisymmetrized, leading to the appearance of determinants causing the sign problem. Strictly speaking, the antisymmetrization has to be done only on one time slice, but the intrinsic sign problem is much better behaved if one antisymmetrizes on all time slices. Choosing the absolute value of the product of the short-time propagators in Eq. (2) as the positive definite MC weight function \( P[X] \), one has to keep the sign \( \Phi[X] \) associated with a particular discretized path \( X = (\{ \bar{r}_1 \}, \ldots, \{ \bar{r}_j \}) \) during the accumulation procedure,

\[
\langle A \rangle = \frac{\sum_{X} P[X] \Phi[X] A[X]}{\sum_{X} P[X] \Phi[X]}.
\]

(3)

Assuming that there are no further exclusivity problems in the numerator so that \( A[X] \) is well-behaved, one can then analyze the sign problem in terms of the variance of the
denominator,

\[ \sigma^2 \approx \frac{1}{N_s} \left( \langle \Phi^2 \rangle - \langle \Phi \rangle^2 \right), \tag{4} \]

where \( N_s \) is the number of MC samples taken and stochastic averages are calculated with \( P \) as the weight function. For the fermion sign problem, where \( \Phi = \pm 1 \) and hence \( \langle \Phi^2 \rangle = 1 \), the variance of the signal is controlled by the size of \(|\langle \Phi \rangle|\).

Remarkably, one can achieve considerable progress by blocking paths together. Instead of sampling single paths along the MC trajectory, one can consider sampling sets of paths called blocks. Under such a blocking operation, the stochastic estimate for \( A \) takes the form

\[
\langle A \rangle = \frac{\sum_B \left( \sum_{X \in B} P[X] \Phi[X] A[X] \right)}{\sum_B \left( \sum_{X \in B} P[X] \Phi[X] \right)}, \tag{5}
\]

where one first sums over the configurations belonging to a block \( B \) in a way that is not affected by the sign problem, and then stochastically sums over the blocks. The summation within a block must therefore be done non-stochastically, or alternatively the block size must be chosen sufficiently small. Of course, there is considerable freedom in how to choose this blocking.

Let us analyze the variance \( \sigma'^2 \) of the denominator of Eq. (5). First define new sampling functions in terms of the blocks which are then sampled stochastically,

\[
P'[B] = \left| \sum_{X \in B} P[X] \Phi[X] \right|, \quad \Phi'[B] = \text{sign} \left( \sum_{X \in B} P[X] \Phi[X] \right). \tag{6}
\]

Rewriting the average sign in the new representation, i.e. using \( P'[B] \) as the weight, then inserting the definition of \( P' \) and \( \Phi' \) in the numerator,

\[
\langle \Phi'[B] \rangle = \frac{\sum_B P'[B] \Phi'[B]}{\sum_B P'[B]} = \frac{\sum_X P[X] \Phi[X]}{\sum_B P'[B]},
\]

and comparing to the average sign in the standard representation using \( P[X] \) as the weight, one finds

\[
\left| \frac{\langle \Phi' \rangle}{\langle \Phi \rangle} \right| = \frac{\sum_X P[X]}{\sum_B P'[B]}.
\]

By virtue of the Schwarz inequality,

\[
\sum_B P'[B] = \sum_B \left| \sum_{X \in B} P[X] \Phi[X] \right| \leq \sum_B \left( \sum_{X \in B} P[X] \right) = \sum_X P[X],
\]

it follows that for any kind of blocking, the average sign improves, \( |\langle \Phi' \rangle| \geq |\langle \Phi \rangle| \). Furthermore, since \( \langle \Phi'^2 \rangle = \langle \Phi^2 \rangle = 1 \), Eq. (4) implies that

\[
\sigma'^2 \leq \sigma^2, \tag{7}
\]

and hence the signal-to-noise ratio is always improved upon blocking configurations together. Clearly, the worst blocking one could possibly choose would be to group the configurations into two separate blocks, one collecting all paths with positive sign and the other with negative sign. In this case, blocking yields no improvement whatsoever, and the
“≤” becomes “=” in Eq. (7). It is apparent from Eq. (7) that the blocking strategy provides a systematic handle to reduce the sign problem. In our realization of the blocking strategy, a block is defined by all paths that differ only at one time slice, i.e. only \( r_m \) is updated with all other \( r_{m \neq m} \) being frozen.

A direct implementation of the blocking strategy does indeed improve the sign problem but will not remove its exponential severity. The reason is simply that for a sufficiently large system, there will be too many blocks, and once the signals coming from these blocks are allowed to interfere, one again runs into the sign problem, albeit with a smaller scale \( E_0 \) entering the signal-to-noise ratio. The resolution to this problem comes from the multilevel blocking (MLB) approach\(^3\) where one applies the blocking strategy in a recursive manner to the blocks again. In a sense, new blocks containing a sufficiently small number of elementary ones are formed, and this process is repeated until only one block is left. Each step of this hierarchy is called level in what follows. Blocks are then defined living on these levels, and after taking care of the sign cancellations within all blocks on a given (fine) level, the resulting sign information is transferred to the next (coarser) level. On each step, the blocking strategy ensures that no sign problem occurs provided one has chosen sufficiently small block sizes. By doing this recursively, the sign problem on all the coarser levels can be handled in the same manner. It is then possible to proceed without numerical instabilities from the bottom up to the top level. The cancellations arising at the top level will create a sign problem again, which is however strongly reduced. As is argued below, the resulting sign problem is characterized by an only algebraic severity.

In many ways, the MLB idea is related to the renormalization group approach. But instead of integrating out information on fine levels, sign cancellations are “synthesized” within a given level and subsequently their effects are transferred to coarser levels. While the renormalization group filters out information judged “relevant” and then ignores the “irrelevant” part, no such approximation is introduced here. Therefore our approach is actually closer in spirit to the multi-grid algorithm.\(^{11}\) The technical implementation of MLB is discussed next following Ref.\(^3\).

### 2.2 Systematic Implementation: MLB

To keep notation simple, the slice index \( m \) is used as a shorthand notation for the quantum numbers \( r_m \). From Eq. (2) the level-0 bonds, which are simply the short-time propagators, then follow in the form:

\[
(m, m + 1)_0 = \langle r_{m+1} | e^{-\epsilon H} | r_m \rangle.
\]

Next the different levels \( 0 \leq \ell \leq L \), where \( L \) defines the Trotter number \( P = 2^L \), have to be specified. Each slice \( m \) belongs to a unique level \( \ell \), such that \( m = (2j + 1)2^\ell \) and \( j \) is a nonnegative integer. For instance, the slices \( m = 1, 3, 5, \cdots \) \( P = 1 \) belong to \( \ell = 0 \), \( m = 2, 6, 10, \cdots \) \( P = 2 \) belong to \( \ell = 1 \), etc., such that there are \( N_\ell = 2^{L-\ell-1} \) (but \( N_L = 1 \)) different slices on level \( \ell \), see Fig. 1. An elementary blocking is achieved by grouping together configurations that differ only at slice \( m \), so only \( r_m \) varies in that block while all \( r_{m' \neq m} \) remain fixed. Sampling on level \( \ell \) therefore extends over configurations \( \{ r_m \} \) living on the \( N_\ell \) different slices. In the MLB scheme, one moves recursively from the finest (\( \ell = 0 \)) up to the coarsest level (\( \ell = L \)), and the measurement of the diagonal operator is done only at the top level using the configuration \( r_P \).
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Figure 1. Levels for $L = 2$ ($P = 4$). Imaginary time flows along the circle (solid curve), and the slices $m = 1, 2, 3, 4$ are distributed among the three levels: The finest level $\ell = 0$ contains $m = 1, 3$, level $\ell = 1$ contains $m = 2$, and $\ell = 2$ contains $m = 4$. Level-$\ell$ bonds are indicated by dashed and dotted lines.

A MC sweep starts by changing only configurations associated with the slices on level $\ell = 0$ according to the standard weight

$$\mathcal{P}_0 = |\langle 1,2 \rangle_0 \langle 2,3 \rangle_0 \cdots \langle P,1 \rangle_0|,$$

generating a MC trajectory containing $K$ samples for each slice on level $\ell = 0$. These $\mathcal{N}_0 K$ samples are stored and they are used to generate additional coarser interactions among the higher-level slices,

$$\langle m, m + 2 \rangle_1 = \langle \text{sgn}[(m, m + 1)_0 (m + 1, m + 2)_0] \rangle_{\mathcal{N} [m+1]}$$

$$= K^{-1} \sum_{m+1} \text{sgn}[(m, m + 1)_0 (m + 1, m + 2)_0],$$

where the summation $\sum_{m+1}$ extends over the $K$ samples available for slice $m$. As will be discussed later on, the important MLB parameter $K$ - subsequently called sample number - should be chosen as large as possible to ensure that the second equality in Eq. (10) is justified. The level-$l$ bonds (10) contain precious and crucial information about the sign
cancellations that occurred on the previous level $\ell = 0$. Using these bonds, the density matrix (2) is rewritten as

$$\rho(P, P) = \sum_{1, 2, \ldots, P-1} [(1, 2)_0 (2, 3)_0 \cdots (P, 1)_0 (2, 4)_1 \cdots (P - 2, P)_1 (P, 2)_1] .$$  \hspace{1cm} (11)

Comparing this to Eq. (2), the entire sign problem has been transferred to the next coarser level by using the level-1 bonds.

In the next step, the sampling is carried out on level $\ell = 1$ in order to generate the next-level bonds, i.e. only slices $m = 2, 6, \ldots, P - 2$ are updated, using the weight $P_0 P_1$ with

$$P_1 = [(2, 4)_1 (4, 6)_1 \cdots (P, 2)_1].$$  \hspace{1cm} (12)

Moving the level-1 configurations modifies the level-0 bonds, which in turn requires that the level-1 bonds be updated. A direct re-calculation of these bonds according to Eq. (10) would be too costly. Instead, the stored configurations on level $\ell = 0$ are used to perform an importance sampling of the new level-1 bonds. Under the test move $m \rightarrow m'$, i.e. $r_m \rightarrow r_m'$, on level $\ell = 1$, the bond (10) can be obtained from

$$(m', m + 2)_1 = \frac{\sum_{m+1} (m', m+1)_1 (m+1, m+2)_1}{\sum_{m+1} (m', m+1)_1 (m+1, m+2)_1} ,$$  \hspace{1cm} (13)

where $\sum_{m+1}$ runs over the previously stored MC configurations $r_{m+1}$. Note that for small values of $K$, Eq. (13) is only approximative, and thus a sufficiently large value of $K$ should be chosen. With the aid of Eq. (13), the updated level-1 bonds follow with only moderate computational effort. Generating a sequence of $K$ samples for each slice on level $\ell = 1$ and storing them, level-2 bonds can be calculated in analogy to Eq. (10),

$$(m, m + 4)_2 = \langle \text{sgn} [(m, m + 2)_1 (m + 2, m + 4)_1] \rangle_{P_1 P_2} .$$  \hspace{1cm} (14)

Finally, the process is iterated up to the top level $\ell = L$ using the obvious recursive generalization of Eqs. (10) and (14) to define level-$\ell$ bonds.

Thereby the diagonal elements of the density matrix are obtained as

$$\rho(P, P) = \sum_{1, 2, \ldots, P-1} [(1, 2)_0 (2, 3)_0 \cdots (P, 1)_0 (2, 4)_1 \cdots (P - 2, P)_1 (P, 2)_1]$$

$$\cdots [(P/2, P)_{L-1} (P, P)_{L-1}] ((P, P)_L] .$$  \hspace{1cm} (15)

By virtue of this algorithm, the sign problem is transferred step by step up to the coarsest level. The expectation value (1) can thus be computed from

$$\langle A \rangle = \frac{\langle A(P) \text{sgn}(P, P)_L \rangle_{P}}{\langle \text{sgn}(P, P)_L \rangle_{P}} .$$  \hspace{1cm} (16)

The manifestly positive definite MC weight $P$ used for the averaging in Eq. (16) can be read off from Eq. (15),

$$P = [(1, 2)_0 (2, 3)_0 \cdots (P, 1)_0 (2, 4)_1 \cdots (P - 2, P)_1 (P, 2)_1]$$

$$\cdots [(P/2, P)_{L-1} (P, P/2)_{L-1}] [(P, P)_L] .$$  \hspace{1cm} (17)

The denominator in Eq. (16) gives the average sign and indicates to what extent the sign problem has been solved. For proper choice of MLB parameters, in particular the sample...
number $K$, this method can solve the sign problem. The price to pay for the stability of the algorithm is the increased memory requirement $\sim K^2$ associated with having to store the sampled configurations.

2.3 Real-Time Simulations

The same method, described so far for fermions, can be applied with minor modifications to a computation of real-time correlation functions or occupation probabilities. For concreteness, let us focus on an equilibrium time-correlation function,

$$\langle A(0) B(t) \rangle = \frac{\text{Tr} \left\{ e^{-(\beta / h) H / h} A e^{iH H / h} B \right\}}{\text{Tr} \left\{ e^{-(\beta / h) H / h} e^{iH H / h} \right\}}.$$ (18)

Similarly other dynamical properties like the thermally symmetrized correlation function,12

$$C_s(t) = Z^{-1} \text{Tr} \left\{ e^{-(\beta / 2 + i t) H / h} A e^{-(\beta / 2 - i t) H / h} B \right\},$$ (19)

with $Z$ being the partition function, can be computed. In terms of path integrals, the traces in (18) involve two quantum paths, one propagated backward in time for the duration $-t$ and the other propagated in complex time for the duration $t - i\beta h$. Discretizing each of the two paths into $P$ slices, the entire cyclic path has a total of $2P$ slices. A slice on the first half of them has length $-t/P$ and on the second half $(t - i\beta h)/P$. Denoting the quantum numbers (e.g. spin or position variables) at slice $j$ by $r_j$, the correlation function (18) reads

$$\frac{\int dr_1 \cdots dr_{2P} B(r_{2P}) A(r_P) \prod_{j=1}^{2P} (r_j, r_{j+1})_0}{\int dr_1 \cdots dr_{2P} \prod_{j=1}^{2P} (r_j, r_{j+1})_0},$$ (20)

where the level-0 bond $(r_j, r_{j+1})_0$ is again the short-time propagator between slices $j$ and $j + 1$, and $r_{2P+1} = r_1$. First assign all slices along the discretized path to different levels $\ell = 0, \ldots, L$, where $P = 2^L$, in close analogy to the treatment for fermions, see Fig. 1. Each slice $j = 1, \ldots, 2P$ belongs to a unique level $\ell$, such that $j = (2k + 1)2^\ell$ and $k$ is a nonnegative integer. For instance, slices $j = 1, 3, 5, \ldots$ belong to level $\ell = 0$, slices $j = 2, 6, 10, \ldots$ to $\ell = 1$, etc. The MLB algorithm starts by sampling only configurations which are allowed to vary on slices associated with the finest level $\ell = 0$, using the weight $P_0 = \{(r_1, r_2) \cdots (r_{2P}, r_1)_0\}$. The short-time level-0 bonds are then employed to synthesize longer-time level-1 bonds that connect the even-$j$ slices. Subsequently the level-1 bonds are used to synthesize level-2 bonds, and so on. In this way the MLB algorithm moves recursively from the finest level ($\ell = 0$) up to increasingly coarser levels until $\ell = L$, where the measurement is done using $r_{2P}$ and $r_P$.

Generating a MC trajectory containing $K$ samples for each slice on level $\ell = 0$ and storing these samples, the level-1 bonds (10) can be computed, where the “sgn” has to be replaced by the complex-valued phase $\Phi[z] = e^{i\arg(z)}$. Their benefit becomes clear when rewriting the integrand of the denominator in (20) as

$$P_0 \times (r_2, r_4) \cdots (r_{2P-2}, r_{2P}) (r_{2P}, r_2)_1.$$

Comparing this to (20), the entire sign problem has been transferred to the next coarser level. In the next step, the sampling is carried out on level $\ell = 1$ in order to compute the
next-level bonds, using the weight $P_0 P_1$ with $P_1 = [\langle r_2, r_4 \rangle_1 \ldots \langle r_2, r_2 \rangle_1]$. Generating a sequence of $K$ samples for each slice on level $\ell = 1$, and storing these samples, level-2 bonds can be calculated,

$$\langle r_j, r_{j+4} \rangle_2 = \langle \Phi[\langle r_j, r_{j+2} \rangle_1 \langle r_{j+2}, r_{j+4} \rangle_1] \rangle_{r_0} P_1.$$  

This process is then iterated up to the top level. Finally, the correlation function (18) can be computed from

$$\frac{\langle B(r_{2P}) A(r_P) \Phi[(r_F, r_{2P})_L (r_{2P}, r_P)_L] \rangle_P}{\langle \Phi[(r_F, r_{2P})_L (r_{2P}, r_P)_L] \rangle_P}, \quad (21)$$

with the positive definite MC weight $P = P_0 P_1 \ldots P_L$. The denominator in Eq. (21) gives the average phase and indicates to what extent the sign problem has been solved. With a suitable choice of MLB parameters, the average phase remains close to unity even for long times.

### 2.4 Accuracy and Pitfalls

Next questions concerning the exactness and performance of the MLB approach are addressed, in particular the dependence on the sample number $K$. Clearly, $K$ needs to be sufficiently large to produce a reliable estimate for the level-$\ell$ bonds. If these bonds could be calculated exactly – corresponding to the limit $K \to \infty$ –, the manipulations leading to Eq. (15) yield the exact result. Hence for large enough $K$, the MLB algorithm must become exact and completely solve the sign problem. Since the level-$\ell$ bonds can however only be computed for finite $K$, the weight function $P$ amounts to using a noisy estimator, which in turn can introduce bias into the algorithm. In principle, this problem could be avoided by using a linear acceptance criterion instead of the algorithmically simpler Metropolis choice which was employed in the applications reported here. But even with the Metropolis choice, the bias can be made arbitrarily small by increasing $K$. Therefore, with sufficient computer memory, the MLB approach can be made to give numerically exact results. One might then worry about the actual value of $K > K^*$ required to obtain stable and exact results. If the critical value $K^*$ were to scale exponentially with $\beta$ and/or system size, the sign problem would be present in disguise again.

Although a rigorous non-exponential bound on $K^*$ has not yet been established, our experience with the MLB algorithm indicates that this scaling is at worst algebraic. This is corroborated by a recent careful study of this issue. Therefore the exponential severity of the sign problem is replaced by an algebraic one under MLB. A heuristic argument supporting this statement goes as follows. If one needs $K$ samples for each slice on a given level in order to have satisfactory statistics despite of the sign problem, the total number of paths needed in the naive approach depends exponentially on $P$, namely $\sim K^P$. This is precisely the well-known exponential severity of the sign problem under the naive approach. However, with MLB the work on the last level, which is the only one affected by a sign problem provided $K$ was chosen sufficiently large, scales only $\sim K^L$. Note that it does not scale $\sim K$ because one must update the level-$\ell$ bonds on all $L$ finer levels as well. So in MLB, the work needed to sample the $K^P$ paths with satisfactory statistical accuracy grows $\sim K^{\log_2 P} = P^{\log_2 K}$, i.e. algebraically with $P$. An important point to mention at this point concerns the high-temperature (or short-time) limit, where the direct PIMC
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Table 1. MLB results for \( N = 8 \) and \( \lambda = 2 \) (see Sec. 3.1). \( N_s \) is the number of samples (in \( 10^4 \)), \( t_{CPU} \) the total CPU time (in hours), MB the required memory (in mega-bytes), and \( \langle sgn \rangle \) the average sign. Bracketed numbers are error estimates.

<table>
<thead>
<tr>
<th>( K )</th>
<th>( N_s )</th>
<th>( t_{CPU} )</th>
<th>MB</th>
<th>( \langle sgn \rangle )</th>
<th>( E_N/h\omega_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120</td>
<td>95</td>
<td>2</td>
<td>0.02</td>
<td>48.6(3)</td>
</tr>
<tr>
<td>100</td>
<td>7</td>
<td>33</td>
<td>14</td>
<td>0.48</td>
<td>48.43(8)</td>
</tr>
<tr>
<td>200</td>
<td>9</td>
<td>83</td>
<td>30</td>
<td>0.63</td>
<td>48.55(7)</td>
</tr>
<tr>
<td>400</td>
<td>8</td>
<td>174</td>
<td>64</td>
<td>0.73</td>
<td>48.53(9)</td>
</tr>
<tr>
<td>600</td>
<td>10</td>
<td>308</td>
<td>96</td>
<td>0.77</td>
<td>48.54(8)</td>
</tr>
<tr>
<td>800</td>
<td>9</td>
<td>429</td>
<td>150</td>
<td>0.81</td>
<td>48.59(8)</td>
</tr>
</tbody>
</table>

simulation does not face a significant sign problem. In this case, however, the above-mentioned bias problematics of the MLB-PIMC is quite serious and can give erroneous results. Fortunately, since that regime is of little interest to MLB, this is not a serious restriction. A more detailed discussion of this point can be found in Ref.\(^{10}\)

To elucidate how the MLB algorithm works in practice, in Table 1 simulation results for \( N = 8 \) electrons in a quantum dot at various values of \( K \) are listed. For details, see Sec. 3.1. Compared to the naive approach where \( K = 1 \), using a moderate \( K = 200 \) already increases the average sign from 0.02 to 0.63, making it possible to obtain more accurate results from much fewer samples. The data in Table 1 also confirms that the bias can be systematically eliminated by increasing \( K \), so that the energy found at \( K \geq 200 \) essentially represents the exact result (within error bars). The value \( K^* \approx 200 \) is quite typical for many applications. For a simple model system, a value \( K^* \approx 50 \) was found in Ref.\(^{10}\) Table 1 also shows that the CPU time per sample scales linearly with \( K \), whereas memory requirements grow \( \sim K^2 \).

### 2.5 Effective Actions

So far the MLB algorithm was only discussed for the case of nearest-neighbor interactions along the Trotter/time direction. This situation is encountered under a direct Trotter-Suzuki breakup of the short-time propagator. In many cases, however, one has to deal with effective actions that may include long-ranged interactions along the (complex) time direction. Such effective actions arise from degrees of freedoms having been traced out, e.g. a harmonic heat bath,\(^\text{14}\) or through a Hubbard-Stratonovich transformation in auxiliary-field MC simulations of lattice fermions.\(^\text{1}\) Remarkably, because such effective actions capture much of the physics such as symmetries or the dissipative influence of traced-out degrees of freedom, the corresponding path integral very often exhibits a significantly reduced intrinsic sign problem compared to the original (time-local) formulation. To be specific, let us focus on the dynamical sign problem arising in real-time PIMC computations here. The modifications required to implement the method for fermion simulations are then straightforward.

Let us consider a discretized path integral along a slightly different but fully equivalent contour in the complex-time plane compared to Sec. 2.3, namely a forward branch from \( t = 0 \) to \( t = t^* \), where \( t^* \) is the maximum time studied in the simulation, followed by a branch going back to the origin, and then by an imaginary-time branch from \( t = 0 \)
to \( t = -i\hbar \beta \). Here a “factorized” initial preparation is studied, where the relevant degrees of freedom, \( r(t) \), are held fixed for \( t < 0 \).\(^{14}\) That implies that the imaginary-time dynamics must be frozen at the corresponding value, and one only needs to sample on the two real-time branches. Note that such a nonequilibrium calculation cannot proceed by first doing an imaginary-time QMC simulation followed by a generally troublesome analytic continuation of the numerical data.\(^1\) Using time slices of length \( t^* / P \), forward \([r(t_m)]\) and backward \([r'(t_m)]\) path configurations at time \( t_m = mt^*/P \) are combined into the configuration \( s_{m} \), where \( m = 1, \ldots, P \). The configuration at \( t = 0 \) is held fixed, and for \( t = t^* \) one must be in a diagonal state, \( r(t^*) = r'(t^*) \). For an efficient application of the current method, it is essential to combine several neighboring slices \( m \) into new blocks.

For instance, think of \( m = 1, \ldots, 5 \) as a new “slice” \( \ell = 1, m = 6, \ldots, 10 \) as another slice \( \ell = 2 \), and so on. Combining \( q \) elementary slices into a block \( s_\ell \), instead of the original \( P \) slices one has \( L = P/q \) blocks, where \( L \) is the number of MLB levels. Instead of the “circular” structure of the time contour inherent in the trace operation, it is actually more helpful to view the problem as a linear chain, where the MLB scheme proceeds from left to right. In actual applications, there is considerable freedom in how these blocks are defined, e.g. if there is hardly any intrinsic sign problem, or if there are only few variables in \( r \), one may choose larger values of \( q \). Additional flexibility can be gained by choosing different \( q \) for different blocks.

Say one is interested in sampling the configurations \( s_L \) on the top level \( \ell = L \) according to the appropriate matrix elements of the (reduced) density matrix,

\[
\rho(s_L) = Z^{-1} \sum_{s_1, \ldots, s_{L-1}} \exp\{-S[s_1, \ldots, s_L]\}, \tag{22}
\]

where \( S \) is the effective action under study and \( Z \) is a normalization constant so that \( \sum_s \rho(s_L) = 1 \). Due to the time-non-locality of this action, there will be interactions among all blocks \( s_\ell \). The sum in Eq. (22) denotes either an integration over continuous degrees of freedom or a discrete sum. In the case of interest here, the effective action is complex-valued and \( e^{-S}/|e^{-S}| \) represents an oscillatory phase factor \( \Phi \). The “naive approach” to the sign problem is to sample configurations using the positive definite weight function \( \mathcal{P} \sim |\exp\{-S\}| \), and to include the oscillatory phase in the accumulation procedure. Below it is assumed that one can decompose the effective action according to

\[
S[s_1, \ldots, s_L] = \sum_{\ell=1}^L W_\ell[s_\ell, \ldots, s_L]. \tag{23}
\]

All dependence on a configuration \( s_\ell \) is then contained in the “partial actions” \( W_\lambda \) with \( \lambda \leq \ell \). One could, of course, put all \( W_{\ell+1} = 0 \), but the approach becomes more powerful if a nontrivial decomposition is possible.

Let us now describe the algorithm in some detail, employing a somewhat different but equivalent notation than before. This may be helpful to some readers in order to better understand the MLB algorithm, see also Ref.\(^{10}\) for a formulation of Sec. 2.2 in this notation. The MC sampling starts on the finest level \( \ell = 1 \), where only the configuration \( s_{1} \) containing the elementary slices \( m = 1, \ldots, q \) will be updated with all \( s_{\ell>1} \) remaining fixed at their initial values \( s^0_\ell \). Using the weight function

\[
\mathcal{P}_0[s_1] = |\exp\{-W_1[s_1, s^0_2, \ldots, s^0_L]\}|,
\]
generate $K$ samples $s_i^{(i)}$, where $i = 1, \ldots, K$, and store them for later use. As usual, the sample number $K$ should be chosen large enough. For $K = 1$, the algorithm will simply reproduce the naive approach. The stored samples are now employed to generate information about the sign cancellations. All knowledge about the interference that occurred at this level is encapsulated in the quantity

$$B_1 = \left\langle \frac{\exp \{-W_1(s_1, \ldots, s_L)\}}{\exp \{-W_1(s_1, s_2^0, \ldots, s_L^0)\}\mathcal{P}_0(s_1)} \right\rangle \mathcal{P}_0(s_1)$$

$$= C_0^{-1} \sum_{s_1} \exp \{-W_1(s_1, \ldots, s_L)\}$$

$$= K^{-1} \sum_{i=1}^K \frac{\exp \{-W_1(s_i^{(i)}, s_2, \ldots, s_L)\}}{\exp \{-W_1(s_i^{(i)}, s_2^0, \ldots, s_L^0)\}} = B_1[s_2, \ldots, s_L],$$

which are analogously called level-1 bonds, with the normalization constant $C_0 = \sum_{s_1} \mathcal{P}_0(s_1)$. Combining the second expression in Eq. (24) with Eq. (22), the density matrix reads

$$\rho(s_L) = Z^{-1} \sum_{s_2, \ldots, s_{L-1}} \exp \left\{ -\sum_{\ell>1} W_\ell \right\} C_0 B_1 = Z^{-1} \sum_{s_1, \ldots, s_{L-1}} \mathcal{P}_0 B_1 \prod_{\ell>1} e^{-W_\ell}.$$ 

When comparing Eq. (25) with Eq. (22), the sign problem has now been transferred to levels $\ell > 1$, since oscillatory phase factors only arise when sampling on these higher levels. Note that $B_1 = B_1[s_2, \ldots, s_L]$ introduces couplings among all levels $\ell > 1$, in addition to the ones already contained in the effective action $S$.

Next proceed to the next level $\ell = 2$ and, according to Eq. (25), update configurations for $m = q + 1, \ldots, 2q$ using the weight

$$\mathcal{P}_1[s_2] = \left| B_1[s_2, s_3^0, \ldots, s_L^0] \exp \{-W_2[s_2, s_3^0, \ldots, s_L^0]\} \right|.$$ 

Under the move $s_2 \rightarrow s_2'$, one should then resample and update the level-1 bonds, $B_1 \rightarrow B_1'$. Exploiting the fact that the stored $K$ samples $s_i^{(i)}$ are correctly distributed for the original configuration $s_2^0$, the updated bond can be computed according to

$$B_1' = K^{-1} \sum_{i=1}^K \frac{\exp \{-W_1(s_i^{(i)}, s_2', \ldots, s_L)\}}{\exp \{-W_1(s_i^{(i)}, s_2^0, \ldots, s_L^0)\}}.$$ 

Again, to obtain an accurate estimate for $B_1'$, the number $K$ should be sufficiently large. In the end, sampling under the weight $\mathcal{P}_1$ implies that the probability for accepting the move $s_2 \rightarrow s_2'$ under the Metropolis algorithm is

$$p = \frac{\sum_i \exp \{-W_1(s_i^{(i)}, s_2', s_3^0, \ldots)\} \exp \{-W_2[s_2', s_3^0, \ldots]\}}{\sum_i \exp \{-W_1(s_i^{(i)}, s_2, s_3^0, \ldots)\} \exp \{-W_2[s_2, s_3^0, \ldots]\}}.$$

Using this method, one generates $K$ samples $s_2^{(i)}$, stores them, and computes the level-2
bonds,
\[
B_2 = \frac{\langle B_1[s_2, s_3, \ldots] \exp\{-W_2[s_2, s_3, \ldots]\} \rangle}{\langle B_1[s_2, s_3, \ldots] \exp\{-W_2[s_2, s_3, \ldots]\}\rangle_p[s_2]}
\]
\[
= C_1^{-1} \sum_{s_2} B_1[s_2, \ldots] \exp\{-W_2[s_2, \ldots]\}
\]
\[
= K^{-1} \sum_{i=1}^{K} B_1[s_2^{(i)}, s_3, \ldots] \exp\{-W_2[s_2^{(i)}, s_3, \ldots]\} = B_2[s_3, \ldots, s_L],
\]
with \(C_1 = \sum_{s_2} p_1[s_2].\) Following above strategy, one then rewrites the reduced density matrix by combining Eq. (25) and the second expression in Eq. (29),
\[
\rho(s_L) = Z^{-1} \sum_{s_2, \ldots, s_{\ell-1}} \exp\{-W_{\ell}[s_\ell, s_{\ell+1}, \ldots]\} C_0 C_1 B_2 = Z^{-1} \sum_{s_1, \ldots, s_{\ell-1}} P_0 P_1 B_2 \prod_{\ell>2} e^{-W_{\ell}}.
\]
Clearly, the sign problem has been transferred one block further to the right along the chain. Note that the normalization constants \(C_0, C_1, \ldots\) depend only on the initial configuration \(s_0\) so that their precise values need not be known. This procedure is then iterated in a recursive manner. Sampling on level \(\ell\) using the weight function
\[
P_{\ell-1}[s_\ell] = |B_{\ell-1}[s_\ell, s_{\ell+1}, \ldots]| \exp\{-W_{\ell}[s_\ell, s_{\ell+1}, \ldots]\}
\]
requires the recursive update of all bonds \(B_\lambda\) with \(\lambda < \ell\). Starting with \(B_1 \rightarrow B_1^\prime\) and putting \(B_0 = 1\), this recursive update is done according to
\[
B_\lambda^\prime = K^{-1} \sum_{i=1}^{K} B_{\lambda-1}^\prime[s_\lambda^{(i)}, s_{\lambda+1}, \ldots] \exp\{-W_{\lambda}^\prime[s_\lambda^{(i)}, s_{\lambda+1}, \ldots]\},
\]
where the primed bonds or partial actions depend on \(s_\ell^\prime\) and the unprimed ones on \(s_0\).
Iterating this to get the updated bonds \(B_{\ell-2}\) for all \(s_{\ell-1}^{(i)}\), the test move \(s_\ell \rightarrow s_\ell^\prime\) is then accepted or rejected according to the probability
\[
p = \frac{|B_{\ell-1}[s_\ell^\prime, s_{\ell+1}, \ldots]| \exp\{-W_{\ell}[s_\ell^\prime, s_{\ell+1}, \ldots]\}}{|B_{\ell-1}[s_\ell, s_{\ell+1}, \ldots]| \exp\{-W_{\ell}[s_\ell, s_{\ell+1}, \ldots]\}].
\]
On this level, one again generates \(K\) samples \(s_\ell^{(i)}\), stores them and computes the level-\(\ell\) bonds according to
\[
B_{\ell}[s_{\ell+1}, \ldots] = K^{-1} \sum_{i=1}^{K} B_{\ell-1}[s_\ell^{(i)}, s_{\ell+1}, \ldots] \exp\{-W_{\ell}[s_\ell^{(i)}, s_{\ell+1}, \ldots]\}.
\]
This process is iterated up to the top level, where the observables of interest may be computed. Since the sampling of \(B_1\) requires the resampling of all lower-level bonds, the memory and CPU requirements of the algorithm laid out here are quite large. For \(\lambda < \ell - 1\), one needs to update \(B_\lambda \rightarrow B_\lambda^\prime\) for all \(s_{\ell-1}^{(i)}\) with \(\lambda < \ell' < \ell\), which implies a tremendous amount of computer memory and CPU time, scaling approximately \(\sim K^2\) at the top level. Fortunately, an enormous simplification can often be achieved by exploiting the fact that the interactions among distant slices are usually weaker than between near-by slices. For
instance, when updating level $\ell = 3$, the correlations with the configurations $s_{1}^{(i)}$ may be very weak, and instead of summing over all $K$ samples $s_{1}^{(i)}$ in the update of the bonds $B_{\lambda<\ell}$, one may select only a small subset. When invoking this argument, one should be careful to also check that the additional interactions coming from the level-$\lambda$ bonds with $\lambda < \ell$ are sufficiently short-ranged. From the definition of these bonds, this is to be expected though.

3 Applications

In this section, several different applications of the MLB approach will be presented. The first will focus on the equilibrium behavior of interacting electrons in a parabolic quantum dot, a situation characterized by a fermionic sign problem. The two other subsections then deal with the dynamical sign problem.

3.1 Quantum Dots

Quantum dots are solid-state artificial atoms with tunable properties. Confining a small number of electrons $N$ in a 2D electron gas in semiconductor heterostructures, novel effects due to the interplay between confinement and the Coulomb interaction have been observed experimentally.\textsuperscript{15-17} For small $N$, comparison of experiments to the generalized Kohn theorem indicates that the confinement potential is parabolic and hence quite shallow compared to conventional atoms. Employing the standard electron gas parameter $r_s$ to quantify the correlation strength, only for small $r_s$, a Fermi-liquid picture is applicable. In the low-density (strong-interaction) limit of large $N$, classical considerations suggest a Wigner crystal-like phase with electrons spatially arranged in shells. We call this a Wigner molecule due to its finite extent. Of particular interest is the crossover regime between these two limits, where both single-particle and classical descriptions break down, and basically no other sufficiently accurate method besides QMC is available. Exact diagonalization is limited to very small $N$ since one otherwise introduces a huge error due to the truncation of the Hilbert space. Hartree-Fock (and related) calculations become unreliable for large $r_s$ and incorrectly favor spin-polarized states. Furthermore, density functional calculations can introduce uncontrolled approximations. Regarding QMC, to avoid the sign problem, the fixed-node approximation has been employed by Bolton\textsuperscript{18} and later by others.\textsuperscript{19} For $N > 5$, typical fixed-node errors in the total energy are found to be of the order of 10%.\textsuperscript{3} It is then clear that one should resort to exact methods, especially when looking at spin-dependent quantities, where often extremely small spin splittings are found. After our original studies,\textsuperscript{3,6} other studies using the naive PIMC approach were published.\textsuperscript{20,21} These studies are however concerned with the deep Wigner regime $r_s \gtrsim 20$,\textsuperscript{21} which is essentially a classical regime without sign problem not further discussed here, or employ a special virial estimator\textsuperscript{20} that unfortunately appears to be incorrect except for fully spin-polarized states.\textsuperscript{22} A clean 2D parabolic quantum dot in zero magnetic field is described by

$$
H = \sum_{j=1}^{N} \left( \frac{\vec{p}_j^2}{2m^*} + \frac{m^* \omega_0^2}{2} \vec{r}_j^2 \right) + \sum_{i<j=1}^{N} \frac{e^2}{\epsilon(r_i - r_j)}.
$$

(34)
The electron positions (momenta) are given by \( \vec{x}_j \) (\( \vec{p}_j \)), their effective mass is \( m^* \), and the dielectric constant is \( \kappa \). The MLB calculations are carried out at fixed \( N \) and fixed \( z \)-component of the total spin, \( S = (N_\uparrow - N_\downarrow)/2 \). As a check, the exact solution for \( N = 2 \) has been reproduced.

Here results for the energy, \( E = \langle H \rangle \) (since \( H \) is a non-diagonal operator, two Trotter slices are kept at the top level), and the spin sensitivity \( \xi_N(r_s) \) will be discussed. The latter quantity is useful to study the crossover from weak to strong correlations,

\[
\xi_N(r_s) \propto \sum_{S,S'} \int_0^\infty dy \, y \left| g_S(y) - g_{S'}(y) \right|,
\]

where the prefactor is chosen to give \( \xi_N = 1 \) for \( r_s = 0 \). This definition makes use of the spin-dependent two-particle correlation function

\[
g_S(\vec{x}) = \frac{2\pi l_0^2}{N(N-1)} \left( \sum_{i \neq j=1}^N \delta(\vec{x} - \vec{x}_i + \vec{x}_j) \right),
\]

which is isotropic. With \( y = r/l_0 \) prefactors are chosen such that \( \int_0^\infty dy \, y \, g_S(\vec{x}) = 1 \).

The confinement length scale \( l_0 = \sqrt{\hbar/m^* \omega_0} \) allows the interaction strength to be parametrized by the dimensionless parameter \( \lambda = l_0/a = e^2/\kappa \omega_0 l_0 \), where \( a \) is the effective Bohr radius of the artificial atom. For any given \( N \) and \( \lambda \), the density parameter \( r_s = r^*/a \) with nearest-neighbor distance \( r^* \) follows by identifying \( r^* \) with the first maximum in \( \sum_S g_S(r) \). The correlation function (36) is a very sensitive measure of Fermi statistics, in particular revealing the spin-dependent correlation hole. Because interactions tend to wash out the Fermi surface, the spin sensitivity (35) is largest for a Fermi gas, \( r_s = 0 \). Since for \( r_s \to \infty \), one approaches the totally classical limit, where \( g_S(r) \) is completely spin-independent, \( \xi_N(r_s) \) decays from unity at \( r_s = 0 \) down to zero as \( r_s \to \infty \). The functional dependence of this decay provides insight about the crossover phenomenon under study.

By computing charge densities, the PIMC simulations can directly reveal shell formation in real space.\(^6\) Such a spatial structure is clear evidence for near-classical Wigner molecule behavior. The classical shell filling sequence is as follows. For \( N < 6 \), the electrons arrange on a ring, but the sixth electron then goes into the center. Furthermore, electrons 7 and 8 enter the outer ring again. These predictions are in accordance with our PIMC data. Clear indications of a spatial shell structure at \( N \geq 6 \) can be observed already for \( \lambda \approx 4 \), albeit quantum fluctuations tend to wash them out somewhat. For \( \lambda \gtrsim 4 \), charge densities are basically insensitive to \( S \). This is characteristic for a classical Wigner crystal, where the Pauli principle and spin-dependent properties are of little importance. Numerical results for the spin density in this regime simply follow the corresponding charge density according to \( n_z(r) \approx (S/N) \rho(r) \). A significant \( S \)-dependence of charge and spin densities is observed only for weak correlations. Figure 2 reveals that \( \xi_N(r_s) \) is remarkably universal, i.e. it depends only very weakly on \( N \). Its decay defines a crossover scale \( r_c \), where an exponential fit for small \( r_s \) yields \( r_s \approx 4 \). For \( r_s > 4 \), the data can be well fitted by \( \xi(r_s) \approx \exp(-\sqrt{r_s/r_c}) \), where \( r_c \approx 1.2 \). Remarkably, this is precisely the behavior expected from a semiclassical WKB estimate for a Wigner molecule.\(^8\) The crossover value \( r_c \approx 4 \) is also consistent with the onset of spatial shell structures in the density, and with the spin-dependent ground state energies expected for a Wigner molecule. Therefore the
crossover from weak to strong correlations is characterized by the surprisingly small value \( r_c \approx 4 \), instead of \( r_c \approx 37 \) found for the bulk 2D electron gas.\(^{23}\) This enormous stabilization of the Wigner molecule can be ascribed to the effects of the confinement potential. In the thermodynamic limit, \( \omega_0 \to 0 \) with \( r_s \) fixed, plasmons govern the low-energy physics, and hence the bulk value \( r_c \approx 37 \) becomes relevant for very large \( N \). For GaAs based quantum dots, one can estimate\(^6\) that for \( N \lesssim 10^4 \), the value \( r_c \approx 4 \) is the relevant one. Remarkably, recent experiments on vertical quantum dots\(^{16}\) have found evidence for an even smaller crossover scale \( r_c \approx 1.8 \). The experimental study was carried out in a magnetic field, and the dot contained several impurities. Since both effects tend to stabilize a Wigner crystallized phase, our prediction and the experimental observation appear to be consistent.

MLB results for the energy at different parameter sets \( \{N, S, \lambda\} \) are listed in Table 2. For given \( N \) and \( \lambda \), if the ground state is (partially) spin-polarized with spin \( S \), the simulations should yield the same energies for all \( S' < S \). Within the accuracy of the calculation, this consistency check is indeed fulfilled. For strong correlations, \( r_s > r_c \), the spin-dependent energy levels differ substantially from a single-particle orbital picture. In particular, the ground-state spin \( S \) can change and the relative energy of higher-spin states becomes much smaller than \( \hbar \omega_0 \). For \( N = 3 \) electrons, as \( r_s \) is increased, a transition occurs from \( S = 1/2 \) to \( S = 3/2 \) at an interaction strength \( \lambda \approx 5 \) corresponding to \( r_s \approx 8 \).

Figure 2. Numerical results for \( \xi_N(r_s) \) at \( k_B T/\hbar \omega_0 = 0.1 \). Statistical errors are of the order of the symbol size. The dotted curve, given by \( \exp(-r_s/r_c) \) with \( r_c = 4 \), is a guide to the eye only. The inset shows the same data on a semi-logarithmic scale as a function of \( \sqrt{r_s} \). The dashed line is the WKB estimate (see text).
Table 2. MLB data for the energy for various \( \{N, S, \lambda\} \) parameter sets at \( k_B T / \hbar \omega_0 = 0.1 \). Bracketed numbers denote statistical errors.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( S )</th>
<th>( \lambda )</th>
<th>( E / \hbar \omega_0 )</th>
<th>( N )</th>
<th>( S )</th>
<th>( \lambda )</th>
<th>( E / \hbar \omega_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3/2</td>
<td>2</td>
<td>8.37(1)</td>
<td>5</td>
<td>5/2</td>
<td>8</td>
<td>42.86(4)</td>
</tr>
<tr>
<td>3</td>
<td>1/2</td>
<td>2</td>
<td>8.16(3)</td>
<td>5</td>
<td>3/2</td>
<td>8</td>
<td>42.82(2)</td>
</tr>
<tr>
<td>3</td>
<td>3/2</td>
<td>4</td>
<td>11.05(1)</td>
<td>5</td>
<td>1/2</td>
<td>8</td>
<td>42.77(4)</td>
</tr>
<tr>
<td>3</td>
<td>1/2</td>
<td>4</td>
<td>11.05(2)</td>
<td>5</td>
<td>5/2</td>
<td>10</td>
<td>48.79(2)</td>
</tr>
<tr>
<td>3</td>
<td>3/2</td>
<td>6</td>
<td>13.43(1)</td>
<td>5</td>
<td>3/2</td>
<td>10</td>
<td>48.78(3)</td>
</tr>
<tr>
<td>3</td>
<td>3/2</td>
<td>8</td>
<td>15.59(1)</td>
<td>5</td>
<td>1/2</td>
<td>10</td>
<td>48.76(2)</td>
</tr>
<tr>
<td>3</td>
<td>3/2</td>
<td>10</td>
<td>17.60(1)</td>
<td>6</td>
<td>3</td>
<td>8</td>
<td>60.42(2)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>14.30(5)</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>60.37(2)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>13.78(6)</td>
<td>7</td>
<td>7/2</td>
<td>8</td>
<td>80.59(4)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>4</td>
<td>19.42(1)</td>
<td>7</td>
<td>5/2</td>
<td>8</td>
<td>80.45(4)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>19.15(4)</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>48.3(2)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>6</td>
<td>23.790(12)</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>47.4(3)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>23.62(2)</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>46.9(3)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>8</td>
<td>27.823(11)</td>
<td>8</td>
<td>1</td>
<td>2</td>
<td>46.5(2)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>8</td>
<td>27.72(1)</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>69.2(1)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>10</td>
<td>31.538(12)</td>
<td>8</td>
<td>3</td>
<td>4</td>
<td>68.5(2)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>10</td>
<td>31.48(2)</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>68.3(2)</td>
</tr>
<tr>
<td>5</td>
<td>5/2</td>
<td>2</td>
<td>21.29(6)</td>
<td>8</td>
<td>4</td>
<td>6</td>
<td>86.92(6)</td>
</tr>
<tr>
<td>5</td>
<td>3/2</td>
<td>2</td>
<td>20.71(8)</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>86.82(5)</td>
</tr>
<tr>
<td>5</td>
<td>1/2</td>
<td>2</td>
<td>20.30(8)</td>
<td>8</td>
<td>2</td>
<td>6</td>
<td>86.74(4)</td>
</tr>
<tr>
<td>5</td>
<td>5/2</td>
<td>4</td>
<td>29.22(7)</td>
<td>8</td>
<td>4</td>
<td>8</td>
<td>103.26(5)</td>
</tr>
<tr>
<td>5</td>
<td>3/2</td>
<td>4</td>
<td>29.15(6)</td>
<td>8</td>
<td>3</td>
<td>8</td>
<td>103.19(4)</td>
</tr>
<tr>
<td>5</td>
<td>1/2</td>
<td>4</td>
<td>29.09(6)</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>103.08(4)</td>
</tr>
<tr>
<td>5</td>
<td>5/2</td>
<td>6</td>
<td>36.44(3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3/2</td>
<td>6</td>
<td>36.35(4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1/2</td>
<td>6</td>
<td>36.26(4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For \( N = 4 \), a Hund’s rule case with a small-\( r_s \) ground state characterized by \( S = 1 \) is encountered. From our data, this standard Hund’s rule covers the full range of \( r_s \). A similar situation arises for \( N = 5 \), where the ground state is characterized by \( S = 1/2 \) for all \( r_s \). Turning to \( N = 6 \), while one has filled orbitals and hence a zero-spin ground state for weak correlations, for \( \lambda = 8 \) a \( S = 1 \) ground state is found. A similar transition from a \( S = 1/2 \) state for weak correlations to a partially spin-polarized \( S = 5/2 \) state is found for \( N = 7 \). Finally, for \( N = 8 \), as expected from Hund’s rule, a \( S = 1 \) ground state is observed for small \( r_s \). However, for \( \lambda \geq 4 \), corresponding to \( r_s \geq 10 \), the ground state spin changes to \( S = 2 \), implying a different “strong-coupling” Hund’s rule.

Let us finally address the issue of magic numbers. For small \( r_s \), the simple picture of filling up single-particle orbitals predicts that certain \( N \) are exceptionally stable. Results for the energy per electron, \( E_N / N \), in the spin-polarized state \( S = N/2 \), are shown in Figure 3. Notably, there are no obvious cusps or breaks in the \( N \)-dependence of the energy. The \( \lambda = 2 \) data in Fig. 3 suggest that an explanation of the experimentally observed magic numbers\(^{17}\) has to involve spin and/or magnetic field effects, since the single-particle picture breaks down so quickly. Remarkably, there are no pronounced cusps in \( E_N / N \) for strong correlations \( (\lambda = 8) \). Therefore magic numbers seem to play only a minor role in the Wigner molecule phase.
3.2 Real-Time Simulations: Simple Model Systems

In each of the following examples, a time-correlation function was computed directly in real time for a simple model system, with increasing level of complexity. The average phase is larger than 0.6 for the presented data sets.

3.2.1 Harmonic Oscillator

For $H = p^2/2m + m\omega^2 x^2/2$, the real and imaginary parts of $\langle x(0)x(t) \rangle$ oscillate in time due to vibrational coherence. In dimensionless units $m = \omega = 1$, the oscillation period is $2\pi$. Figure 4(a) shows MLB results for $C(t) = \text{Re} \langle x(0)x(t) \rangle$. With $P = 32$ for the maximum time $t = 26$, $K = 200$ samples were used for sampling the coarser bonds. Within error bars, the data coincide with the exact result and the algorithm produces stable results free of the sign problem. Without MLB, the signal-to-noise ratio was practically zero for $t > 2$.

3.2.2 Two-Level System

For a symmetric two-state system, $H = -\frac{1}{2} \Delta \sigma_z$, the dynamics is controlled by tunneling. The spin correlation function $\langle \sigma_z(0)\sigma_z(t) \rangle$ exhibits oscillations indicative of quantum coherence. Figure 4(b) shows MLB results for $C(t) = \text{Re} \langle \sigma_z(0)\sigma_z(t) \rangle$. Putting $\Delta = 1$, the
tunneling oscillations have a period of $2\pi$. With $P = 64$ for the maximum time $t = 64$, only $K = 100$ samples were used for sampling the coarser bonds. The data agree well with the exact result. Again the simulation is stable and free of the sign problem. Without MLB, the simulation failed for $t > 4$.

### 3.2.3 Double-Well Potential

Next, let us examine a double-well system with the quartic potential $V(x) = -x^2 + \frac{1}{4}x^4$. At low temperatures, interwell transfer occurs through tunneling motions on top of intrawell vibrations. These two effects combine to produce nontrivial structures in the position correlation function. At high temperatures, interwell transfer can also occur by classical barrier crossings. Figure 4(c) shows MLB results for $C(t) = \Re \langle x(0) x(t) \rangle$. The slow oscillation corresponds to interwell tunneling, with a period of approximately 16. The higher-frequency motions are characteristic of intrawell oscillations. In this simulation, $K = 300$ samples were used. The data reproduce the exact result well, capturing all the fine features of the oscillations. Again the calculation is stable and free of the sign problem, whereas a direct simulation failed for $t > 3$.

### 3.2.4 Multidimensional Tunneling System

As a final example, consider a problem with three degrees of freedom, in which a particle in a double-well potential is bilinearly coupled to two harmonic oscillators. The quartic potential in the last example is used for the double-well, and the harmonic potential in the first example is used for both oscillators. The coupling constant between each oscillator and the tunneling particle is $\alpha = 1/2$ in dimensionless units. For this example, the correlation function $C(t)$ in Eq. (19) has been computed for the position operator of the tunneling particle. Direct application of MC sampling to $C(t)$ has generally been found unstable for $t > \beta \hbar/2$. In contrast, employing only moderate values of $K = 400$ to 900 allow to go up to $t = 10\beta \hbar$. Figure 4(d) shows MLB results for $C(t) = \Re C(t)$. For the coupled system, the position correlations have lost the coherent oscillations and instead decay monotonically with time. Coupling to the medium clearly damps the coherence and tends to localize the tunneling particle.

### 3.3 Spin-Boson Dynamics

Finally, to demonstrate the performance of the MLB approach for effective-action-type problems, the real-time dynamics of the celebrated spin-boson model is discussed. This model has a number of important applications, e.g. the Kondo problem, interstitial tunneling in solids, quantum computing and electron transfer reactions, to mention only a few. The bare two-level system (TLS) has a tunneling matrix element $\Delta$ and the asymmetry (bias) $\epsilon$ between the two localized energy levels ($\sigma_z$ and $\sigma_z$ are
Pauli matrices). Dissipation is introduced via a linear heat bath, i.e. an arbitrary collection of harmonic oscillators \( \{ x_\alpha \} \) bilinearly coupled to \( \sigma_z \). Concerning the TLS dynamics, all information about the coupling to the bath is contained in the spectral density.
Table 3. MLB performance for $\alpha = 1/2, \omega_c/\Delta = 6, \Delta t^* = 10, P = 40$, and several $L$. $q_L$ denotes the number of slices for $t = 1, \ldots, L$.

<table>
<thead>
<tr>
<th>$K$</th>
<th>$L$</th>
<th>$q_L$</th>
<th>$(\text{sgn})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>40</td>
<td>0.03</td>
</tr>
<tr>
<td>200</td>
<td>2</td>
<td>30 - 10</td>
<td>0.14</td>
</tr>
<tr>
<td>800</td>
<td>2</td>
<td>30 - 10</td>
<td>0.20</td>
</tr>
<tr>
<td>200</td>
<td>3</td>
<td>22 - 12 - 6</td>
<td>0.39</td>
</tr>
<tr>
<td>600</td>
<td>3</td>
<td>22 - 12 - 6</td>
<td>0.45</td>
</tr>
</tbody>
</table>

$J(\omega) = (\pi/2) \sum_\alpha (\sigma_\alpha^2/m_\alpha \omega_\alpha) \delta(\omega - \omega_\alpha)$, which has a quasi-continuous form in typical condensed-phase applications and dictates the form of the (twice-integrated) bath correlation function

$$Q(t) = \int_0^\infty \frac{d\omega}{\pi \hbar} \frac{J(\omega) \cosh[\omega \hbar \beta/2] - \cosh[\omega (\hbar \beta/2 - it)]}{\sinh[\omega \hbar \beta/2]}.$$  

(38)

For the calculations here, an ohmic spectral density $J(\omega) = 2\pi \hbar \omega \exp(-\omega/\omega_c)$ has been assumed, for which $Q(t)$ can be found in closed form.\textsuperscript{14} Here $\omega_c$ is a cutoff frequency, and the damping strength is measured by the dimensionless Kondo parameter $\alpha$. In the scaling limit $\Delta \ll \omega_c$ with $\alpha < 1$, all dependence on $\omega_c$ enters via a renormalized tunnel splitting\textsuperscript{14}

$$\Delta_{\text{eff}} = [\cos(\pi \alpha) \Gamma(1 - 2\alpha)]^{1/2} (1 - \alpha)/(\Delta/\omega_c)^{\alpha/(1 - \alpha)} \Delta,$$  

(39)

and powerful analytical and alternative numerical methods are readily available.\textsuperscript{14} However, there are important applications (e.g. electron transfer reactions) that require to study the spin-boson problem away from the scaling limit. Here one generally has to resort to numerical methods. Basically all other available computational techniques can only deal with equilibrium quantities, or explicitly introduce approximations; for an overview and references, see Ref.\textsuperscript{14} The MLB approach is computationally more expensive than other methods but at the same time unique in yielding numerically exact results for the nonequilibrium spin-boson dynamics for arbitrary system parameters $\Delta, \epsilon, J(\omega)$ and $\beta = 1/k_B T$.

Below only results for the occupation probability $P(t) = \langle \sigma_z(t) \rangle$ under the nonequilibrium initial preparation $\sigma_z(t < 0) = +1$ are presented. $P(t)$ gives the time-dependent difference of the quantum-mechanical occupation probabilities of the left and right states, with the particle initially confined to the left state. To obtain $P(t)$ numerically, in a discretized path-integral representation one traces out the bath to get a long-ranged effective action, the influence functional.\textsuperscript{14} In discretized form the TLS path is represented by spins $\sigma_i, \sigma_i' = \pm 1$ on the forward- and backward-paths, respectively. The total action $S$ consists of three terms. First, there is the “free” action $S_0$ determined by the bare TLS propagator $U_0$,

$$\exp(-S_0) = \prod_{i=0}^{P-1} U_0(\sigma_{i+1}, \sigma_i; t*/P) U_0(\sigma'_{i+1}, \sigma'_i; -t*/P),$$  

(40)

where $t^*$ is the maximum time and $P$ the Trotter number. Next there is the influence
functional, \( S_t = S_t^{(1)} + S_t^{(2)} \), which contains the long-ranged interaction among the spins,

\[
S_t^{(1)} = \sum_{j \geq m} (\sigma_j - \sigma_j') \left\{ L_{j-m} (\sigma_m - \sigma_m') + iL_{j-m}'' (\sigma_m + \sigma_m') \right\} ,
\]

where \( L_j = L_j' + iL_j'' \) is given by

\[
L_j = [Q((j+1)t^*/P) + Q((j-1)t^*/P) - 2Q(jt^*/P)]/4
\]

for \( j > 0 \), and \( L_0 = Q(t^*/P)/4 \). In the scaling regime at \( T = 0 \), this effective action produces interactions \( \propto \alpha/t^2 \) between the spins ("inverse-square Ising model"). The contribution

\[
S_t^{(2)} = i(t^*/P) \sum_m \gamma(mt^*/P)(\sigma_m - \sigma_m')
\]

describes the interactions with the imaginary-time branch where \( \sigma_z = +1 \), with the damping kernel

\[
\gamma(t) = \frac{2}{\pi \hbar} \int_0^\infty d\omega \frac{J(\omega)}{\omega} \cos(\omega t).
\]

The most difficult case for PIMC corresponds to an unbiased two-state system at zero temperature, \( \epsilon = T = 0 \). To check the code, the case \( \alpha = 1/2 \) was studied in some detail, where the exact solution\(^{14}\) is very simple, \( P(t) = \exp(-\Delta_{\text{eff}} t) \). This exact solution only holds in the scaling limit, which is already reached for \( \omega_c/\Delta = 6 \) where the MLB-PIMC simulations yield precisely this result. Typical MLB parameters and the respective average sign are listed in Table 3. The first line in Table 3 corresponds to the naive approach. It is then clear that the average sign and hence the signal-to-noise ratio can be dramatically improved thus allowing for a study of long timescales \( t^* \). For a fixed number of levels \( L \), the average sign grows by increasing the parameter \( K \). Alternatively, for fixed \( K \), the average sign increases with \( L \). Evidently, the latter procedure is more efficient in curing the sign problem, but at the same time computationally expensive. In practice, it is then necessary to find a suitable compromise.

Figure 5 shows scaling curves for \( P(t) \) at \( \alpha = 1/4 \) for \( \omega_c/\Delta = 6 \) and \( \omega_c/\Delta = 1 \). The first value for \( \omega_c/\Delta \) is within the scaling regime. This is confirmed by a comparison to the noninteracting blip approximation (NIBA),\(^{14}\) which is known to be very accurate for \( \alpha < 1 \) in the scaling limit. However, for \( \omega_c/\Delta = 1 \), scaling concepts and also NIBA are expected to fail dramatically. This is seen in the simulations. MLB results show that away from the scaling limit, quantum coherence is able to persist for much longer, and both frequency and decay rate of the oscillations differ significantly from the predictions of NIBA. In electron transfer reactions in the adiabatic-to-nonadiabatic crossover regime, such coherence effects can then strongly influence the low-temperature dynamics. One obvious and important consequence of these coherence effects is the breakdown of a rate description, implying that theories based on an imaginary-time formalism might not be appropriate in this regime. A detailed analysis of this crossover regime using MLB is currently in progress.\(^5\)
4 Concluding Remarks

These notes summarize our previous activities using the multilevel blocking approach to the sign problem in path-integral Monte Carlo simulations. The approach holds substantial promise towards relieving (and eventually overcoming) the sign problem, but clearly there is still much room for improvement. The applications presented here demonstrate unambiguously that there are general and powerful handles to relieve the sign problem, even though a problem characterized by an intrinsic sign problem is still much harder than one without. We hope that especially young researchers will be attracted to work on this subject themselves.
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This lecture gives an introduction to data correlations and error estimation in Monte Carlo simulations. The basic concepts are illustrated for studies of second-order phase transitions in classical spin systems such as the Ising model and for models exhibiting first-order phase transitions such as the $q$-state Potts model.

1 **Introduction**

The statistical mechanics of complex systems poses many hard problems which are often difficult to solve by analytical approaches. Numerical simulation techniques will therefore be indispensable tools on our way to a better understanding of such systems. Applications range from physics and chemistry to biological systems and even sociology and economy. Examples include (spin) glasses, disordered magnets, or biologically motivated studies of protein folding, to mention only a few important problems in classical physics. The broad class of quantum statistical problems in condensed matter and elementary particles physics as well as non-perturbative approaches to quantum gravity are further important examples.

Depending on the specific physical problem and the objectives at hand, the simulational approach is either based on molecular dynamics (MD) or Monte Carlo (MC) methods. Sometimes even a combination of both methods is used. For the purpose of this lecture I will focus in the following mainly on the MC approach. Thanks to advances in computer technology and significant algorithmic refinements in the past few years, MC studies have reached in many applications an accuracy that allows “quasi-exact” predictions. Since a MC simulation is a stochastic method, it is thus very important to supplement the data with carefully determined, reliable statistical error estimates. But also in other areas, where it is sometimes only feasible to obtain a first qualitative overview of the system behaviour from simulation studies, it is necessary to gain at least a rough idea of the data correlations involved and the order of magnitude of the statistical errors.

The required tools for the data analysis described below are designed for the general case and are perfectly suited for applications to very complex systems. Still, they can be illustrated and tested for very simple examples. In this lecture I will, therefore, mainly concentrate on Ising and Potts models, and sometimes even use synthetically generated stochastic data.

The rest of the paper is organized as follows. In the next section I first recall the definition of the example models and a few standard observables. Then some properties of phase transitions and related aspects of Monte Carlo simulations are briefly summarized. Here emphasis will be placed on those points which are necessary for an understanding of the tools of statistical data analysis which are described in Sec. 3 and illustrated with worked
out examples in Secs. 4 and 5. Section 6 is devoted to error propagation in multicanonical simulations. In Sec. 7, I conclude with a brief summary and a few general comments.

2 Model Systems and Phase Transitions

2.1 Models and Observables

When developing and testing advanced analysis tools for stochastically generated data it is not only convenient to work with very simple models but, in fact, even advantageous since usually at least a few exact analytical results are available for comparison. On the other hand, one should always be prepared that a really complex system may add further complications which are not present in the simple test cases. I nevertheless will follow the “bottom-up” approach, but at several places point out potential difficulties when more complex systems are considered.

The paradigm for a well-controlled second-order phase transition is the well-known Ising model\(^3\) whose partition function is defined as

\[
Z_I(\beta) = \sum_{\{\sigma\}} \exp(-\beta H_I) , \quad H_I = -\sum_{\langle ij \rangle} \sigma_i \sigma_j , \quad \sigma_i = \pm 1 ,
\]

where \(\beta = J/k_B T\) is the inverse temperature in natural units, the spins \(\sigma_i\) live on the sites \(i\) of a D-dimensional cubic lattice of volume \(V = L^D\), and the symbol \(\langle ij \rangle\) indicates that the lattice sum runs over all 2D nearest-neighbour pairs. We always assume periodic boundary conditions. In two dimensions (2D) and zero field this model has been solved exactly, even on finite lattices. For the three-dimensional (3D) model no exact solution is available, but there is an enormous amount of very precise data from MC simulations, high-temperature series expansions and, as far as critical exponents are concerned, also from field theoretical methods. The computer code for MC simulations of this model is easy to program and can be found, for instance, on the accompanying diskette to the article in Ref. 4, where Metropolis, heat-bath, Wolff single-cluster and Swendsen-Wang multiple-cluster update routines are described and implemented. In addition also programs for reweighting analyses and the exact solution of the 2D Ising model are provided in this reference.

Standard observables are the internal energy per site, \(e = E/V\), with \(E = -d\ln Z_I/d\beta \equiv \langle H_I \rangle\), the specific heat,

\[
C/k_B = \frac{de}{d(k_B T)} = \beta^2 \left( \langle H_I^2 \rangle - \langle H_I \rangle^2 \right) / V .
\]

the magnetization

\[
m = M/V = \langle |\mu| \rangle , \quad \mu = \sum_i \sigma_i / V ,
\]

and the susceptibility

\[
\chi = \beta V \left( \langle \mu^2 \rangle - \langle |\mu| \rangle^2 \right) .
\]

In the high-temperature phase one often employs the fact that the magnetization vanishes in the infinite-volume limit and defines

\[
\chi' = \beta V \langle \mu^2 \rangle .
\]
Similarly, the spin-spin correlation function can then be taken as
\[ G(\vec{x}_i - \vec{x}_j) = \langle \sigma_i \sigma_j \rangle. \]  
(6)

At large distances, \( G(\vec{x}) \) decays exponentially, \( G(\vec{x}) \sim \exp(-|\vec{x}|/\xi) \), and the spatial correlation length \( \xi \) can be defined as
\[ \xi = - \lim_{|\vec{x}| \to \infty} \left( |\vec{x}|/\ln G(\vec{x}) \right). \]  
(7)

The standard example exhibiting a first-order phase transition is the \( q \)-state Potts model defined by the Hamiltonian
\[ H_P = - \sum_{\langle ij \rangle} \delta_{\sigma_i \sigma_j}, \quad \sigma_i \in 1, \ldots, q, \]  
(8)

where \( \delta_{ij} \) is the Kronecker symbol. In 2D, this model is exactly known to exhibit a temperature-driven first-order transition at \( \beta_t = \log(1 + \sqrt{q}) \) for all \( q \geq 5 \). For \( q \leq 4 \) the transition is of second order, including the Ising case \( (q = 2) \) and the special percolation limit \( (q = 1) \). In 3D, there is strong numerical evidence that for all \( q \geq 3 \) the transition is of first order.7

2.2 Phase Transitions

The theory of phase transitions is a broad subject well covered by many textbooks. Here we shall confine ourselves to those properties that are important for understanding the requirements on the data analysis tools.

The characterising feature of second-order phase transitions is a divergent spatial correlation length \( \xi \) at the transition point \( \beta_c \). This causes scale invariance, the “heart” of renormalization group treatments, and is the origin of the important concept of universality. The growth of spatial correlations in the vicinity of the critical point is illustrated in Fig. 1. At \( \beta_c \) one thus expects fluctuations on all length scales, implying power-law singularities in thermodynamic functions such as the correlation length,
\[ \xi = \xi_0^{\gamma \nu} t^{-\nu} + \ldots, \]  
(9)

where \( t \equiv |1 - T/T_c| \) and the \( \ldots \) indicate subleading (analytical and confluent) corrections. This defines the (universal) critical exponent \( \nu \) and the (non-universal) critical amplitudes \( \xi_0^{\gamma \nu} \) on the high- and low-temperature side of the transition. Similar singularities of the specific heat, magnetization, and susceptibility as sketched in Fig. 2 define the critical exponents \( \alpha, \beta, \) and \( \gamma \), respectively, which are related with each other through scaling and hyper-scaling relations; only two of them (e.g. \( \nu \) and \( \gamma \)) may be considered as independent.

When updating the spins with an importance sampling MC process, the information on the updated state of the spins has to propagate over the correlation volume before one obtains a new, statistically independent configuration. The number of update steps this takes is measured by the autocorrelation time \( \tau \) (a formal definition is given below) which close to \( \beta_c \) scales according to
\[ \tau \propto \xi^z \propto t^{-\nu z}. \]  
(10)

Here we have introduced the independent dynamical critical exponent \( z \), which depends on the employed update algorithm. For a local MC update procedure such as the Metropolis
Figure 1. Approach of the critical region (lower right) starting from high temperatures (upper left) illustrating the development of large spatial correlations. Shown are 2D Ising model configurations for a 100 × 100 lattice with periodic boundary conditions at β/β_c = 0.50, 0.70, 0.85, 0.90, 0.95, and 0.98.
or heat-bath algorithm, one expects that the updated information performs a random walk in configuration space, requiring on the average $\xi^{2}$ steps to propagate over a distance proportional to $\xi$. For local update algorithms one thus expects a dynamical critical exponent of $z \approx 2$. In fact, an exact lower bound is $z \geq \gamma/\nu = 2 - \eta$, and numerical estimates for the Ising model yield $z \approx 2.125$ in 2D and $z \approx 2.03$ in 3D.\(^8\) As we will see in the next section, this critical slowing down of the dynamics (based on local update rules) is responsible for the dramatic reduction of the statistical accuracy attainable close to a critical point in a given computer time allocation. This is the reason why cluster and multigrid update algorithms have become so important.\(^8\)–\(^10\) Here the update rules are non-local, leading to a significant reduction of critical slowing down. The dynamical critical exponent $z$ varies among the different non-local update schemes and depends on the model class considered. In most cases, however, one finds $z$ smaller than unity, and when cluster algorithms are applied to the 2D Ising model it is even difficult to distinguish $z$ from zero, i.e. a logarithmic divergence.

For systems of finite size, as in any numerical simulation, the correlation length can-
not diverge, and also the divergences in all other quantities are rounded and shifted. For the specific heat of the 2D Ising model this is illustrated in Fig. 3. In the scaling formulas the role of $\xi$ is then taken over by the linear size of the system, $L$. By writing $t \propto \xi^{-1/\nu} \rightarrow L^{-1/\nu}$, it becomes clear how thermodynamic scaling laws, e.g. $\chi \propto t^{-\nu}$, should be replaced by finite-size scaling (FSS) Ansätze, e.g. $\chi \propto L^{\gamma/\nu}$, for finite geometries. In particular, by recalling (10) we obtain for the autocorrelation time a FSS of the form

$$\tau \propto L^2.$$  \hfill (11)

![Figure 3. Finite-size scaling behaviour of the specific heat of the 2D Ising model on $L \times L$ lattices close to the infinite-volume critical point $\beta_c = \log(1 + \sqrt{2})/2 = 0.440686 \ldots$](image)

Most phase transitions in nature are of first order.\textsuperscript{11–14} An example experienced every day is ordinary melting. The characterising feature of first-order phase transitions are discontinuities in the order parameter (the jump $\Delta m$ of the magnetization $m$ in Fig. 2) or in the energy (the latent heat $\Delta e$), or both, at the transition point $T_0$. This reflects the fact that at $T_0$, two (or more) phases can coexist. In the example of the melting transition these are the solid (ordered) and liquid (disordered) phases. In contrast to a second-order transition, the correlation length in the coexisting pure phases is finite. Consequently the specific heat, the susceptibility and also the autocorrelation time do not diverge in the pure phases. There are, however, superimposed delta function like singularities associated with the jumps of $e$ and $m$.

For finite systems the singularities are smeared out to narrow peaks with a height proportional to the volume and a width proportional to $1/\text{volume}$. This signalizes that the system is now capable to flip from one phase into the other via mixed phase configurations. Mixed phase configurations are separated by interfaces which carry an extra free energy $\sigma L^{D-1}$, where $\sigma$ is the (reduced) interface tension and $L^{D-1}$ is the projected area.
of the interfaces. Since at $T_0$ the total bulk contribution to the free energy of the two co-existing phases equals that of the pure phases, the probability for the occurrence of mixed phase configurations is suppressed by the interfacial Boltzmann weight $\exp(-2\sigma L^D r^{-1})$, where the factor two accounts for the topological constraint that with periodic boundary conditions only an even number of interfaces can be present. This argument explains the typical double-peak structure of the energy and magnetization densities at a first-order phase transition. Due to the exponentially suppressed dip between the two peaks, for large system sizes it may take very long before the systems flips from one phase into the other. In fact, the autocorrelation time associated with this “flipping mode” is just the inverse of the suppression factor in the probability density,

$$\tau \propto \exp \left(2\sigma L^D r^{-1}\right).$$

Since here the autocorrelations grow exponentially with the system size, this behaviour has been termed “supercritical slowing down” – even though nothing is “critical” at a first-order phase transition.

The standard acceleration methods such as cluster and multigrid algorithms cannot overcome this slowing down problem. The reason is that it is rooted in the shape of the probability density itself. In this situation a completely different strategy is necessary, namely generalized ensemble simulations. One of these techniques are multicanonical simulations $^{15-17}$ whose statistical analysis requires special care.

In the multicanonical reweighting approach (for reviews see Refs. 18, 19 and 20) one rewrites the partition function by introducing an auxiliary function $f(E)$ as

$$Z = \sum_{\{\nu_i\}} e^{-\beta[H - f(E)]} e^{-\beta f(E)} ,$$

and adjusts the reweighting factor $\exp(-\beta f(E))$ in such a way that the resulting histogram of $E$ sampled according to the multicanonical probability distribution

$$p_{\text{mc}}(E) \propto \exp[-\beta(H - f(E))]$$

is approximately flat between the two peaks. Here $H_{\text{mc}}$ is the central object of a multicanonical simulation, and plays the same role in it as $H$ does in a canonical simulation. Canonical observables $\langle \mathcal{O} \rangle_{\text{can}}$ can be recovered according to

$$\langle \mathcal{O} \rangle_{\text{can}} = \frac{\left\langle \mathcal{O} w \right\rangle}{\left\langle w \right\rangle} ,$$

where $\langle \ldots \rangle$ without subscript denote expectation values in the multicanonical distribution and

$$w \equiv \exp(\beta f(E))$$

is the inverse reweighting factor. The multicanonical probability distribution $p_{\text{mc}}$ may be updated using any legitimate MC algorithm, the simplest choice being a local Metropolis update. The fact that all canonical expectation values are expressed as ratios of multicanonical expectation values is the reason for the extra complications in the statistical analysis of multicanonical simulations.
3 Estimators, Autocorrelation Times, Bias and Resampling

About a decade ago most of the statistical analysis methods discussed in this section were still quite cumbersome since due to disk-space limitations they usually had to be applied “on the flight” during the simulation. In particular dynamical aspects of a given model are usually not easy to predict beforehand such that the guess of reasonable analysis parameters was quite difficult. The situation has changed dramatically when it became affordable to store hundreds of megabytes on hard-disks. Since then a simulation study can clearly be separated into “raw data generation” and “data analysis” parts. The interface between these two parts should consist of time series of measurements of the relevant physical observables taken during the actual simulations. In principle there are no limitations on the choice of observables which could be, for example, the energy or the magnetization. Once the system is in equilibrium (which, in general, is non-trivial to assure), we simply save where labels the measurements. Given these data files one can perform detailed error analyses; in particular adapting parameters to a specific situation is now straightforward and very fast.

3.1 Estimators

If the time series data results from an importance sampling MC simulation, the expectation value can be estimated as a simple arithmetic mean over the Markov chain, where we assume that the time series contains a total of measurements. Conceptually it is important to distinguish between the expectation value , which is an ordinary number, and the estimator , which is a random number fluctuating around the theoretically expected value. Of course, in practice one does not probe the fluctuations of the mean value directly (which would require repeating the whole MC simulation many times), but rather estimates its variance, from the distribution of the individual measurements . If the subsequent measurements were all uncorrelated then the relation would simply be

where is the variance of the individual measurements. Here one assumes, of course, that the simulation is in equilibrium and uses time-translation invariance over the Markov chain. Equation (19) is true for any distribution of the . For the energy or magnetization the latter distributions are often plotted as physically directly relevant histograms whose squared width (which would require repeating the whole MC simulation many times), but rather estimates its variance,

where is the variance of the individual measurements. Here one assumes, of course, that the simulation is in equilibrium and uses time-translation invariance over the Markov chain. Equation (19) is true for any distribution of the . For the energy or magnetization the latter distributions are often plotted as physically directly relevant histograms whose squared width (which would require repeating the whole MC simulation many times), but rather estimates its variance,
width of this \((N \text{ dependent})\) distribution which is usually taken as the “one-sigma” squared error, \(\sigma^2_{\bar{\sigma}} \equiv \sigma^2_{\bar{\sigma}}\), and quoted together with the mean value \(\bar{\sigma}\). Under the assumption of a Gaussian distribution the interpretation is that about 68% of all simulations under the same conditions would yield a mean value in the range \([\bar{\sigma} - \sigma_{\bar{\sigma}}, \bar{\sigma} + \sigma^2_{\bar{\sigma}}]\). For a “two-sigma” interval which also is sometimes used, this percentage goes up to about 95.4%, and for a “three-sigma” interval the confidence level is higher than 99.7%.

### 3.2 Autocorrelation Times

Things become more involved for correlated measurements.\(^{21-23}\) Starting from the second identity in (18) and inserting (17), we obtain

\[
\sigma^2_{\bar{\sigma}} = \langle \bar{\sigma}^2 \rangle - \langle \bar{\sigma} \rangle^2 = \frac{1}{N^2} \sum_{i,j=1}^{N} \langle \mathcal{O}_i \mathcal{O}_j \rangle - \frac{1}{N^2} \sum_{i,j=1}^{N} \langle \mathcal{O}_i \rangle \langle \mathcal{O}_j \rangle .
\]  

(20)

By collecting diagonal and off-diagonal terms we arrive at

\[
\sigma^2_{\bar{\sigma}} = \frac{1}{N^2} \sum_{i=1}^{N} (\langle \mathcal{O}_{i}^2 \rangle - \langle \mathcal{O}_{i} \rangle^2) + \frac{1}{N^2} \sum_{i \neq j}^{N} (\langle \mathcal{O}_i \mathcal{O}_j \rangle - \langle \mathcal{O}_i \rangle \langle \mathcal{O}_j \rangle) .
\]  

(21)

The first term is identified as the variance of the individual measurements times \(1/N\). In the second sum we first use the symmetry to reduce the summation to \(\sum_{i \neq j}^{N} = 2 \sum_{i=1}^{N} \sum_{j=i+1}^{N}\). Then we reorder the summation and use time translation invariance to derive

\[
\sigma^2_{\bar{\sigma}} = \frac{1}{N} \left[ \sigma^2_{\bar{\sigma}_1} + 2 \sum_{k=1}^{N} (\langle \mathcal{O}_1 \mathcal{O}_{1+k} \rangle - \langle \mathcal{O}_1 \rangle \langle \mathcal{O}_{1+k} \rangle) \left(1 - \frac{k}{N}\right) \right] .
\]  

(22)

where, due to the last factor, the \(k = N\) term may trivially be kept in the summation. Factoring out \(\sigma^2_{\bar{\sigma}_1}\), this can be written as

\[
\epsilon^2_{\bar{\sigma}} \equiv \sigma^2_{\bar{\sigma}} = \frac{\sigma^2_{\bar{\sigma}_1}}{N} 2 \tau_{\mathcal{O}, \text{int}}^\prime .
\]  

(23)

Here we have introduced the so-called (proper) integrated autocorrelation time,

\[
\tau_{\mathcal{O}, \text{int}}^\prime = \frac{1}{2} + \sum_{k=1}^{N} A(k) \left(1 - \frac{k}{N}\right) ,
\]  

(24)

with

\[
A(k) = \frac{\langle \mathcal{O}_1 \mathcal{O}_{1+k} \rangle - \langle \mathcal{O}_1 \rangle \langle \mathcal{O}_{1+k} \rangle}{\langle \mathcal{O}_{1+k}^2 \rangle - \langle \mathcal{O}_{1+k} \rangle^2} \]  

(25)

denoting the normalized autocorrelation function \((A(0) = 1)\).

For large time separations \(k\) the autocorrelation function decays exponentially,

\[
A(k) \xrightarrow{k \to \infty} a e^{-k/\tau_{\mathcal{O}, \exp}} ,
\]  

(26)

where \(\tau_{\mathcal{O}, \exp}\) is the exponential autocorrelation time and \(a\) is some constant. Due to the exponential decay of \(A(k)\) as \(k \to \infty\), in any meaningful simulation with \(N \gg \tau_{\mathcal{O}, \exp}\),
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the correction term in parentheses in (24) can safely be neglected. The usually employed definition of the integrated autocorrelation time is thus
\[
\tau_{\Omega, \text{int}} = \frac{1}{2} + \sum_{k=1}^{N} A(k) .
\] (27)

Notice that, in general, \( \tau_{\Omega, \text{int}} \) (and also \( \tau_{\Omega, \text{int}}^2 \)) is different from \( \tau_{\Omega, \text{exp}} \). In fact, one can show\(^2\) that \( \tau_{\Omega, \text{int}} \leq \tau_{\Omega, \text{exp}} \) in realistic models. Only if \( A(k) \) is a pure exponential, the two autocorrelation times, \( \tau_{\Omega, \text{int}} \) and \( \tau_{\Omega, \text{exp}} \), coincide (up to minor corrections for small \( \tau_{\Omega, \text{int}} \), see Eq. (46) in Sec. 4 below).\(^3\)

The important point of Eq. (23) is that due to temporal correlations of the measurements the statistical error \( \epsilon_{\Omega} \equiv \sqrt{\sigma^{2}_{\Omega}} \) on the MC estimator \( \bar{\Omega} \) is enhanced by a factor of \( \sqrt{2\tau_{\Omega, \text{int}}} \). This can be rephrased by writing the statistical error similar to the uncorrelated case as \( \epsilon_{\Omega} = \sqrt{\sigma^{2}_{\Omega}/N_{\text{eff}}} \), but now with a parameter
\[
N_{\text{eff}} = N/2\tau_{\Omega, \text{int}} \leq N ,
\] (28)
describing the effective statistics. This shows more clearly that only every \( 2\tau_{\Omega, \text{int}} \) iterations the measurements are approximately uncorrelated and gives a better idea of the relevant effective size of the statistical sample. Since some quantities (e.g., the specific heat or susceptibility) can severely be underestimated if the effective statistics is too small,\(^4\) any serious simulation should therefore provide at least a rough order-of-magnitude estimate of autocorrelation times.

### 3.3 Bias

For a better understanding of the latter point, let us consider as a specific example the specific heat, \( C = \beta^2 V \langle (e^2) - \langle e \rangle^2 \rangle = \beta^2 V \sigma^2_{e_i} \). The standard estimator for the variance is
\[
\sigma^2_{e_i} = \overline{e^2} - \langle e \rangle^2 = \langle e - \bar{e} \rangle^2 = N^{-1} \sum_{i=1}^{N} (e_i - \bar{e})^2 .
\] (29)

What is the expected value of \( \sigma^2_{e_i} \)? To answer this question, we subtract and add \( \langle \overline{e^2} \rangle \),
\[
\langle \sigma^2_{e_i} \rangle = \langle e^2 - \bar{e}^2 \rangle = \langle e^2 \rangle - \langle (e - \bar{e})^2 \rangle ,
\] (30)
and then use the previously derived result: The first two terms on the r.h.s. of (30) just give \( \sigma^2_{e_i} \), and the second two terms in parentheses yield \( \overline{\sigma^2_{e_i}} = \sigma^2_{e_i} 2\tau_{e, \text{int}}/N \), as calculated in (23). Combining these two results we arrive at
\[
\langle \sigma^2_{e_i} \rangle = \sigma^2_{e_i} \left( 1 - \frac{2\tau_{e, \text{int}}}{N} \right) = \sigma^2_{e_i} \left( 1 - \frac{1}{N_{\text{eff}}} \right) \neq \sigma^2_{e_i} .
\] (31)

The estimator \( \sigma^2_{e_i} \) as defined in (29) thus systematically underestimates the true value by a term of the order of \( \tau_{e, \text{int}}/N \). Such an estimator is called weakly biased ("weakly" because the statistical error \( \propto 1/\sqrt{N} \) is asymptotically larger than the systematic bias; for medium or small \( N \), however, also prefactors need to be carefully considered).
We thus see that for large autocorrelation times or equivalently small effective statistics \(N_{\text{eff}}\), the bias may be quite large. Since \(\tau_{e,\text{int}}\) scales quite strongly with the system size for local update algorithms, some care is necessary in choosing the run time \(N\). Otherwise the FSS of the specific heat and thus the determination of the static critical exponent \(\alpha/\nu\) could be completely spoiled by the temporal correlations!

As a side remark we note that even in the completely uncorrelated case the estimator (29) is biased, \(\langle \hat{\sigma}_{e_i}^2 \rangle = \sigma_{e_i}^2 (1 - 1/N)\), since with our conventions in this case \(\tau_{e,\text{int}} = 1/2\) (some authors use a different convention in which \(\tau\) more intuitively vanishes in the uncorrelated case; but this has certain disadvantages in other formulas). In this case one can (and usually does) define a bias-corrected estimator,

\[
\hat{\sigma}_{e_i,\text{corr}}^2 = \frac{N}{N-1} \hat{\sigma}_{e_i}^2 = \frac{1}{N-1} \sum_{i=1}^{N} (e_i - \bar{\sigma})^2,
\]

which obviously satisfies \(\langle \hat{\sigma}_{e_i,\text{corr}}^2 \rangle = \sigma_{e_i}^2\). For the squared error on the mean value, this leads to the error formula \(\epsilon_{\text{corr}}^2 = \sigma_{\text{corr}}^2 / N = \frac{1}{N(N-1)} \sum_{i=1}^{N} (e_i - \bar{\sigma})^2\), i.e., to the celebrated replacement of one of the \(1/N\)-factors by \(1/(N-1)\) “due to one missing degree of freedom”.

### 3.4 Numerical Estimation of Autocorrelation Times

The above considerations show that not only for the error estimation but also for the computation of static quantities themselves it is important to have control over autocorrelations. Unfortunately, it is very difficult to give reliable a priori estimates, and an accurate numerical analysis is often too time consuming. As a rough estimate it is about ten times harder to get precise information on dynamic quantities than on static quantities like critical exponents. A (biased) estimator \(\hat{A}(k)\) for the autocorrelation function is obtained by replacing in (25) the expectation values (ordinary numbers) by mean values (random variables), e.g., \(\langle \mathcal{O}_i \mathcal{O}_{i+k} \rangle\) by \(\bar{\mathcal{O}}_i \bar{\mathcal{O}}_{i+k}\). With increasing \(k\) the relative variance of \(\hat{A}(k)\) diverges rapidly. To get at least an idea of the order of magnitude of \(\tau_{\Omega,\text{int}}\) and thus the correct error estimate (23), it is useful to record the “running” autocorrelation time estimator

\[
\hat{\tau}_{\Omega,\text{int}}(k_{\text{max}}) = \frac{1}{2} + \sum_{k=1}^{k_{\text{max}}} \hat{A}(k),
\]

which approaches \(\tau_{\Omega,\text{int}}\) in the limit of large \(k_{\text{max}}\) where, however, its statistical error increases rapidly. As a compromise between systematic and statistical errors, an often employed procedure is to determine the upper limit \(k_{\text{max}}\) self-consistently by cutting off the summation once \(k_{\text{max}} \geq 6\hat{\tau}_{\Omega,\text{int}}(k_{\text{max}})\). In this case an a priori error estimate is available,\(^{9,10,23}\)

\[
\epsilon_{\tau_{\Omega,\text{int}}} = \tau_{\Omega,\text{int}} \sqrt{\frac{2(k_{\text{max}} + 1)}{N}} \approx \tau_{\Omega,\text{int}} \sqrt{\frac{12}{N_{\text{eff}}}}.
\]

For a 5% relative accuracy one thus needs at least \(N_{\text{eff}} \approx 5\ 000\) or \(N \approx 10\ 000\ \tau_{\Omega,\text{int}}\) measurements. As an order of magnitude estimate consider the 2D Ising model with \(L = 100\) simulated with a local update algorithm. The integrated autocorrelation time for this example is of the order of \(L^2 \approx 100^2\) (ignoring an priori unknown prefactor of “order unity”
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which depends on the considered quantity), thus implying \( N \approx 10^8 \). Since in each sweep \( L^2 \) spins have to be updated and assuming that each spin update takes about a \( \mu \)sec, we end up with a total time estimate of about \( 10^9 \) seconds \( \approx 1 \) CPU-day to achieve this accuracy.

Another possibility is to approximate the tail end of \( A(k) \) by a single exponential as in (26). Summing up the small \( \tau_{\text{exp}} \) part exactly, one finds

\[
\tau_{\text{exp}}(k_{\text{max}}) = \tau_{\text{exp}} - c e^{-k_{\text{max}}/\tau_{\text{exp}}} ,
\]

where \( c \) is a constant. The latter expression may be used for a numerical estimate of both the exponential and integrated autocorrelation times.\(^{26}\)

### 3.5 Binning Analysis

As the preceding discussions have shown, ignoring autocorrelations can lead to a severe underestimation of statistical errors. Invoking the full machinery of autocorrelation analysis, however, is often too cumbersome. On a day by day basis the following binning analysis is much more convenient (though somewhat less accurate). By grouping the original data into bins or blocks, one forms a new, shorter time series which is almost uncorrelated and can thus be analyzed by standard means. But even if the data are completely uncorrelated in time, one still has to handle the problem of error estimation for quantities that are not directly measured in the simulation but are computed as a non-linear combination of “basic” observables. This problem can either be solved by error propagation or by using the Jackknife method described in the next subsection.

Let us assume that the time series consists of \( N \) correlated measurements \( O_i \). One then forms \( N_B \) non-overlapping blocks of length \( k \) such that \( N = N_B k \) (assuming that \( N \) was chosen cleverly; otherwise one has to discard some of the data and redefine \( N \)) and computes the block average \( O_{B,n} \) of the \( n \)-th block,

\[
O_{B,n} \equiv \frac{1}{k} \sum_{i=1}^{k} O_{(n-1)k+i} , \quad n = 1, \ldots, N_B .
\]

The mean value over all block variables obviously satisfies \( \overline{O}_B = \overline{O} \). If the block length \( k \) is large enough \( (k \gg \tau) \), the blocks are basically uncorrelated in time and their variance can be computed according to the unbiased estimator (32), leading to the squared statistical error of the mean value,

\[
\frac{\sigma^2}{N} = \frac{\sigma^2_{\text{B}}}{N_B} = \frac{1}{N_B(N_B - 1)} \sum_{n=1}^{N_B} (O_{B,n} - \overline{O}_B)^2 .
\]

By comparing with (23) we see that \( \sigma^2_{\text{B}}/N_B = 2\tau_{\text{exp}} \sigma^2_{\text{O}}/N \), showing that one may also use

\[
2\tau_{\text{exp}} = k\sigma^2_{\text{B}}/\sigma^2_{\text{O}} ,
\]

for the estimation of \( \tau_{\text{exp}} \). Estimates of \( \tau_{\text{exp}} \) obtained in this way are often referred to as “blocking \( \tau \)” or “binning \( \tau \).”
3.6 Jackknife Analysis

Instead of considering rather small blocks of lengths $k$ and their fluctuations as in the binning method, in a Jackknife analysis instead one forms $N_B$ large Jackknife blocks $O_{J,n}$ containing all data but one of the previous binning blocks,

$$O_{J,n} = \frac{N\overline{O} - kO_{B,n}}{N - k}, \quad n = 1, \ldots, N_B.$$  

(39)

Each of the Jackknife blocks thus consists of $N - k$ data, i.e., it contains almost as many data as the original time series. When non-linear combinations of basic variables are estimated, the bias is hence comparable to that of the total data set (typically $1/(N - k)$ compared to $1/N$). The $N_B$ Jackknife blocks are, of course, trivially correlated because one and the same original data enter in $N_B - 1$ different Jackknife blocks. This trivial correlation caused by re-using the original data over and over again has nothing to do with temporal correlations. As a consequence the Jackknife block variance $\sigma^2_J$ will be much smaller than the variance estimated in the binning method. Because of the trivial nature of the correlations, however, this reduction can be corrected by multiplying $\sigma^2_J$ with a factor $(N_B - 1)^2$, leading to

$$e_0^2 \equiv \sigma^2_{e_0} = \frac{N_B - 1}{N_B} \sum_{n=1}^{N_B} (O_{J,n} - \overline{O}_J)^2.$$  

(40)

To summarize this section, any realization of a Markov chain, i.e., MC update algorithm, is characterised by autocorrelation times which enter directly in the statistical errors of MC estimates. Since temporal correlations always increase the statistical errors, it is a very important issue to develop MC update algorithms that keep autocorrelation times as small as possible. This is the reason why cluster and other non-local algorithms are so important.

4 A Simplified Model

It is always useful to have a few exact results available against which the numerical techniques can be checked. Of course, to continue analytically, we have to make some simplifying assumptions about the distribution $P(e)$ from which the $e_i$ are drawn and about the temporal correlations of these measurements. In the following we shall hence assume that the $e_i$ are Gaussian random variables. Furthermore, without loss of generality we simplify the notation and normalize the energies to have zero expectation, $\langle e_i \rangle = 0$, and unit variance, $\langle e_i^2 \rangle = 1$. This is convenient but inessential. Finally, the temporal correlations are modelled by a bivariate time series with correlation coefficient $\rho$ ($0 \leq \rho < 1$),

$$e_0 = e_0',$$

$$e_i = \rho e_{i-1} + \sqrt{1 - \rho^2} e_i', \quad i \geq 1,$$  

(41)

where the $e_i'$ are independent Gaussian random variables satisfying $\langle e_i' \rangle = 0$ and $\langle e_i'^2 \rangle = \delta_{ij}$. By iterating the recursion (41) it is then easy to see that

$$e_k = \rho e_{k-1} + \sqrt{1 - \rho^2} e_k' = \rho^k e_0 + \sqrt{1 - \rho^2} \sum_{l=1}^{k} \rho^{k-l} e_l',$$  

(42)
Figure 4. One percent of the “MC time” evolution according to the bivariate Gaussian process (41) in (a) the uncorrelated case respectively with (b) $\tau_{\text{exp}} = 10$ and (c) $\tau_{\text{exp}} = 50$. All three time evolutions with a total of 100000 consecutive “measurements” lead to the same Gaussian histogram shown in (d).

and consequently

$$A(k) = \langle e_0 e_k \rangle = \rho^k \equiv e^{-k/\tau_{\text{exp}}}.$$  \hspace{1cm} (43)

In this simplified model the autocorrelation function is thus a pure exponential with an exponential autocorrelation time given by

$$\tau_{\text{exp}} = -1/\ln \rho.$$  \hspace{1cm} (44)

It should be stressed that in realistic situations a purely exponential decay can only be expected asymptotically for large $k$ where the slowest mode dominates. For smaller time separations usually also many other modes contribute whose correlation time is smaller. The visual appearance of uncorrelated and correlated data with $\tau_{\text{exp}} = 10$ and 50 is depicted in Figs. 4(a)-(c) where in each case one percent of the total “MC time” evolution consisting of 100000 consecutive “measurements” is shown. Despite the quite distinct temporal evolutions, histogramming the time series leads to the same Gaussian distribution


within error bars, as it should, cf. Fig. 4(d). The corresponding autocorrelation functions $A(k)$ are shown in Fig. 5(a).

The integrated autocorrelation time can also be calculated exactly,

$$\tau_{\text{int}} = \frac{1}{2} + \sum_{k=1}^{\infty} A(k) = \frac{1 + \rho}{2 - 1 - \rho} = \frac{1}{2} \text{cth}(1/2\tau_{\text{exp}}) \quad . \ (45)$$

For $\tau_{\text{exp}} \gg 1$ this can be approximated by

$$\tau_{\text{int}} \approx \tau_{\text{exp}} \left[ 1 + \frac{1}{12\tau_{\text{exp}}^2} + \mathcal{O}(1/\tau_{\text{exp}}^4) \right] \quad , \ (46)$$

i.e., for a purely exponential autocorrelation function we have, to a very good approximation, $\tau_{\text{int}} \approx \tau_{\text{exp}}$, which would immediately follow from $\tau_{\text{int}} \approx \int_{0}^{\infty} dk A(k) = \tau_{\text{exp}}$.

As explained in the last section, one usually truncates the summation in (45) self-consistently at about $k_{\text{max}} = 6\tau_{\text{int}} (\approx 6\tau_{\text{exp}})$ since $A(k)$ becomes very noisy for large time separations. Observing that (45) is nothing but a geometric series, also the resulting correction can be calculated exactly,

$$\tau_{\text{int}}(k_{\text{max}}) = \tau_{\text{int}} \left[ 1 + \frac{1}{12\tau_{\text{exp}}^2} + \mathcal{O}(1/\tau_{\text{exp}}^4) \right] \quad , \ (47)$$

which simplifies in the case of large $\tau_{\text{exp}} \gg 1$ to

$$\tau_{\text{int}}(k_{\text{max}}) = \tau_{\text{int}} \left[ 1 + \frac{2\tau_{\text{exp}}}{2\tau_{\text{exp}} + 1} e^{-k_{\text{max}}/\tau_{\text{exp}}} \right] \quad , \ (48)$$

showing that with increasing $k_{\text{max}}$ the asymptotic value of $\tau_{\text{int}} \equiv \tau_{\text{int}}(\infty)$ is approached exponentially fast. This is illustrated in Fig. 5(b) for the bivariate Gaussian time series with $\tau_{\text{exp}} = 10$. Here we also see that for too large $k_{\text{max}}$, the estimate for $\tau_{\text{int}}(k_{\text{max}})$ can deviate quite substantially from the exact value due to its divergent variance. The usually employed self-consistent cutoff would be around $6\tau_{\text{exp}} = 60$ where $\tau_{\text{int}}(k_{\text{max}}) \approx 9.89$. 
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Let us now turn to the binning analysis, assuming that we decompose the total number of measurements $N$ into $N_B$ non-overlapping blocks of length $k$ such that $N = N_B k$. The $n$th block of measurements then yields a block average of

$$e_{B,n} = \frac{1}{k} \sum_{i=1}^{k} e_{(n-1)k+i} . \tag{49}$$

In our simple example the expected value is, of course, zero, \(\langle e_{B,n} \rangle = \frac{1}{k} \sum_{i=1}^{k} \langle e_{(n-1)k+i} \rangle = 0\). Therefore, the variance of the block variables is just the expectation value of \(e_{B,n}^2\),

$$\sigma_B^2 = \langle e_{B,n}^2 \rangle = \frac{1}{k^2} \sum_{i,j=1}^{k} \rho |i-j|$$

$$= \frac{1}{k^2} \left[ k + 2 \sum_{i=1}^{k} \sum_{j=1}^{i-1} \rho |i-j| \right]$$

$$= \frac{1}{k} \left[ 1 + \frac{2\rho}{1-\rho} \frac{2\rho}{k} \frac{1-\rho^k}{(1-\rho^2)} \right] . \tag{50}$$

Recalling (45) this can be rewritten as

$$k \sigma_B^2 = 2 \tau_{\text{int}} \left[ 1 - \frac{\tau_{\text{int}}}{k} \left( 1 - e^{-k/\tau_{\text{exp}}} \right) / \cosh^2(1/2\tau_{\text{exp}}) \right] , \tag{51}$$

and for $\tau_{\text{exp}} \gg 1$ to a very good approximation as

$$k \sigma_B^2 \approx 2 \tau_{\text{int}} \left[ 1 - \frac{\tau_{\text{int}}}{k} \left( 1 - e^{-k/\tau_{\text{exp}}} \right) \right]$$

$$\approx 2 \tau_{\text{exp}} \left[ 1 - \frac{\tau_{\text{exp}}}{k} \left( 1 - e^{-k/\tau_{\text{exp}}} \right) \right] , \tag{52}$$
showing that with increasing block length \( k \) the asymptotic value \( 2 \tau_{\text{int}} \) is approached according to a power law. For an illustration see Fig. 6.

5 A Realistic Example

In this section the autocorrelation and error analysis is illustrated for a realistic but still very simple model: The two-dimensional (2D) Ising model, simulated with the Metropolis algorithm at the infinite-volume critical point \( \beta_c = \ln(1 + \sqrt{2})/2 \approx 0.4406867934 \ldots \) on a \( 16 \times 16 \) square lattice with periodic boundary conditions. The raw data are the time series with 1 000 000 measurements of the energy and magnetization taken after each sweep over the lattice, after discarding the first 200 000 sweeps to equilibrate the system.

A small part of the time evolution of the energy and magnetization is shown in Fig. 7. Notice the very different time scales for the \( e \) and \( m \) plots. The energy plot should be compared with the Gaussian model time series in Figs. 4(b) and (c).

Next, using the complete time series the autocorrelation functions were computed according to (25). The only difference to the analysis of the simplified model is that instead of using the Gaussian data one now reads in the Ising model time series. The result for the energy autocorrelations is shown in Fig. 8. On the log-scale of Fig. 8(b) we clearly see the asymptotic linear behaviour of \( \ln A(k) \). Apart from the noise for large \( k \), which is also present in the simplified model for finite statistics, the main difference to the artificial data of the simplified model lies in the small \( k \) behaviour. For the Ising model we clearly notice an initial fast drop, corresponding to faster relaxing modes, before the asymptotic behaviour sets in. This is, in fact, the generic behaviour of autocorrelation functions in realistic models.

Once the autocorrelation function is known, it is straightforward to sum up the integrated autocorrelation time. The result for the energy is depicted in Fig. 9, yielding an estimate of \( \tau_{e,\text{int}} \approx 27 \). Also shown is the binning analysis which yields consistent results as it should (the horizontal line shows \( 2\tau_{e,\text{int}} \approx 54 \)).
Figure 8. (a) Autocorrelation function of the energy for the 2D Ising model on a $16 \times 16$ lattice at $\beta_c$. (b) The same data as in (a) on a logarithmic scale, revealing the fast initial drop for small $k$ and the noisy behaviour for large $k$.

Figure 9. (a) Integrated autocorrelation time and (b) binning analysis for the energy of the 2D Ising model on a $16 \times 16$ lattice at $\beta_c$. The horizontal line in (b) shows $2\tau_{\text{int}} \approx 54$.

6 Error Propagation in Multicanonical Simulations

As a rather extreme example for dealing with non-linear combinations of basic observables we consider now the error analysis of multicanonical simulations. As shown in (15), for any observable $O$ expectation values in the canonical ensemble, $\langle O \rangle_{\text{can}}$, can be calculated as

$$\langle O \rangle_{\text{can}} = \frac{\langle Ow \rangle}{\langle w \rangle},$$

where $\langle \ldots \rangle$ (without subscript) denote expectation values with respect to the multicanonical distribution and $w = \exp(\beta f)$ is the inverse reweighting factor. In a MC simulation with a total number of $N$ measurements these values are, as usual, estimated by the mean
values
\[
\langle O w \rangle \approx \overline{O w} \equiv \frac{1}{N} \sum_{i=1}^{N} O_i w_i ,
\]
(54)

\[
\langle w \rangle \approx \overline{w} \equiv \frac{1}{N} \sum_{i=1}^{N} w_i ,
\]
(55)

where \( O_i \) and \( w_i \) denote the measurements for the \( i \)-th configuration. Hence \( \langle O \rangle_{\text{can}} \) is estimated by

\[
\langle O \rangle_{\text{can}} \approx \hat{O} \equiv \overline{O w} \overline{w} .
\]
(56)

The estimator \( \hat{O} \) is biased,

\[
\langle \hat{O} \rangle = \langle O \rangle_{\text{can}} \left[ 1 - \frac{\langle O w ; \overline{w} \rangle}{\langle O w \rangle} + \frac{\langle w ; \overline{w} \rangle}{\langle w \rangle} + \cdots \right] ,
\]
(57)

and fluctuates around \( \langle \hat{O} \rangle \) with variance, i.e. squared statistical error

\[
c^2_{\hat{O}} = \langle O \rangle_{\text{can}}^2 \left[ \frac{\langle O w ; \overline{O w} \rangle}{\langle O w \rangle^2} + \frac{\langle w ; \overline{w} \rangle}{\langle w \rangle^2} - 2 \frac{\langle O w ; \overline{w} \rangle}{\langle O w \rangle \langle w \rangle} + \cdots \right] .
\]
(58)

Here we used the abbreviation

\[
\langle O w ; \overline{w} \rangle \equiv \langle O w \rangle - \langle O \rangle \langle w \rangle ,
\]
(59)

etc. to denote (connected) correlations of the mean values, which can be computed as

\[
\langle O w ; \overline{O w} \rangle = \langle O_i w_i ; w_i \rangle \frac{2 \tau_{\text{int}O w; w}}{N} ,
\]
(60)

where

\[
\tau_{\text{int}O w; w} = \tau_{\text{int}w; O w} = \frac{1}{2} + \sum_{k=1}^{N} \frac{\langle O_0 w_0 ; w_k \rangle}{\langle O_0 w_0 \rangle} \left( 1 - \frac{k}{N} \right)
\]
(61)
is the associated integrated autocorrelation time of measurements in the multicanonical distribution. Hence the statistical error is given by

\[
c^2_{\hat{O}} = \langle O \rangle_{\text{can}}^2 \left[ \frac{\langle O_i w_i ; O_j w_j \rangle}{\langle O_i w_i \rangle^2} \frac{2 \tau_{\text{int}O w; O w}}{N} + \frac{\langle w_i ; w_i \rangle}{\langle w_i \rangle^2} \frac{2 \tau_{\text{int}w; w}}{N} \right.
\]

\[
- \frac{2 \langle O_i w_i ; w_i \rangle}{\langle O_i w_i \rangle \langle w_i \rangle} \left( \frac{2 \tau_{\text{int}O w; w}}{N} \right) .
\]
(62)

Since for uncorrelated measurements \( \tau_{\text{int}O w; O w} = \tau_{\text{int}w; w} = \tau_{\text{int}w; w} = 1/2 \), it is useful to define an effective multicanonical variance\(^*\)

\[
\sigma^2_{\hat{O}} = \langle O \rangle_{\text{can}}^2 \left[ \frac{\langle O_i w_i ; O_j w_j \rangle}{\langle O_i w_i \rangle^2} + \frac{\langle w_i ; w_i \rangle}{\langle w_i \rangle^2} - 2 \frac{\langle O_i w_i ; w_i \rangle}{\langle O_i w_i \rangle \langle w_i \rangle} \right] ,
\]
(63)

\(^*\)In the multicanonical distribution this is nothing but an abbreviation of the expression on the r.h.s. but not the variance in the multicanonical distribution.
Table 1. Autocorrelation times in multibondic simulations of the three-dimensional 4-state Potts model. Error estimates are obtained with the Jackknife method on the basis of 100 blocks for $L = 8$, 50 blocks for $L = 10$, and 40 blocks for $L = 12$.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$\tau^{\text{int}}_{E,E}$</th>
<th>$\tau^{\text{int}}_{E;w;w}$</th>
<th>$\tau^{\text{int}}_{w;w}$</th>
<th>$\tau^{\text{eff}}_{E;w;w}$</th>
<th>$\tau^{\text{eff}}_{w;w}$</th>
<th>$\tau^{\text{eff}}_{\text{Jack}}$</th>
<th>$\tau^{\text{eff}}_{\text{flip}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>71(5)</td>
<td>39(2)</td>
<td>9(1)</td>
<td>18(1)</td>
<td>77(5)</td>
<td>63</td>
<td>119(2)</td>
</tr>
<tr>
<td>10</td>
<td>95(10)</td>
<td>62(3)</td>
<td>38(2)</td>
<td>50(3)</td>
<td>107(8)</td>
<td>103</td>
<td>181(3)</td>
</tr>
<tr>
<td>12</td>
<td>148(12)</td>
<td>81(3)</td>
<td>53(2)</td>
<td>66(3)</td>
<td>189(34)</td>
<td>205</td>
<td>298(4)</td>
</tr>
<tr>
<td>14</td>
<td>229(24)</td>
<td>105(3)</td>
<td>74(2)</td>
<td>87(3)</td>
<td>316(21)</td>
<td>326</td>
<td>468(6)</td>
</tr>
<tr>
<td>16</td>
<td>303(27)</td>
<td>131(3)</td>
<td>100(4)</td>
<td>113(3)</td>
<td>488(65)</td>
<td>498</td>
<td>655(10)</td>
</tr>
<tr>
<td>20</td>
<td>584(41)</td>
<td>206(5)</td>
<td>166(4)</td>
<td>183(4)</td>
<td>940(58)</td>
<td>1009</td>
<td>1298(18)</td>
</tr>
<tr>
<td>24</td>
<td>1008(427)</td>
<td>280(10)</td>
<td>239(8)</td>
<td>256(11)</td>
<td>1607(473)</td>
<td>1471</td>
<td>2434(82)</td>
</tr>
<tr>
<td>30</td>
<td>2730(1293)</td>
<td>340(15)</td>
<td>334(13)</td>
<td>324(13)</td>
<td>3085(173)</td>
<td>4972</td>
<td>5429(238)</td>
</tr>
</tbody>
</table>

such that the squared error (62) can be written in the usual form

$$
\epsilon_0^2 \equiv \sigma_0^2 \frac{2\tau_O}{N}
$$

with $\tau_O$ collecting the various autocorrelation times in an averaged sense. For a comparison with canonical simulations we need one further step since

$$
\langle \epsilon_0^2 \rangle_{\text{can}} = \langle \sigma_0^2 \rangle_{\text{can}} \frac{2\tau_{\text{can}}_O}{N}
$$

but $\sigma_0^2 \neq \langle \sigma_0^2 \rangle_{\text{can}} = \langle O_i; O_i \rangle$. Hence we define an effective autocorrelation time $\tau_{\text{eff}}^O$ through

$$
\epsilon_0^2 = \langle \sigma_0^2 \rangle_{\text{can}} \frac{2\tau_{\text{eff}}^O}{N} = \langle \epsilon_0^2 \rangle_{\text{can}} \frac{\tau_{\text{eff}}^O}{\tau_{\text{can}}^O},
$$

i.e.,

$$
\tau_{\text{eff}}^O = \frac{\sigma_0^2}{\langle \sigma_0^2 \rangle_{\text{can}}} \tau_{\text{can}}^O.
$$

For symmetric distributions and odd observables we have $\langle O_i; w_i \rangle \equiv 0$ and this simplifies to

$$
\epsilon_0^2 = \frac{\langle O_i w_i; O_i \rangle}{\langle w_i \rangle^2} \frac{2\tau_{\text{int}}_{E;w;w;w}}{\tau_{\text{can}}^O}.
$$
such that
\[
\tau_O = \tau_{\text{int}}^{\text{eff}} E_{\text{w}} \ ,
\]
and
\[
\tau_{\text{eff}}^{\text{eff}} = \frac{\sigma_O^2}{\sigma_O^2} \tau_{\text{int}}^{\text{eff}} E_{\text{w}} \ .
\]

These formulas have been tested and compared with a standard Jackknife analysis in Refs. 26 and 29. As an example the various quantities computed are shown in Tables 1 and 2 for the case of the 3D 4-state Potts model simulated with the multibondic algorithm, a cluster algorithm variant of the multicanonical method. Here \(E\) denotes as usual the energy and \(B\) is the number of active bonds.

## 7 Summary

Thanks to the great improvements in Monte Carlo simulation methodology over the last decade, the results for at least certain model classes have reached such a high degree of precision that careful and reliable statistical error analyses become more and more important. The interplay of autocorrelations and correlations between basic observables in non-linear combined quantities requires rather involved analyses which are well understood in principle but still a bit cumbersome to implement in practice. Still, after spending months or even years of computer time for the generation of the raw data, it is certainly worth spending this comparatively little extra effort; since a Monte Carlo simulation is a stochastic method, trustworthy error estimates are an important part of the final results.
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Monte Carlo simulations rely on the quality of pseudo random numbers. Some of the most common algorithms for the generation of uniformly distributed pseudo random numbers and a few physically motivated quality checks are described. Non-uniform distributions of random numbers are also briefly discussed.

1 Introduction

Molecular dynamics and Monte Carlo simulations are important numerical techniques in classical and quantum statistical physics.\textsuperscript{1, 2} Being a stochastic method, Monte Carlo simulations rely heavily on the use of random numbers. Other important areas making use of random numbers include stochastic optimization techniques and cryptography. In practice, random numbers are generated by deterministic recursive rules, formulated in terms of simple arithmetic operations. Obviously the emerging numbers can at best be pseudo random, and it is a great challenge to design random number generators that approximate “true randomness” as closely as possible. Besides this obvious requirement, pseudo random number generators should yield reproducible results, should be portable between different computer architectures, and should be as efficient as possible since in most applications many millions of random numbers are needed.

There is by now a huge literature on this topic,\textsuperscript{3–9} and a simple search in the World-Wide-Web yields hundreds of useful links. The purpose of these lecture notes is to give a brief introduction into the most commonly used pseudo random number generators and to describe a few of the quality checks performed on them which are particularly relevant for Monte Carlo simulation studies.

2 Pseudo Random Number Generators

2.1 Linear Congruential Generators

Among the simplest algorithms for pseudo random numbers are the linear congruential generators\textsuperscript{10} which are based on the integer recursion

\[ X_{i+1} = (aX_i + c) \mod m, \]

where the integers \( a, c \) and \( m \) are constants. These generators can be further classified into mixed \((c > 0)\) and multiplicative \((c = 0)\) types, usually denoted by LCG\((a, c, m)\) and MLCG\((a, m)\), respectively. A LCG generates a sequence of pseudo random integers \( X_1, X_2, \ldots \) between 0 and \( m - 1 \); for a MLCG the lower bound is 1. Each \( X_i \) is then
scaled into the interval \( [0,1) \). If the multiplier \( a \) is a primitive root modulo \( m \) and \( m \) is prime, the period of this generator is \( m - 1 \).

A commonly used choice of parameters for the MLCG is the miracle number \( a = 16807 = 7^5 \) and \( m = 2^{31} - 1 \). This yields the GGL generator\(^{11} \) (sometimes also denoted by CONG or RAN0\(^{13} \))

\[
X_{i+1} = (16807 X_i) \mod (2^{31} - 1),
\]

which has extensively been used on IBM computers. The period of \( 2^{31} - 2 \approx 2.15 \times 10^9 \) is relatively short, however, and can easily be exhausted in present day simulations (100,000 Monte Carlo sweeps of a 100 \( \times \) 100 lattice consist of 10\(^9 \) spin updates). Another known problem of this generator is that \( X_i \) depends strongly on \( X_{i-1} \) and is part of the so-called SUPER-DUPER generator\(^{14,15} \) or MLCG\((13^{13}, 2^{60})\) or

\[
X_{i+1} = (13^{13} X_i) \mod 2^{59},
\]

which apart from the much longer period of \( 2^{50} - 1 \approx 5.76 \times 10^{17} \) has on vector computers the technical advantage that a vector of \( n \) pseudo random numbers agrees exactly with \( n \) successive calls of the G05FAF subroutine.

A frequently used MLCG is RANF\(^{14,15} \) originally implemented on (64 bit) CDC computers and later taken as the standard random number generator on CRAY vector and T3D or T3E parallel computers. This generator uses two linear congruential recursions with modulus \( 2^{48} \), i.e., it is a combination of MLCG\((M_1, 2^{48})\) and MLCG\((M_{64}, 2^{48})\) with

\[
X_{i+1} = (M_1 X_i) \mod 2^{48},
\]

\[
X_{i+64} = (M_{64} X_i) \mod 2^{48},
\]

where \( M_1 = 44485709377909 \) and \( M_{64} = 247908122798849 \). The period length of RANF is\(^{16} \) \( 2^{46} \approx 7.04 \times 10^{14} \) which is already long enough for most applications.

Another popular choice of parameters yields the generator RAND = LCG\((69069, 1, 2^{32})\) with a rather short period of \( 2^{32} \approx 4.29 \times 10^9 \), i.e., the recursion

\[
X_{i+1} = (69069 X_i + 1) \mod 2^{32},
\]

whose lattice structure is improved for small dimensions but also becomes poor for higher dimensions \( (D \geq 6) \). The multiplier 69069 was strongly recommended by Marsaglia\(^{17} \) and is part of the so-called SUPER-DUPER generator\(^{14} \) which explains its popularity.

2.2 Lagged Fibonacci Generators

To increase the rather short period of linear congruential generators, it is natural to generalize them to the form

\[
X_i = (a_1 X_{i-1} + \cdots + a_r X_{i-r}) \mod m,
\]

with \( r > 1 \) and \( a_r \neq 0 \). The maximum period is then \( m^r - 1 \). The special choice \( r = 2 \), \( a_1 = a_2 = 1 \) leads to the Fibonacci generator

\[
X_i = (X_{i-1} + X_{i-2}) \mod m,
\]
whose properties are, however, relatively poor. This has led to the introduction of lagged Fibonacci generators which are initialized with \( r \) integers \( X_1, X_2, \ldots, X_r \). Similar to (8) one then uses the recursion

\[
X_i = (X_{i-r} \odot X_{i-s}) \mod m ,
\]

where \( s < r \) and \( \odot \) stands short for one of the binary operations \(+, -, \times, \) or the exclusive-or operation \( \oplus \) (XOR). These generators are denoted by \( \text{LF}(r, s, m, \odot) \). For the usually used addition or subtraction modulo \( 2^w \) (\( w \) is the word length in bits) the maximal period with suitable choices of \( r \) and \( s \) is \( (2^r - 1)2^{w-1} \approx 2^w - 1 \).

An important example is \( \text{RAN3} = \text{LF}(55, 24, -, \oplus) \) or

\[
X_i = (X_{i-55} - X_{i-24}) \mod m ,
\]

where for instance in the Numerical Recipes implementation\(^{18} \) \( m = 10^9 \) is used. The period length of this specific generator is known\(^{19} \) to be \( 2^{55} - 1 \approx 3.60 \times 10^{16} \).

### 2.3 Shift Register Generators

Another important class of pseudo random number generators are provided by generalized feedback shift register algorithms\(^{20} \) which are sometimes also called Tausworthe\(^{21} \) generators. They are based on the theory of primitive trinomials of the form \( x^p + x^q + 1 \), and are denoted by \( \text{GFSR}(p, q, \oplus) \), where \( \oplus \) stands again for the exclusive-or operation XOR, or in formulas

\[
X_i = X_{i-p} \oplus X_{i-q} .
\]

The maximal possible period of \( 2^p - 1 \) of this generator is achieved when the primitive trinomial \( x^p + x^q + 1 \) divides \( x^n - 1 \) for \( n = 2^p - 1 \), but for no smaller value of \( n \). This condition can be met by choosing \( p \) to be a Mersenne prime, that is a prime number \( p \) for which \( 2^p - 1 \) is also a prime.

A standard choice for the parameters is \( p = 250 \) and \( q = 103 \). This is the (in)famous (see below) R250 generator \( \text{GFSR}(250, 103, \oplus) \) or

\[
X_i = X_{i-250} \oplus X_{i-103} .
\]

The period of R250 is \( 2^{250} - 1 \approx 1.81 \times 10^{75} \). In one of the earliest implementations\(^{22} \) the \( \text{MLCG}(16 \ 007, 2^{31} - 1) \), i.e. the GGL recursion (2), was used to initialize the first 250 integers, but many different approaches for the initialization are possible and were indeed used in the literature (a fact which complicates comparisons).

### 2.4 Combined Algorithms

If done carefully, the combination of two different generators may improve the performance. An often employed generator based on this construction is the RANMAR generator.\(^{23, 24} \) In the first step it employs a lagged Fibonacci generator,

\[
X_i = \begin{cases} 
X_{i-97} - X_{i-33} , & \text{if } X_{i-97} \geq X_{i-33} , \\
X_{i-97} - X_{i-33} + 1 , & \text{otherwise} .
\end{cases}
\]
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Only 24 most significant bits are used for single precision reals. The second part of the generator is a simple arithmetic sequence for the prime modulus $2^{24} - 3 = 16777213$.

$$Y_i = \begin{cases} Y_i - c , & \text{if } Y_i \geq c , \\ Y_i - c + d , & \text{otherwise} , \end{cases} \quad (14)$$

where $c = 7654321/16777216$ and $d = 16777213/16777216$. The final random number $Z_i$ is then produced by combining the obtained $X_i$ and $Y_i$ as

$$Z_i = \begin{cases} X_i - Y_i , & \text{if } X_i \geq Y_i , \\ X_i - Y_i + 1 , & \text{otherwise} . \end{cases} \quad (15)$$

The total period of RANMAR is about $2^{23}$ or about $2.23 \times 10^{68}$. This generator has become very popular in high-statistics Monte Carlo simulations.

### 2.5 Marsaglia-Zaman Generator

The Marsaglia-Zaman generator is based on the so-called “subtract-and-borrow” algorithm.\(^{25,26}\) It is similar to the lagged Fibonacci generator but supplemented with an extra carry bit. If $X_i$ and $b$ are integers with

$$0 \leq X_i \leq b , \quad i < n , \quad (16)$$

then the recursion involving two lags $p$ and $q$ works according to the following prescription. For $n \geq q$ one first computes the difference

$$\Delta_n = X_{n-p} - X_{n-q} - c_{n-1} , \quad (17)$$

where $c_{n-1} = 0$ or 1 is the carry bit. One then determines $X_n$ and $c_n$ through

$$X_n = \begin{cases} \Delta_n , & c_n = 0 , \\ \Delta_n + b , & c_n = 1 , \end{cases} \quad (18)$$

To start the recursion, the first $q$ values $X_0, X_1, \ldots, X_{q-1}$ together with the carry bit $c_{q-1}$ must be initialized. The generator with the particular choice of parameters $b = 2^{24}, p = 24$, and $q = 10$ is known under the name RCARRY.\(^{26}\) It has the tremendously long period of $2^{24} / 48 \approx 2^{570}$ or about $5.15 \times 10^{171}$.

### 2.6 The “Luxury” RANLUX Generator

Also for the RCARRY generator some deficiencies in empirical tests of randomness were reported in the literature.\(^3\) By analysing Fibonacci generators from the viewpoint of multidimensional chaos, Lüscher\(^{28}\) showed that there was slow and hence poor divergence from nearby initial points. Based on these results, James\(^{29,30}\) implemented the so-called “luxury” pseudo random number generator RANLUX, in which a certain number of points is discarded following each pass through the recirculation buffer. If the “luxury” level is LUX=0, no points are skipped (and RANLUX runs as RCARRY), if LUX=1, then after 24 values have been returned, 24 more values are discarded. Similarly, for LUX=2, 3, 4,\(^\text{\textbullet}\)

\(^{\text{\textbullet}}\) Notice that the FORTRAN code for this algorithm printed in Ref. 24 contains a typo.\(^{27}\) In the line \texttt{UNI=SEEDS(I24)-SEEDS(J24)-CARRY}, the indices I24 and J24 should be interchanged.
and 4, the routine discards 73, 199, and 365 values, respectively. In the high “luxury” levels this generator is rather slow, but the quality of the resulting pseudo random numbers is considered to be extremely good. RANLUX has therefore become very popular in the Monte Carlo community, in particular for computationally demanding problems where only a small portion of the total computing time is spent on the generation of pseudo random numbers (such as for instance lattice QCD with dynamical fermions) and for testing purposes. Recently it has been coded in PC assembler language and the FORTRAN90 versions have also been accelerated by conversion to integer arithmetic.

3 Quality Checks

The evaluation of the quality of pseudo random numbers is a difficult problem which has no unique solution. On the one hand there is no single practical test that can verify the realization of randomness in a given pseudo random number sequence. On the other hand, since all pseudo random number generators are based on deterministic rules, there exists always a test in which a given generator will fail. Given this situation one can only try to find some criteria which test at least the most fundamental properties of such “random” sequences. There is a well standardized set of statistical tests such as the uniformity test, the serial test, the gap test, the maximum t test, the collision test, the run test and the park test, bit level tests, the spectral test and visual tests which are well described in the comparative study of many random number generators by Vattulainen et al.

Among the most impressive visual tests is the search for lattice structures when consecutive pseudo random numbers are plotted as D-tupels. As can be inspected in Fig. 1, for a multiplicative linear congruential pseudo random number generator a lattice structure is already clearly visible in the smallest non-trivial case D = 2 when a small portion of, say, the x-axis is magnified. For this plot a sequence of $10^7$ random numbers was generated with the GGL recursion (2), starting with the “pi”-seed $X_0 = 314159$. This gave a mean

![Figure 1. The two-dimensional distribution of $5 \times 10^6$ pseudo random number pairs $(x_i, x_{i+1})$ generated with the GGL recursion (2). While on the scale of the plot on the l.h.s. the distribution “looks” random, on the expanded scale of the plot on the r.h.s. an ordered line structure is clearly revealed.](image)
value of $\bar{x} = 0.499795 \approx 1/2$ and a variance of $\sigma^2 = \overline{x^2} - \bar{x}^2 = 0.08008 \approx 1/12$. The failure of the MLCG can easily be highlighted by intentionally using a “poor” choice of parameters, for instance $X_{i+1} = (5X_i) \mod 2^7$, $X_0 = 1$, where the problem becomes immediately obvious.

When subjected to the various mathematical tests mentioned above, the R250 shift register generator turned out to be among the best generators. Consequently, it has been used in many Monte Carlo studies. It, therefore, came as a surprise when Ferrenberg et al.\(^\text{34}\) reported severe problems with this generator in applications to Monte Carlo simulations of the two-dimensional Ising model using the single-cluster Wolff update algorithm.\(^\text{35}\) More precisely, they performed simulations of a $16 \times 16$ square lattice with periodic boundary conditions at the exactly known infinite-volume transition point $\beta_c = \ln(1 + \sqrt{2})/2$. They generated 10 runs with $10^6$ clusters each (which, on the average, cover at $\beta_c$ about 55% of the lattice sites). As a result, Ferrenberg et al.\(^\text{34}\) obtained for the energy a systematic deviation from the exact value\(^\text{36}\) of about $42\sigma$ (at an accuracy level of 0.003%) and for the specific heat an even larger deviation of about $-107\sigma$ (at an accuracy level of 0.03%). Further simulations with the same statistics but other pseudo random number generators behaved perfectly well.

Subsequently, these results have been confirmed by many other authors,\(^\text{37}\) and consensus has been reached that triplet correlations in $\langle x_n x_{n-k} x_{n-2k} \rangle$ around $k = 147$ are the origin of the problem.\(^\text{38}\) Notice that due to “time-reversal symmetry” this value is equivalent\(^\text{39}\) to $k = 250 - 147 = 103$ – a value that just coincides with the second parameter $q = 103$ of the R250 generator! While the numerically determined correlator\(^\text{38}\) reproduces the theoretically expected value of $(1/2)^3 = 0.125$ for all values of $k$, it drops down to about 0.107 at $k = 147$ or equivalently\(^\text{39}\) at $k = 103$. This correlation does not only affect the cluster algorithm but also the Metropolis update which was shown\(^\text{38}\) to fail in combination with R250 at the tricritical point of the Blume-Capel model for some “resonant” lattice sizes.

By analyzing the recursion of R250 analytically, Heuer et al.\(^\text{39}\) succeeded to predict an anomalous triplet correlation of $3/28 \approx 0.1071428571 \ldots$ at the special value $k = 103$, in perfect agreement with the numerical observation (which they also confirmed). Equipped with this finding they were able to propose a modified version of R250 denoted as R250/521, which avoids these triplet correlations and indeed shows a much improved performance. For the two-dimensional Ising model on a $16 \times 16$ lattice at $\beta_c$, they obtained with the R250/521 generator for the energy and specific heat systematic deviations of absolutely tolerable (and in fact, expected) $0.1\sigma$ and $1.5\sigma$, respectively, for a set-up of the single-cluster Monte Carlo simulations which was otherwise equivalent to that of Ref. 34. This remarkable improvement indicates that the triplet correlations are very probably responsible for the systematic errors observed by Ferrenberg et al.\(^\text{34}\)

Around the same time, Shchur and Blöte\(^\text{40}\) performed a systematic study of this problem by varying the size $L$ of the square lattice as well as the “magic numbers” ($p, q$), investigating the four pairs $(p, q) = (36, 11), (89, 38), (127, 64)$, and $(250, 103)$. For all pairs they found at $\beta_c$ significant deviations from the exact result with a maximum for $L = 7, 12, 15,$ and 22, respectively. Since the average cluster size $\langle C \rangle$ of the single-cluster Wolff update algorithm is an (improved) estimator\(^\text{41}\) for the susceptibility of Ising models, it scales with lattice size according to $\langle C \rangle = a L^{\gamma/\nu}$, which in two dimensions specializes to $\langle C \rangle = a L^{T/4}$. The coefficient $a$ is non-universal, and for the square geometry it takes the
generator & periodic b.c. & anti-periodic b.c. \\
\hline
R250 & 1.414 087(63) & 1.356 9(16) & 1.214 173(47) & 0.704 52(85) \\
 & $-2.0\sigma$ & $+19.4\sigma$ & $-1.6\sigma$ & $+7.5\sigma$ \\
R250/521 & 1.414 206(59) & 1.325 5(16) & 1.214 277(47) & 0.698 17(86) \\
 & $-0.14\sigma$ & $-0.27\sigma$ & $+0.6\sigma$ & $+0.06\sigma$ \\
RANLUX & 1.414 253(60) & 1.326 9(13) & 1.214 215(48) & 0.698 08(82) \\
 & $+0.65\sigma$ & $+0.75\sigma$ & $-0.7\sigma$ & $-0.05\sigma$ \\
exact/average & 1.414 213 6 & 1.325 927 9 & 1.214 247(34) & 0.698 08(82) \\
\hline

Table 1. Comparison of the energy $e$ and specific heat $c$ for a $10 \times 192$ Ising system as obtained in single-cluster Monte Carlo simulations using three different pseudo random number generators. The deviations from the exact (periodic b.c.) respectively average (anti-periodic b.c.) values are given in units of the standard deviation $\sigma$, indicated in parentheses behind the mean values.

Numerically determined value of $\alpha \approx 1.1$. Using this value in the above finite-size scaling formula one easily derives $\langle C \rangle \approx 33, 85, 126, 141 = 0.55 \times 256$, and 246 for $L = 7, 12, 15, 16,$ and 22, respectively. By comparing with the parameter $p$ one thus concludes that the largest deviations from the exact results happen when the average cluster size coincides with $p$.

Also for asymmetric, strip-like lattices of size $10 \times 192$ the failure of the R250 generator in combination with the single-cluster update algorithm was observed. Here periodic boundary conditions (b.c.) were applied in the long direction and both, periodic as well as anti-periodic b.c., in the short direction. The results shown in Table 1 are based on $2 \times 10^6$ measurements at $\beta_c$. Here the deviations of the energy and specific heat from the exact results are less pronounced than in Refs. 34 and 40. This is, however, consistent with the observation in Ref. 40, since the average cluster sizes, $\langle C \rangle \approx 159$ and $\langle C \rangle \approx 83$ for periodic and anti-periodic b.c., respectively, are relatively far away from the lag $p = 250$. The modified generator R250/521 as well as RANLUX (in “luxury” level LUX = 4), on the

generator & periodic b.c. & anti-periodic b.c. \\
\hline
R250 & 1.5796(46) & 12.7092(92) & 0.7803(84) & 4.2878(43) \\
 & $-0.3\sigma$ & $+3.3\sigma$ & $-3.8\sigma$ & $-0.7\sigma$ \\
R250/521 & 1.5851(48) & 12.6787(74) & 0.8110(82) & 4.2925(39) \\
 & $+0.8\sigma$ & $-0.02\sigma$ & $-0.1\sigma$ & $+0.5\sigma$ \\
RANLUX & 1.5770(50) & 12.6789(85) & 0.8126(83) & 4.2887(40) \\
 & $-0.8\sigma$ & $+0.006\sigma$ & $+0.1\sigma$ & $-0.5\sigma$ \\
exact/average & 1.5812(35) & 12.678 845 & 0.8118(58) & 4.2906(28) \\
\hline

Table 2. Same comparison as in Table 1 for the correlation lengths $\xi_e$ and $\xi_c$ of energy and magnetization densities, respectively, in the long direction of a $10 \times 192$ Ising lattice.
other hand, performed very well. When using the R250 generator, small but still significant deviations were also observed\textsuperscript{42} for the correlation lengths of the energy and spin densities (measured using the zero-momentum technique\textsuperscript{43}), cf. Table 2.

Another simulational test based on Schwinger-Dyson identities has been proposed by Ballesteros and Martín-Mayor.\textsuperscript{44} Applications to the two- and three-dimensional Ising model confirmed the flaws in two dimensions reported earlier and showed that also in three dimensions the combination of R250 with the single-cluster update algorithm produces incorrect results.

4 Non-Uniform Pseudo Random Numbers

All basic pseudo random number generators discussed above are designed for uniformly distributed pseudo random numbers \( x_i \in [0, 1) \). In many applications it is necessary, however, to be able to draw pseudo random numbers from non-uniform distributions.\textsuperscript{45} One strategy is to divide this problem into two parts. First, one of the generators described above is used to generate uniformly distributed random numbers, which in a second step are appropriately transformed to follow the specific distribution at hand.

A standard procedure is the inversion method. For a given normalized probability density \( f(x) \) one calculates the associated probability distribution (accumulated density in usual physics terms),

\[
F(x) = \int_{x_{\text{min}}}^{x} dx' f(x') \, .
\]  

Due to \( F'(x) = f(x) \geq 0 \) and the normalization condition, \( F(x) \) grows monotonically from 0 to 1, such that the \( F \) values are uniformly distributed. Drawing a uniformly distributed pseudo random number \( R \), equating \( R = F(x) \) and, if the function inverse is known analytically, setting \( x = F^{-1}(R) \) the problem is solved.

For the example of an exponential decay,

\[
f(x) = \exp(-x) \, , \quad x \geq 0 \, ,
\]  

one derives in this way \( R = F(x) = 1 - \exp(-x) \) or

\[
x = -\ln(1 - R) \, , \quad R \in [0, 1) \, .
\]  

Notice that since \( R \in [0, 1) \), the formula should be programed in the “complicated” way as shown here; rewriting it as \( x = -\ln(R) \) one could occasionally hit \( \ln 0 \) which would cause a run-time error (with a reaction depending on the operating system used).

Another simple example is the Lorentzian density

\[
f(x) = \frac{1}{\pi} \frac{\Gamma}{\Gamma^2 + x^2} \, ,
\]  

where \( \Gamma \) parameterizes the width of the Lorentzian peak. Here one calculates \( R = F(x) = \frac{1}{\pi} \int_{-\infty}^{x} dx' \frac{\Gamma}{\Gamma^2 + x'^2} = \frac{1}{2} + \frac{1}{\pi} \tan^{-1}(\frac{x}{\Gamma}) \), which can be inverted to give

\[
x = \Gamma \tan \left[ \pi (R - 1/2) \right] \, , \quad R \in [0, 1) \, .
\]
The final and most important example are Gaussian random numbers which follow the probability density (… no problem to remember if you saved a German 10 DM note . . . )

$$f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{x^2}{2\sigma^2} \right),$$

where the parameter \( \sigma^2 \) is the squared width of the distribution. Here

$$R = F(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \int_{-\infty}^{x} dx' \exp \left( -\frac{x'^2}{2\sigma^2} \right) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{x}{\sqrt{2\sigma^2}} \right) \right],$$

with \( \text{erf}(\cdot) \) denoting the error function which cannot be inverted analytically. Either one could think of numerical inversion schemes (which indeed is the method of choice for really complicated probability distributions) – or one remembers the polar coordinates trick used to calculate the Gaussian integral and continues analytically: Considering the auxiliary two-dimensional product distribution \( f_2(x, y) = f(x)f(y) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{x^2+y^2}{2\sigma^2} \right) \) and introducing polar coordinates \( x = r \cos(\Theta), y = r \sin(\Theta) \), one obtains

$$f_2(x, y)dx\,dy = \frac{1}{\sigma^2} \exp \left( -\frac{r^2}{2\sigma^2} \right) r\,dr\,d\Theta = \frac{1}{2\pi} \exp \left( -\frac{r^2}{2\sigma^2} \right) ,$$

showing immediately that the angle \( \Theta \) is uniformly distributed between 0 and 2\( \pi \). Also for the radial coordinate \( r \) the inversion is now straightforward since

$$R_1 = F(r) = \frac{1}{\sigma^2} \int_0^r dr' r' \exp \left( -\frac{r'^2}{2\sigma^2} \right) = 1 - \exp \left( -\frac{r^2}{2\sigma^2} \right).$$

We thus arrive at the so-called Box-Müller method: Draw two uniformly distributed random numbers \( R_1 \) and \( R_2 \), and compute

$$r = \sqrt{-2\sigma^2 \ln(1 - R_1)}, \quad R_1 \in [0, 1) , \quad R_2 \in [0, 1).$$

Then

$$x = r \cos(\Theta), \quad y = r \sin(\Theta) ,$$

is a pair of two independent Gaussian distributed pseudo random numbers.

Especially for Gaussian random numbers there is another procedure which directly makes use of the central limit theorem and the fact that averages of arbitrarily distributed random numbers (under certain rather mild conditions) tend asymptotically to a Gaussian distribution. In practice one uses, of course, again uniformly distributed pseudo random numbers \( x_i \) generated with one of the algorithms described in the previous section. Re-calling the mean value \( \overline{x} = 1/2 \) and variance \( \sigma^2 = \overline{x^2} - \overline{x}^2 = 1/12 \) for uniform random numbers, it is straightforward to see that

$$X = \left( \sum_{i=1}^{n} x_i - \frac{n}{2} \right) \sqrt{\frac{12}{n}},$$

is (approximately) a Gaussian distributed random number around \( X = 0 \) with unit variance. Of course, since \( X_{\max} = -X_{\min} = \sqrt{3n} \), this can be strictly true only asymptotically as \( n \to \infty \). But even the convenient choice \( n = 12 \) leads already to a reasonable approximation in the range \( |X| < 2 = 2\sigma \) with errors less than \( 9 \times 10^{-3} \).
Another, physically motivated direct method based on simulating $N$ molecules has recently been discussed by Fernández and Criado.\textsuperscript{47}

5 Summary

The generation of “good” pseudo random numbers is quite a delicate issue that requires some care and extensive quality tests. It is therefore highly recommended not to invent ones own “secret” recursion rules but to use one of the well-known generators which have been tested and applied by many other workers in the field. If such a well-accepted generator would turn out to be problematic in some specific application, one could at least be sure that the Monte Carlo community as a whole would work hard to track the origin of the problem – as it has happened with the (in)famous R250 generator. Being based on deterministic recursion rules, it is trivial that for any pseudo random number generator one can design a test where it would fail. Thanks to the by now available quite sophisticated mathematical and physically motivated empirical tests one can be very confident, however, that standard generators will yield sufficiently “random” numbers in most applications.
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This note discusses and compares – in theoretical respects – various old and new approaches to numerical time integration for quantum dynamics: implicit vs. exponential midpoint rule; splitting, Chebyshev and Lanczos approximations to the exponential; Magnus integrators; integrators for almost-adiabatic quantum dynamics.

1 Introduction

This paper gives a concise review of numerical integrators for time-dependent Schrödinger equations

\[ i\dot{\psi}(t) = H(t)\psi(t) , \quad \psi(0) = \psi_0. \]

Numerical difficulties in the solution of such problems are due both to discretizing or modeling in space (which is not considered here) and to discretization in time, on which the focus is put in the present article. The computational Hamiltonian \( H(t) \) is a space discretization or other finite-dimensional model of \( H(t) = T + V(t) \) with a kinetic part such as \( T = -(2\pi m)^{-1}\Delta_x \), and with a potential \( V(t) \) acting as a multiplication operator. Numerical problems are caused by the unbounded nature of the Hamiltonian and the resulting highly oscillatory behaviour of the wave function.

Several new and promising numerical methods have been devised in the last few years, and an improved understanding of well-established methods could be gained. In this review I will put a stronger emphasis on theoretical error bounds than is usual in computational physics articles. This is not done out of mathematical vanity, but because theoretical insight – together with numerical experiments – is important in identifying and comparing merits and flaws of different methods, and in guiding the way to improved methods. It is also useful to question the uncritical use of such universally accepted concepts as “second-order scheme”, which may be misleading for the problem at hand.

We start from the classical implicit midpoint rule and compare it with the exponential midpoint rule. The latter method requires computing the exponential of the Hamiltonian applied to a vector, for which we discuss three computational approaches: Splitting, Chebyshev and Lanczos approximations. As a way to enhance the accuracy of the exponential midpoint rule, Magnus integrators are then discussed. In a final section, we turn to novel integrators that are devised for treating almost-adiabatic quantum dynamics.
2 The Implicit Midpoint Rule

Contrary to most of the classical numerical integrators, such as explicit or implicit Runge-Kutta or multistep methods, the implicit midpoint rule

\[ i \frac{\psi_{n+1} - \psi_n}{\Delta t} = H(t_{n+1/2}) \frac{1}{2} (\psi_{n+1} + \psi_n) \]  

(with \( t_{n+1/2} = \frac{1}{2}(t_{n+1} + t_n) \) and \( t_n = n\Delta t \)) has a unitary propagator:

\[ \psi_{n+1} = r(-i\Delta t H(t_{n+1/2})) \psi_n \quad \text{with} \quad r(z) = \frac{1 + \frac{i}{2}z}{1 - \frac{i}{2}z}. \]

This is an important qualitative feature which the numerical method shares with the exact solution operator. It implies that the method preserves the discrete norm (or the Euclidean norm in the spatially discretized situation):

\[ \|\psi_{n+1}\| = \|\psi_n\|, \]

and hence is stable for arbitrary time steps \( \Delta t \).

A further useful property is the time reversibility of the numerical scheme: exchanging \( n \leftrightarrow n + 1 \) and \( \Delta t \leftrightarrow -\Delta t \) gives the same numerical method again. In terms of the propagator function \( r(z) \), this is reflected by the property

\[ r(-z) = r(z)^{-1}, \]

which \( r(z) \) shares with the exponential \( e^z \).

But what can be said about the accuracy of the implicit midpoint rule? In the classical ODE setting of bounded and smooth \( H(t) \), it is a well-known fact that the implicit midpoint rule is a second-order method, that is, the error satisfies

\[ \|\psi_n - \psi(t_n)\| = \mathcal{O}(\Delta t^2) \]

uniformly for \( n\Delta t \) in a bounded time interval \([t_0, t_{\text{end}}]\). Such statements on the order of error do, however, be taken with caution in the present context: in our situation of a (spatially discretized) Schrödinger equation (1), the norm of \( H(t) \) can be arbitrarily large or even unbounded, and hence the classical numerical ODE theory does not apply. Nevertheless, for the particular case of the implicit midpoint rule it can be shown that the constant hidden in the \( \mathcal{O}(\Delta t^2) \) error bound is in fact independent of bounds of \( H(t) \). It does depend, however, on bounds of \( H \) and \( \hat{H} \), and on the maximum of the norm of the third time derivative of the solution \( \psi \) on the time interval under consideration. This latter dependence on solution derivatives is an unpleasant feature: unless we start from spatially very smooth initial data, the wave function \( \psi(t) \) is highly oscillatory in time, and hence higher time derivatives can become large. Good accuracy can then be expected only for very small time steps, and this is indeed what happens here. We emphasize that accuracy, not stability, restricts the time step of the implicit midpoint rule applied to Schrödinger equations. High temporal smoothness, when available, leads to good accuracy also with larger time steps.
3 The Exponential Midpoint Rule

This method is obtained by formally replacing $r(z)$ by $\exp(z)$ in the formula (3) of the implicit midpoint rule:

$$\psi_{n+1} = \exp \left( -i \Delta t \, H(\frac{t_{n+1}}{2}) \right) \psi_n .$$

Of course, instead of solving systems of linear equations, we now have to scope about how to compute the exponential of a large matrix. We will consider this aspect in the following sections and assume for the time being that the matrix exponential times a vector can be computed efficiently. We note that the above exponential midpoint rule again has a unitary propagator and it is time-reversible. It offers improved accuracy over the classical implicit midpoint rule: it satisfies a second-order error bound (4), but contrary to before, the constant hidden in the $O$-notation is now independent of the time derivatives of the wave function $\psi(t)$. The result is

$$\| \psi_n - \psi(t_n) \| \leq C \, \Delta t^2 \max_{t \in [t_0, t_{n+1}]} \| D\psi(t) \|$$

under the assumption on the commutators $([A, B] = AB - BA)$

$$\|[H(t), H(s)]\phi\| \leq c \| D\phi\| \quad \text{for all } t, s \text{ and } \phi.$$

Since the commutator of the Laplacian with a multiplication operator is a first-order differential operator, this condition holds with the gradient operator $D = \nabla_x$ in the spatially continuous case of $H(t) = (2m)^{-1} \Delta_x + V(t)$ with a smooth bounded potential $V(t)$, and with a discrete gradient in cases of spatially discretized problems.

This theoretical fact explains – and numerical experiments confirm – that much larger time steps than with the classical implicit midpoint rule can be taken to achieve the same accuracy, in particular in cases of low regularity of the wave function.

4 Strang Splitting

A standard approach to computing the exponential of $H = T + V$ is to use the symmetric splitting (known as Strang splitting or Marchuk splitting or symmetric Trotter splitting in different communities)

$$\exp(-i \Delta t (T + V)) \psi \approx \exp(-i \Delta t T / 2) \exp(-i \Delta t V) \exp(-i \Delta t T / 2) \psi .$$

The right-hand side is often much cheaper to compute. For instance, this is the case when $T$ is a spectral discretization of the negative Laplacian $-(2m)^{-1} \Delta_x$, which is diagonalized by fast Fourier transforms, and $V$ is represented by a diagonal matrix. Only the exponentials of diagonal matrices, which are trivially computed, are required in this situation.

The symmetric splitting is a second-order scheme:

$$\| \exp(-i \Delta t T / 2) \exp(-i \Delta t V) \exp(-i \Delta t T / 2) \psi - \exp(-i \Delta t (T + V)) \psi \| = O(\Delta t^2) .$$

Here again, such an order statement must be taken with caution. This error bound is easily obtained by using the series expansion of the exponential, but then the $O$-term depends on the norms of $T$ and $V$. Since $T$ is typically a discretized Laplacian, such an estimate is of no use here. A second-order error bound that allows for an unbounded $T$ has been derived.
only recently. Under reasonable conditions on the commutators $[T, V]$ and $[T, [T, V]]$ and assuming bounds on $V$, it is shown that such an estimate holds with $\|T\psi\|$ appearing in the constant of the $O(\Delta t^{2})$ estimate. The spatial regularity of $\psi$ thus enters the error. If only an energy bound $\psi^* H \psi \leq B$ is available, then the order of convergence of the splitting scheme may decrease to one. Numerical experiments confirm this theoretically predicted order reduction.

5 Chebyshev Approximation

When a computationally efficient splitting is not available, or when there is little spatial regularity in the problem, an alternative is to compute the exponential of $H$ as a whole, using polynomial approximations to the exponential. In the Chebyshev approach, this requires bounds for the extreme eigenvalues $E_{\text{max}}$ and $E_{\text{min}}$ of $H$ (which is here assumed to be given as a spatial discretization). One then uses a truncated Chebyshev expansion of $\exp(-ix)$ on the interval $[\Delta t E_{\text{min}}, \Delta t E_{\text{max}}]$:

$$
\exp(-ix) \approx \sum_{n=0}^{m} c_n P_n(x), \quad \text{where} \quad P_n(x) = T_n \left( \frac{2x - \Delta t E_{\text{max}} - \Delta t E_{\text{min}}}{\Delta t E_{\text{max}} - \Delta t E_{\text{min}}} \right)
$$

with the usual Chebyshev polynomials $T_n(\xi)$ for the interval $[-1, 1]$. Then, one uses the approximation

$$
\exp(-i \Delta t H) \psi \approx \sum_{n=0}^{m} c_n P_n(\Delta t H) \psi
$$

which is computed efficiently using Clenshaw’s algorithm. This requires $m$ multiplications $H \phi$ of the Hamiltonian $H$ with a vector. Concerning the quality of the approximation, there is nearly no error reduction for $m \leq \frac{1}{2} \Delta t (E_{\text{max}} - E_{\text{min}})$, but very rapid, superlinear error decay for $m$ growing beyond that bound. The error is not influenced by regularity properties of $\psi$, as opposed to the situation of the Strang splitting. However, refining the space discretization increases $E_{\text{max}}$ and thus requires a higher degree $m$ or a reduction of the time step $\Delta t$.

6 Lanczos Approximation

A different, and according to our numerical experience often more efficient approach to polynomial approximation of the product of the matrix exponential times a vector, is by using the Lanczos process. This approach to computing the exponential was proposed in the context of quantum dynamics, and its convergence properties have meanwhile been analyzed. The symmetric Lanczos process generates recursively an orthonormal basis $V_m = \{v_1, \ldots, v_m\}$ of the $m$th Krylov subspace $K_m(H, \psi) = \text{span}(\psi, H\psi, \ldots, H^{m-1}\psi)$ such that

$$
HV_m = V_m L_m + [0 \cdots 0 \beta_m v_{m+1}].
$$

This requires $m$ multiplications of $H$ with a vector, where $m$ is chosen much smaller than the dimension of the problem. The symmetric tridiagonal $m \times m$ matrix $L_m = V_m^T H V_m$ is
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the orthogonal projection of $H$ onto $K_m(H, \psi)$. This is used in the approximation\(^2,4,12,14\)

$$\exp(-i\Delta t H)\psi \approx V_m \exp(-i\Delta t L_m) V_m^T \psi$$

with \(V_m^T \psi = [10 \cdots 0]^T\). The matrix exponential \(\exp(-i\Delta t L_m)\) is computed cheaply from the eigendecomposition \(L_m = Q_m D_m Q_m^T\), with diagonal \(D_m\), via

$$\exp(-i\Delta t L_m) = Q_m \exp(-i\Delta t D_m) Q_m^T.$$

The Lanczos process is stopped if

$$\beta_m \left| \left( \exp(-i\Delta t L_m) \right)_{m,m} \right| < \text{tol},$$

where \((\cdot)_{m,m}\) denotes the \((m,m)\) entry of the matrix, and \(\text{tol}\) is a user-specified tolerance. This stopping criterion is motivated\(^6\) by a generalization of a residual bound which is the most popular stopping criterion for solving linear systems. The convergence behaviour as a function of \(m\) is similar to Chebyshev approximation of the same degree in cases where the eigenvalues of \(H\) are densely distributed in the interval \([E_{\text{min}}, E_{\text{max}}]\), but convergence can be much more rapid when there are eigenvalue gaps within this interval.\(^4\) Moreover, this approach takes advantage of preferred eigendirections in the vector \(\psi\). It does not require a priori estimates of the extreme eigenvalues. On the other hand, the Lanczos process needs the computation of scalar products of vectors that are not required in the Chebyshev approach.

### 7 Magnus Integrators

In the Magnus approach,\(^11\) the solution of (1) is represented as

$$\psi(t_n + \Delta t) = \exp(\Omega_n)\psi(t_n), \quad (7)$$

where \(\Omega_n\) is given as a series composed of integrals of commutators of \(A(t) = -iH(t_n + t)\), the Magnus series

$$\Omega_n = \int_0^{\Delta t} A(\tau) \, d\tau - \frac{1}{2} \int_0^{\Delta t} \left[ \int_0^\tau A(\sigma) \, d\sigma, A(\tau) \right] \, d\tau$$

$$+ \frac{1}{4} \int_0^{\Delta t} \left[ \int_0^\tau \left[ \int_0^\sigma A(\mu) \, d\mu, A(\sigma) \right] \, d\sigma, A(\tau) \right] \, d\tau$$

$$+ \frac{1}{12} \int_0^{\Delta t} \left[ \int_0^\tau A(\sigma) \, d\sigma, \left[ \int_0^\tau A(\mu) \, d\mu, A(\tau) \right] \right] \, d\tau + \ldots.$$ \(\tag{8}\)

For smooth bounded matrices \(A(t)\) the remainder in (8) is of size \(O(\Delta t^5)\), and hence the truncated series inserted into (7) gives a higher-order approximation to the solution value \(\psi(t_n + \Delta t)\) for small \(\Delta t\). A simpler expression that agrees with the truncated series up to terms of size \(O(\Delta t^3)\), is given in terms of the univariate integrals\(^3\)

$$B_k = \frac{1}{\Delta t^{k+1}} \int_{-\Delta t/2}^{\Delta t/2} t^k \exp(\frac{1}{2} \Delta t + t) \, dt$$
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as \( \Omega_n = \Delta t B_0 - \Delta t^2 [B_0, B_1] + O(\Delta t^3) \). The integrals \( B_k \) can be replaced by suitable quadrature, e.g., by the fourth-order Gauss or Simpson rule. Using this approximation in (7) gives a time-reversible, unitary method of order 4:

\[
\psi_{n+1} = \exp(\hat{\Omega}_n)\psi_n \quad \text{with} \quad \hat{\Omega}_n = \Delta t B_0 - \Delta t^2 [B_0, B_1].
\]  

(9)

In Blanes et al.,\(^1\) methods of order 6 requiring 4 commutators, and methods of order 8 requiring 10 commutators are also constructed. See Iserles et al.\(^7\) for a detailed review of Magnus integrators.

As with the previously considered methods, the order statements must be taken with caution in the case of unbounded operators \( \mathcal{A} \). It turns out\(^3\) that the above method retains fourth order independently of the norm of \( \mathcal{A} \) in the situation of \( \mathcal{A} \) with a discretization of the negative Laplacian (with maximum eigenvalue \( E_{\text{max}} \approx \Delta x^{-2} \)) and with a smooth potential \( V(t) \), under a rather mild time step restriction

\[
\Delta t \sqrt{E_{\text{max}}} \leq \text{Const.}
\]

We remark that this holds in spite of the fact that here the Magnus expansion is generally a divergent series. Convergence of the Magnus series would require a more stringent time step restriction \( \Delta t E_{\text{max}} \leq c \approx 1 \).

8 Integrators for Almost-Adiabatic Quantum Dynamics

A different situation from that considered so far occurs in the treatment of problems of the type

\[
i \varepsilon \dot{\psi} = H(t)\psi \quad (0 < \varepsilon \ll 1)
\]  

(10)

with a small parameter \( \varepsilon \) (which, in self-consistent field approaches, would correspond to the square root of the mass ratio of light and heavy particles, such as electrons and ions). Here it is assumed that \( H(t) \) varies slowly compared to the fast time scale \( \varepsilon \). All of the previously considered integrators require time steps \( \Delta t \ll \varepsilon \). For \( \varepsilon \to 0 \) and \( \Delta t > \varepsilon \), they do not approximate the adiabatic limit as given by the quantum-adiabatic theorem.

Numerical integrators that give good approximations to (10) with relatively large time steps \( \Delta t > \varepsilon \), have recently been derived.\(^9\) These integrators are devised for situations where \( H(t) \) is expensive to evaluate, but the substantially occupied eigenstates and eigenvalues of \( H(t) \) can be obtained at comparatively small additional computational cost. This situation occurs in particular in reduced, relatively low-dimensional models, which are often appropriate for the description of near-adiabatic behaviour. Let \( H(t) \) be diagonalized as

\[
H(t) = Q(t)\Lambda(t)Q(t)^T, \quad \Lambda(t) = \text{diag}(\lambda_k(t))
\]

with an orthogonal matrix \( Q(t) \). (This can be extended to the situation where only a few of the lower eigenstates are computed.\(^9\)) The numerical integrator is not applied directly to (10), but to an equivalent equation for the variable \( \eta(t) \) defined by

\[
Q(t)^T \dot{\psi}(t) = \exp \left( - \frac{i}{\varepsilon} \Phi(t) \right) \eta(t) \quad \text{with} \quad \Phi(t) = \int_0^t \Lambda(\tau) \, d\tau.
\]
Up to a rapidly rotating phase, \( \eta \) is the coefficient vector with respect to the eigenbasis representation of \( \psi \). Then \( \eta \) solves the differential equation

\[
\dot{\eta}(t) = \exp \left( \frac{i}{\epsilon} \Phi(t) \right) W(t) \exp \left( -\frac{i}{\epsilon} \Phi(t) \right) \eta(t)
\]

with the skew-symmetric matrix \( W = Q^T \dot{Q} \). The right-hand side of (11) is bounded (though highly oscillatory), and hence \( \eta \) is smoother than \( \psi \). As long as the eigenvalues of \( H(t) \) remain well-separated, \( \eta(t) \) stays \( \mathcal{O}(\varepsilon) \) close to the initial value \( \eta(0) \).

The simplest method is based on freezing the slow variables \( \eta, \Delta \) and \( W \) over a time step and integrating analytically over the highly oscillatory exponentials. This gives the method\(^9\)

\[
\eta_{n+1} = \eta_{n-1} + 2h \left( S(t_n) \bullet E(\Phi_n) \bullet W_n \right) \eta_n,
\]

where the bullets \( \bullet \) denote the entrywise product of matrices, \( S(t) \) is the matrix with entries \( \sin x_{kl}/x_{kl} \) with \( x_{kl} = \Delta t (\lambda_k(t) - \lambda_l(t))/\varepsilon \), and \( E(\Phi) \) is the matrix with entries \( \exp(\frac{1}{2} (\Phi_k - \Phi_l)) \). \( W_n \) is a finite difference approximation to \( W(t_n) \): \( W_n = (2\Delta t)^{-1} (Q(t_{n+1}) - Q(t_{n-1}))^T Q(t_n) \), and \( \Phi_n \) is the Simpson rule approximation to the integral \( \Phi(t_n) \).

This method forms the basis for more accurate schemes also derived in the article\(^9\). That paper also gives an extension to adaptive time steps to treat avoided crossings of eigenvalues, where non-adiabatic behaviour with sudden energy redistributions occurs.
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Numerical algorithms for accelerating the computation of \( N \)-body problems dominated by long-range inter-particle forces are reviewed. For periodic systems, the optimised Ewald lattice sum with an \( O(N^{3/2}) \) scaling forms a reference standard against which the newer, potentially faster Particle-Particle Particle-Mesh and Fast Multipole Methods can be measured. The more general \( N \)-body problem with arbitrary boundary conditions is also described, in which various multipole methods are now routinely used instead of direct summation for particle numbers in excess of \( 10^4 \). These techniques are described in a tutorial fashion and rough comparisons given of their respective computational performance on scalar and parallel machine architectures.

1 Introduction

Until relatively recently, the general solution of the N-body problem – computing the trajectories of many mutually interacting particles – was considered intractable, except for small systems, or for particle assemblies in which the interaction potential is either physically or artificially truncated. Over the past half century, however, our definition of ‘small’ has stretched from a few dozen to several thousand bodies, thanks to advances in computing power. On the other hand, this increase in manageable system size is not as dramatic as one might expect from Moore’s ‘Law’, in which processing power has doubled every 18 months or so since the 1960s.

A brief inspection of the typical N-body force law will reveals why this is so. Consider a classical system of \( N \) bodies with charges \( q_i \) and masses \( m_i \) interacting via a central potential \( V \):

\[
m_i \frac{d^2 \mathbf{r}_i}{dt^2} = -q_i \nabla_i V \quad i = 1, 2, 3 \ldots N,
\]

where

\[
V(\mathbf{r}_i) = \sum_{\substack{j=1 \atop j \neq i}}^{N} \frac{q_i}{|\mathbf{r}_i - \mathbf{r}_j|}.
\]

To compute one iteration of the ensemble trajectory \( \mathbf{r}_i(t) \) described by the equation of motion (1), we require \( N(N-1) \) operations. With the aid of Newton’s third law (action=reaction), we can exploit the symmetry of the potential to reduce the operation count by one half, but this still leaves us with an asymptotic scaling of \( O(N^2) \) for large \( N \). In other words, we need a 100-fold increase in computing power in order to increase the simulation size by an order of magnitude. This dispiriting fact of N-body life held up large-scale simulation of many-particle systems until the early 1980s, when a number of \textit{algorithmic} advances reduced the computational effort to complexities ranging from \( O(N^{3/2}) \) down to \( O(N) \), depending on the context of the problem.
In this article we present a tutorial survey of these techniques, which can be broadly classified into three categories: (i) Ewald summation, (ii) particle-mesh methods, and (iii) hierarchical or multipole methods. The Ewald method\(^1\) is restricted to fully or partially periodic systems, but has been widely adopted for studies of condensed matter – ionic salts, molecules in solvent etc. – where it is important to eliminate surface effects which would arise in a small, isolated system. Particle-mesh codes\(^2,3\) are actually more widespread outside the MD community, especially in astrophysics, plasma physics and electrical engineering, but form a vital component of the so-called Particle-Mesh-Ewald (PME) method developed some 10 years ago by Darden.\(^4\) Multipole methods,\(^5\) which come in two main flavours – ‘Fast Multipole Methods’ and ‘Tree-Codes’ respectively – are based on the observation that distant charges (or masses, in the case of gravity) may be grouped together and substituted by a single multipole expansion, leading to a substantial saving in the number of interactions necessary to sum the potential or force.

All of these techniques for accelerating \(N\)-body force summation have recently been subjected to intense re-examination in order to produce codes suitable for parallel computer architectures. In the final section, some of the important design considerations for \(N\)-body simulation on parallel machines will be discussed, and an attempt is made to compare the relative performance of the most commonly used methods.

## 2 Ewald Summation

The technique of Ewald summation is hugely popular in contemporary molecular dynamics simulation, even though it applies to a special case: namely, periodic systems. By this we mean that the simulation region or ‘cell’ is effectively replicated in all spatial directions, so that particles leaving the cell reappear at the opposite boundary. For systems governed by a short-ranged potential – say Lennard-Jones or hard spheres – it is sufficient to take just the neighbouring simulation volumes into account, leading to the ‘minimum-image’ configuration shown in Fig. 1. The potential seen by the particle at \(\mathbf{r}_i\) is summed over all other particles \(\mathbf{r}_j\), or their periodic images \((\mathbf{r}_j \pm \mathbf{n})\), where \(\mathbf{n} = (i_x, i_y, i_z)\ L\), with \(i_a = 0, \pm 1, \pm 2 \ldots \pm \infty\), whichever is closest. More typically, this list is further restricted to particles lying within a sphere centred on \(\mathbf{r}_j\).\(^6\) For long-range potentials, this arrangement is inadequate because the contributions from more distant images at \(2L, 3L\) etc., are no longer negligible. One might argue that these contributions should more-or-less cancel, which they nearly do, but one has to take care in which order to do the sum: a simple example serves to illustrate the problem. Consider a system of two oppositely charged ions, periodically extended to form an infinite one-dimensional line of charges, each separated by a distance \(R\) – Fig. 2. The potential energy of the reference ion with charge \(-q\) is:

\[
U = -2q^2 \left( \frac{1}{R} - \frac{1}{2R} + \frac{1}{3R} - \frac{1}{4R} \ldots \right) \\
= -\frac{2q^2}{R} \left( 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} \ldots \right) \\
= -\frac{2q^2}{R} \log 2
\]

The factor \(2 \log 2\) is the Madelung constant, which is of central importance in the theory of ionic crystals.\(^7,8\) The series in (3) is actually \textit{conditionally convergent}; the result depends
Figure 1. Periodic boundary conditions for simulation region (centre, dark-shaded particles at positions \( \mathbf{r}_j \)), showing ‘minimum-image’ box for reference ion \( \oplus \) at position \( \mathbf{r}_1 \) containing nearest periodic images (light-shaded particles at positions \( \mathbf{r}_j \pm \mathbf{n} \)).

Figure 2. Infinite 1D lattice

on the summation order. To illustrate this, we can choose a different ordering, for example:

\[
1 + \frac{1}{3} - \frac{1}{2} + \frac{1}{5} + \frac{1}{7} - \frac{1}{4} + \frac{1}{9} + \ldots
\]

\[
= 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \frac{1}{5} - \frac{1}{6} + \frac{1}{7} - \frac{1}{8} + \frac{1}{9} + \ldots
\]

\[
+ \frac{1}{2} - \frac{1}{4} + \frac{1}{6} - \frac{1}{8} + \ldots
\]

\[
= \sum_n \frac{(-1)^{n-1}}{n} + \frac{1}{2} \sum_n \frac{(-1)^{n-1}}{n} = \frac{3}{2} \log 2,
\]

giving us 50% more potential energy than we had before!
In three dimensions, determination of the Madelung constant – and hence the lattice potential energy – is non-trivial because successive terms in the series must be arranged so that positive and negative contributions nearly cancel. This is exactly the problem we are faced with when evaluating the potential on our reference ion in Fig. 1, albeit for an irregular assortment of charges: in what order should we sum over image boxes?

An intuitive and elegant way of doing this is to build up sets of images contained within successively larger spheres surrounding the simulation region – Fig. 3. According to this scheme, the potential is expressed mathematically as:

\[
V_\alpha(r_i) = \sum_{n} \left( \sum_{j=1}^{N} \frac{q_j}{|r_{ij} + n|} \right),
\]

where \(r_{ij} = r_i - r_j\) and \(n = (i_x, i_y, i_z)L\), with \(i_n = 0, \pm 1, \pm 2, \ldots, \pm \infty\) as before. The prime in the sum over \(n\) indicates that the \(j = i\) term is omitted for the primary cell \(n = 0\). Taking the image cells in the order prescribed by Fig. 3 does ensure that the sum (4) converges to the correct value, but only slowly. Strictly speaking, (4) is a conditionally convergent series; by contrast, potentials with a radial fall-off steeper than \(\sim r^{-3}\) are absolutely convergent.

2.1 Periodic Lattice Sum

As it stands, the summation over image boxes implied by (4) makes the prospects of speeding up our \(N\)-body problem look rather grim: we have turned an \(O(N^2)\) problem into one requiring \(N_{\text{box}} \times N^2\) operations! Ewald got around this by recasting the potential as the sum of two rapidly converging series: one in real space; the other in reciprocal, or \(k\)-space:
\[ V_E(r_i) = \sum_{n} \left( \sum_{j=1}^{N} q_j \frac{\text{erfc}(\alpha \left| r_{ij} + n \right|)}{\left| r_{ij} + n \right|} \right) + \frac{4\pi}{L^3} \sum_{k \neq 0} q_i \exp \left( -\frac{|k|^2}{4\alpha^2} \right) \exp \{i\mathbf{k} \cdot (r_j - r_i)\} - \frac{2\alpha}{\pi^{1/2}} q_i \]

The term \( \alpha \) is an arbitrary, but important parameter, which governs the relative convergence rates of the two main series. The last term is a ‘self-potential’ which cancels an equivalent contribution in the \( k \)-space sum. It is not immediately obvious why the double series (5) should be equivalent to (4). However, we can begin to make physical sense of it by noting that

\[ \text{erfc}(x) = 1 - \frac{2}{\pi^{1/2}} \int_0^x e^{-t^2} dt. \]

Thus, what we actually have is an expression of the form:

\[ V_E(r_i) = V_E(r_i) - \sum_n f(n) + \sum_k g(k). \]

In other words, to get (5) from (4), we just use the trick of adding and subtracting an additional series, summed in real space and \( k \)-space respectively. In the Ewald sum, this new series is in fact the lattice sum for a Gaussian charge distribution

\[ \rho(r) = A \exp(-\alpha^2 r^2). \]

The first two terms in (6) combine to give the rapidly converging real-space sum in (5) – as illustrated schematically in Fig. 4.

```
Figure 4. Splitting the sum for point charges into two rapidly convergent series for Gaussian-shaped charges.
```

The choice of kernel for the charge-smearing function is actually not too critical, and mainly influences the convergence characteristics of the final series. A comparison of several alternative functions was made some time ago by Heyes; for tutorial purposes here, however, we will stick to the simple Gaussian distribution originally used by Ewald himself:

\[ \sigma(r) = \frac{\alpha^3}{\pi^{3/2}} \exp(-\alpha^2 r^2), \]
which is normalised such that
\[ \int_0^\infty \sigma(r)dr = 1. \]

Note that \( \alpha \) determines the width and height of the spreading function, and hence the effective size of the charges.

Let us begin with the real-space sum depicted in Fig. 4. To obtain this, we just subtract the lattice sum for the smeared-out charges from the original point-charge sum, thus:

\[
V_r(r_i) = \sum_n \sum_{j=1}^N \frac{q_j}{|r_{ij} + n|} \left[ 1 - \int_0^\infty \sigma(r - r_{ij})d^3r \right]
\]

\[
= \sum_n \sum_{j=1}^N q_j \left[ \frac{1}{|r_{ij} + n|} - \frac{4\alpha^3}{\pi^{1/2}} \int_{|r_{ij} + n|}^\infty r^2 \exp(-\alpha^2 r^2) dr \right]
\]

The second term in the above expression can be integrated by parts to give an error function \( \text{erf}(\alpha |r_{ij} + n|) \), plus a term which exactly cancels the third term. Carrying out this simplification, we finally get:

\[
V_r(r_i) = \sum_n \sum_{j=1}^N q_j \frac{\text{erfc}(\alpha |r_{ij} + n|)}{|r_{ij} + n|}. \tag{9}
\]

The reciprocal-space sum takes a little more work. First, we consider the charge density of the whole lattice at some arbitrary position \( r \):

\[
\rho(r) = \sum_j q_j \delta(r - r_j). \tag{10}
\]

Since the lattice is periodic, we can express this equivalently as a Fourier sum:

\[
\rho(r) = L^{-3} \sum_j \sum_k f(k) \exp(-i\mathbf{k} \cdot r), \tag{11}
\]

where \( \mathbf{k} = 2\pi/L(i_x, i_y, i_z); \ i_a = 0, 1, 2, \ldots \) etc., and

\[
f(k) = \int_{L^3} \rho(r) \exp(i\mathbf{k} \cdot r)d^3r, \tag{12}
\]

where the integration is now restricted to the unit cell volume \( V = L^3 \). Substituting (10) into (12) and making use of a standard identity picks out modes corresponding to the point charges:

\[
f(k) = \sum_j q_j \exp(i\mathbf{k} \cdot r_j) \tag{13}
\]

Turning now to the smeared charge distribution:

\[
\rho'(r) = \sum_j q_j \sigma(r - r_j)
\]

\[
= \int_V \rho(r - r')\sigma(r')d^3r', \tag{14}
\]
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we observe that this is just the convolution of $\rho(r)$ with $\sigma(r)$, which we know can be expressed in Fourier space as:

$$\rho'(r) = \frac{1}{L^3} \sum_k \int f(k) \phi(k, \alpha) \exp(-ik \cdot r),$$  

(15)

where $\phi(k, \alpha)$ is the Fourier transform of the charge-smearing function $\sigma(r)$, i.e.:

$$\phi(k, \alpha) = \exp \left( -\frac{|k|^2}{4\alpha^2} \right).$$  

(16)

We are now equipped to express the potential due to the smeared charges in $k$-space. At the reference position $r_i$, this is:

$$V_k(r_i) = \int_0^\infty \rho'(r_i + r) \frac{d^3r}{r}$$

$$= \frac{1}{L^3} \sum_k \int f(k) \phi(k, \alpha) \exp(-ik \cdot r_i) \int_0^\infty \exp(-ik \cdot r) \frac{d^3r}{r}.$$

The integral on the right of the above expression is a standard one, and evaluates to $4\pi/k^2$. Combining this with the earlier results (13) and (16) for $f(k)$ and $\phi(k, \alpha)$ respectively, we have finally:

$$V_k(r_i) = \frac{4\pi}{L^3} \sum_k \int q_j \exp(i \cdot (r_j - r_i)) \frac{\exp \left( -\frac{|k|^2}{4\alpha^2} \right)}{|k|^2}.$$

(17)

This potential includes an unphysical ‘self-term’ corresponding to a smeared out charge centered at $r_i$, which needs to be subtracted off:

$$V_s(r_i) = q_i \int_0^\infty \sigma(r) d^3r$$

$$= \frac{4\pi q_i \alpha^3}{\pi^{3/2}} i \int_0^\infty r \exp(-\alpha^2 r^2)$$

$$= \frac{2\alpha}{\pi^{1/2}} q_i.$$

(18)

Adding together our partial results (9), (17) and (18), we recover the Ewald sum quoted before in Equation 5. The equivalent expression for the force (or more correctly the electric field) can be found by direct differentiation with respect to the vector between the reference particle $i$ and particle $j$:

$$E(r_i) = -\frac{\partial V_k(r_i)}{\partial r_{ij}}$$

$$= \sum_{n} \sum_j q_j \frac{k}{k^2} \exp \left( -\frac{k^2}{4\alpha^2} \right) \sin (k \cdot r_{j}) .$$

(19)
In the above expression, we have used the shorthand notation \( r_{ij} n \equiv r_{ij} + n \) and \( r_{ji} \equiv r_{j} - r_{i} \). More sophisticated derivations of lattice sums can be found in Leeuw et al.,\(^9\) who consider more general systems surrounded by a dielectric medium, by Heyes,\(^10\) who considers an arbitrary charge-spreading function, and by Perram et al.,\(^13\) who derive expressions for other types of potential (force-laws). A detailed analysis of the cutoff errors incurred by real-space and \( k \)-space sums has been made by Kolafa and Perram;\(^14\) for the special 2D case by Solvason et al.\(^15\)

### 2.2 Scaling

In replacing (4) by (5) we immediately reap the benefits of rapid convergence. This can be seen more clearly when we make use of the previous results to compute the total potential energy of the system, summing over all charges, \( q_i \):

\[
\Phi_T = \frac{1}{2} \sum_i q_i [V_r(r_i) + V_k(r_i) - V_s(r_i)]
\]

\[
= \frac{1}{2} \sum_n \sum_{i=1}^{N} \sum_{j=1}^{N} q_i q_j \text{erfc} \left( \frac{\alpha |r_{ij} + n|}{|r_{ij}|} \right)
\]

\[
\frac{2\pi}{L^3} \sum_{k} \sum_{i=1}^{N} \sum_{j=1}^{N} q_i q_j \exp \left\{ i k \cdot (r_{ij} - r_i) \right\} \frac{\exp \left( \frac{-|k|^2 \alpha^2}{2} \right)}{|k|^2} - \frac{\alpha}{\pi^{1/2}} \sum_{i=1}^{N} q_i^2. \quad (20)
\]

Simple experimentation with the Ewald sums\(16\) soon reveals a range of parameters in which one or both of the partial sums can be restricted. The example in Fig. 5, constructed for 40 randomly distributed positive and negative charges, shows that neither real-space nor \( k \)-space parts can be neglected in the range \( \alpha L = 1-10 \), even though large summation volumes were taken: \( |n|_{max} = 12 \), \( h^2 = (k_{max} / 2\pi)^2 = 700 \), on each side. Although we will come to the question of optimisation shortly, we can also get an idea of where to make cutoffs by successively truncating the two sums – Fig. 6. Inspection of these curves confirms the consensus choice found in the literature of \( \alpha L \approx 2-5 \), which allows the real-space sum to be restricted to a couple of box lengths (\( |r_{ij} + n| \leq 2L \)), while maintaining reasonable accuracy. In fact, for the curve \( n = 2 \), \( h^2 = 100 \), the potential energy is accurate to better than \( 10^{-6} \) in the range \( \alpha L = 2 \) to \( \alpha L = 9 \).

The qualitative observations above still do not tell us how the overall computational effort scales with \( N \), because the cutoff point in both sums may vary. Fixing \( |r_{ij} + n| \leq L \) – i.e., adopting the minimum image convention – would of course lead to an \( O(N^2) \) scaling once more. The arbitrariness of the parameter \( \alpha \) raises the question of whether one can choose the cutoffs \( n_{max} \) and \( k_{max} \) in either sum to reduce the overall effort. This seems a tall order, but just such a recipe was derived by Perram et al.,\(^13\) who showed that there does exist an optimal choice of parameters which reduces the scaling to \( O(N^{3/2}) \).

The trick is to weight the summation towards the \( k \)-space sum, thereby restricting the number of particle pairs which have to be considered in real space. Fincham\(^17\) gives an intuitive proof of Perram’s \( N^{3/2} \) scaling, which we reproduce here. First, we suppose that both sums are to converge to some small value, depending on the accuracy requirement of the application. We set this ‘small’ value equal to \( \exp(-p) \). For the real-space sum (9),
Figure 5. Convergence of real- (dashed) and $k$-space (dotted) Ewald potentials for different values of $\alpha$.

Figure 6. Ewald potential energy for different cutoffs in real- and $k$-space ($h^2 \equiv (k/2\pi)^2$).

this implies that at some cutoff radius $R$, we may write

$$\text{erfc}(\alpha r) \bigg|_{r=R} \sim \exp(-\alpha^2 R^2) = \exp(-p).$$

From this we immediately obtain a constraint on $\alpha$, namely:

$$\alpha = p^{1/2}/R.$$  \hspace{1cm} (21)

Applying the same convergence criterion to the $k$-space sum, we have for some cutoff
wave-vector $K$:

$$
\exp \left( -\frac{K^2}{4\alpha^2} \right) \sim \exp(-p),
$$

or

$$
p = \frac{K^2}{4\alpha^2}.
$$

Thus, making use of our first constraint (21), we obtain

$$
K = 2\alpha p^{1/2} = \frac{2p}{R} \tag{22}
$$

Once the accuracy (via $p$) and the cutoff radius $R$ have been chosen, Equations 21 and 22 specify $K$ and $\alpha$. It remains for us to find a cutoff radius in the real-space sum that minimises the execution time. To estimate the latter, we assume that all $N$ charges are distributed uniformly in a cubic box with side $L$, so that the number density $n = N/L^3$ remains constant as $N$ is varied. The number of ions contained in a cutoff sphere is then:

$$
N_c = \frac{4\pi}{3} R^3 n.
$$

Hence, the execution time for the real-space sum can be approximated by:

$$
T_r \approx \frac{1}{2} N \frac{4\pi}{3} R^3 n t_r, \tag{23}
$$

where $t_r$ is the time needed to evaluate a single interaction pair. For the $k$-space sum, we have a total volume, using (22), of

$$
\frac{4\pi}{3} K^3 = \frac{4\pi}{3} \frac{8p^3}{R^3},
$$

whereby wave-vectors are chosen according to $k = 2\pi(i_x, i_y, i_z)/L$ and $(i_x, i_y, i_z)$ is the usual integer triple. The volume per reciprocal point is just $(2\pi/L)^3$, so the number of points in the cutoff sphere is

$$
N_k = \frac{4\pi}{3} \left( \frac{p}{\pi} \right)^3 \frac{N}{nR^3}, \tag{24}
$$

and the overall execution time for the $k$-space sum is then

$$
T_k = \frac{1}{2} \frac{4\pi}{3} \left( \frac{p}{\pi} \right)^3 \frac{N}{nR^3} t_k. \tag{25}
$$

The total time for the Ewald summation is just the sum of (23) and (25):

$$
T_{tot} = \frac{1}{2} \frac{4\pi}{3} \left[ N n R^3 t_r + \left( \frac{p}{\pi} \right)^3 \frac{N}{nR^3} t_k \right].
$$

If we fix the accuracy requirement $p$, the only free parameter remaining is $R$. The obvious thing to do is therefore to set $dT/dR = 0$, whereupon we find:

$$
R_{opt} = \left( \frac{p}{\pi} \right)^{1/2} \left( \frac{t_k}{t_r} \right)^{1/6} \left( \frac{N}{n^{1/3}} \right)^{1/6}, \tag{26}
$$
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The optimal configuration is thus equally divided (in terms of computation time) between real- and \( k \)-space sums. Assuming \( t_r \sim t_k \), and stipulating a fairly conservative accuracy of \( \exp(-p) \sim 5 \times 10^{-5} \), or \( p = \pi^2 \), we find from (26)

\[
R_{\text{opt}} \approx \frac{1}{2} L N^{-1/6},
\]

with

\[
\alpha L \approx \frac{K L}{2\pi} = \frac{1}{2} N^{1/6}.
\]

To illustrate this with a concrete example: for a system of 10000 particles, we would choose \( R = 0.38L \) – less than the minimum-image box length – and \( \alpha L = 8.2 \).

For small systems, say \( N < 10^4 \), the conventional Ewald summation technique encapsulated by Equation 5 together with the simple optimisation recipe dictated by Equations 26, 21 and 22 is widely regarded as the standard method for periodic systems. The reciprocal-space sum itself can be optimised further by exploiting symmetries to reduce the number of lattice vectors needed.\(^{16,18}\) For larger systems, however, even the reduced \( O(N^{3/2}) \) cost-scaling eventually becomes prohibitive, forcing us to seek faster alternatives. Nevertheless, the direct Ewald method is still an important benchmark for assessing the performance of other, newer methods, some of which we will describe in the following sections.

### 3 Particle-Mesh Techniques

The deployment of a mesh or grid to speed up \( N \)-body calculations has long been standard practice in fields outside the traditional molecular dynamics arena, such as astrophysics and plasma physics, where the need to follow macroscopic trends over long timescales usually takes precedence over high accuracy or fine-grained spatial resolution. The term ‘macroscopic’ is loosely applied here to indicate that simulation charges (or masses) may represent a large number of physical entities. For example, a galaxy containing \( 10^{11} \) stars, each with mass \( M \) equal to one solar mass \( M_\odot \), can be simulated by a system of \( 10^4 \) stars each weighing \( 10^7 M_\odot \). It turns out that this seemingly crude approximation works very well as long as one is interested in large-scale, collective effects, such as waves or instabilities with wavelengths on the same order as the system size itself. For statistical purposes, however, it is still highly desirable to use as many ‘particles’ as possible, which leaves one with the same type of computational challenge faced by someone wishing to follow the dynamics of a protein, say.

Since arbitrarily high accuracy was not (and is still not necessarily) a priority in many such applications, the \( O(N) \) particle-mesh techniques, pioneered by Bunemann,\(^{19}\) Dawson,\(^{20}\) Hockney\(^3\) and Birdsall\(^2\) in the 1960s, quickly replaced direct summation as the workhorse computational tool in these fields.
3.1 Particle-in-Cell Codes

The subject of grid-based particle methods is too vast to do justice to within the confines of this review. For one thing, the representation of discrete charges on a grid introduces artificial structure factors, which in turn give rise to characteristic kinetic behaviour – such as modifications in the dielectric constant – storing up nasty surprises for the unwary. A quantitative understanding of such effects affords a certain amount of background theory, for which we heartily recommend the two definitive texts by Hockney & Eastwood and Birdsall & Langdon. Nonetheless, it will prove instructive to review the basic concepts of the particle-mesh (PM) method. In doing so, we hope to clarify some of the ambiguous terminology which has crept into the MD literature on this subject.

Formally, the PM method can be derived by rigorous application of kinetic theory, simplifying the \( N \)-body problem with \( 6N \) degrees of freedom via the introduction of a smooth distribution function \( f(r, v, t) \), obeying the kinetic Vlasov-Boltzmann equation:

\[
\frac{\partial f}{\partial t} + \mathbf{v} \cdot \frac{\partial f}{\partial \mathbf{x}} + q \mathbf{E} \cdot \frac{\partial f}{\partial \mathbf{v}} = \frac{\partial f}{\partial \mathbf{v}}. \tag{28}
\]

The term on the RHS is a collision term, describing the transfer of momentum between particles due to close encounters. Herein lies an important difference between PM and MD: in MD, collisions are treated automatically as part of the computation, whereas in a PM code, some approximate collision model must be introduced. Construction of a physically sensible and computationally stable model is fiendishly difficult, and luckily need not concern us here: for the time-being we will assume that our particle system is purely collisionless, and set \( \frac{\partial f}{\partial t} = 0 \).

The distribution function \( f(r, v) \) is 6-dimensional, so the general solution of (28) is still intractable for most practical purposes. Even for problems reducible to a 1D geometry, one typically still needs to retain 2 or 3 velocity components in order to incorporate the appropriate electron motion and its coupling to Maxwell’s equations, which effectively results in a 3- or 4-dimensional ‘Vlasov’-code. In the particle-mesh technique, the distribution function is represented instead by a large number of discrete ‘macro-particles’, each carrying a fixed charge \( q_i \) and mass \( m_i \), – Fig. 7, usually chosen so that the charge-to-mass ratio corresponds to a physical counterpart, for example \( e/m_e \). This ensures that the particle trajectories in the simulation match those which would be followed by real electrons and ions.

![Figure 7. Correspondence between Vlasov and particle-in-cell representation of phase-space.](image-url)
The particles are moved individually in Lagrangian fashion according to the equation of motion:

$$\frac{d}{dt}(v_i) = \frac{q_i}{m_i}E, \quad i = 1, \ldots, N \quad (29)$$

The density source needed to compute the electric field is obtained by mapping the local particle positions onto a grid via a weighting function \(W\):

$$\rho(r) = \sum_j q_j W(r_j - r), \quad j = 1, \ldots, N_{cell} \quad (30)$$

where \(W(r_j - r)\) is a function describing the effective shape of the particles. Often it is sufficient to use a linear weighting for \(W\) – originally dubbed the ‘Cloud-in-Cell’ scheme by its inventors Birdsall & Fuss\(^{22}\) – although other more accurate methods are also possible. Once \(\rho(r)\) is defined at the grid points, we can proceed to solve Poisson’s equation to obtain the new electric field. This is then interpolated back to the particle positions so that we can go back to the particle push step (29) and complete the cycle – Fig. 8.

Because of its simplicity and ease of implementation, the PIC-scheme sketched above is currently one of the most widely used plasma simulation methods. It is particularly suitable for the study of kinetic or non-Maxwellian effects. The simplest variation of this technique is a ‘1D1V’-configuration: 1 space coordinate plus 1 velocity, the numerical behaviour of which was first examined by Dawson some forty years ago.\(^{23}\)

The heart of the code is based on the following difference equations:

**Particle pusher:**

$$v_i^{n+\frac{1}{2}} = v_i^{n-\frac{1}{2}} + \frac{q_i}{m_i}E_i^n \Delta t,$$

$$x_i^{n+1} = x_i^n + v_i^{n+\frac{1}{2}} \Delta t, \quad (31)$$

**Density gather:**

$$\rho_j^{n+1} = \sum_i q_i W(x_i - x_j),$$

$$S = 1 - \frac{|x_i - x_j|}{\Delta x}, \quad (32)$$

**Field integration:**

$$E_{j+\frac{1}{2}}^{n+1} = E_{j-\frac{1}{2}}^{n+1} + \rho_j^{n+1} \Delta x. \quad (33)$$
Notice that this scheme uses one of the simplest weighting schemes, namely linear interpolation, with the effect that the particles have an effective size of $2\Delta x$. Other weighting schemes are listed below in Fig. 9. The choice of scheme is, not surprisingly, a choice between speed and accuracy – see Hockney & Eastwood, Chapter 5 for a comprehensive discussion. We will return to this issue when we discuss the Particle-Mesh-Ewald method in Section 3.3. The subscript on $W$ refers to the number of grid points along each axis.

Figure 9. Charge assignment schemes: a) Nearest-grid-point, b) Cloud-in-cell and c) Triangular-shaped-cloud.

contributing to the charge-spreading. In all cases, $x \equiv (x_i - x_j)/\Delta x$ and $W(x) = 0$ outside the ranges indicated. The weighting function is extended into 2 and 3 dimensions by forming the product along each direction. For example, the popular CIC scheme in 3D takes the form of an 8-point weighting function:

$$W_2(x) = 1 - |x|, \quad |x| < 1$$

The difference scheme for the Poisson equation is also readily generalised to 3 dimensions:

$$6\phi_{j,k,l} - (\phi_{j+1,k,l} + \phi_{j-1,k,l} + \phi_{j,k+1,l} + \phi_{j,k-1,l} + \phi_{j,k,l+1} + \phi_{j,k,l-1}) = 4\pi \Delta^2 \rho_{j,k,l}, \quad (34)$$

where the grid spacing is now assumed to be the same in all directions: $\Delta_x = \Delta_y = \Delta_z = \Delta$. Given that we can solve (34), the electric field is then obtained from:

$$E_{j,k,l} = \frac{\phi_{j+1,k,l} - \phi_{j-1,k,l}}{2\Delta} - \frac{\phi_{j,k+1,l} - \phi_{j,k-1,l}}{2\Delta} - \frac{\phi_{j,k,l+1} - \phi_{j,k,l-1}}{2\Delta}, \quad (35)$$
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For periodic systems, Equation 34 can be solved using fast Fourier transforms (FFTs), by first computing $\hat{\rho}(k)$ and then applying the inverse transform to $\hat{\phi}(k) = \hat{\rho}(k)/k^2$ to recover $\phi(r)$ in real space. This procedure results in $N_g \log N_g$ operations, where $N_g$ is the total number of grid points.

Having obtained new field values on the mesh, these are then interpolated back to the particles using the same weighting scheme as for the charge assignment:

$$E_i = \sum_{jkl} E_{j,k,l} W(r_i - r_{j,k,l})$$

For example, in the CIC scheme in Fig. 9, a particle will receive field contributions from its nearest 8 grid points, weighted according to the volume-overlap between the mesh cell and a cube of side $\Delta/2$ centered on the particle.

Particle-mesh or particle-in-cell simulation typically uses many particles per cell, $N \gg N_g$, to keep field quantities as smooth as possible. The main computational cost is therefore not in the field solver, but in the integrator (or ‘particle pusher’, as it is commonly known), which is just $O(N)$. In electrodynamics, the pusher can be much more complicated than the simple linear acceleration implied by (31), often containing magnetic fields and relativistic factors. The drawback of mesh methods is that the spatial resolution is limited to distances $r \geq \Delta$, no matter how densely-packed the particles are, since these have an effective size $\sim \Delta$. In some sense, the particle-mesh technique is the ideal algorithm for long-range forces, because short-range interactions are automatically excluded! Of course this is not particularly helpful in the context of molecular dynamics, which is based on the ability to follow individual particle trajectories – including short-range encounters – explicitly and accurately.

### 3.2 P³M: Particle-Particle, Particle-Mesh

Ideally, one would like to have the best of both worlds offered by pure MD and PM respectively: high resolution of individual encounters, combined with a rapid mesh-based evaluation of long-range forces. This is precisely the philosophy behind the particle-particle, particle-mesh (P³M) method developed primarily by Eastwood in the 1970s. The inter-particle force is initially split into two contributions:

$$F_{ij} = F_{ij}^{PP} + F_{ij}^{PM},$$

where the PP part is finite only over a few interparticle spacings, up to some cutoff radius $r_c$; the PM part is assumed to be temporally and spatially smooth enough to be computed on a mesh – Fig. 10.

The question which immediately arises is: how do we implement this splitting in practice? Clearly, the short-range (PP) sphere should be as small as possible to minimise the number of direct PP interactions. If it is too small, however, spatial resolution will be lost which cannot be compensated for by the PM calculation. This is because PM-codes filter out all modes with $|k| \geq \pi/\Delta$, where $\Delta$ is the mesh size.

The second issue concerns the matching of the force and potential contributions across the artificial boundary created by the cutoff sphere. We have already seen that the introduction of a grid causes the particles to acquire a finite form factor which depends on the details of the charge assignment scheme. We can illustrate how force splitting works by...
Figure 10. Force calculation using the $P^3M$ splitting scheme.

taking the simplest of the schemes in Fig. 9, NGP, and working out its associated interparticle force. In three dimensions, the NGP scheme is equivalent to replacing point charges by spheres of radius $a/2$, with a uniform density given by:

$$\rho(r) = \begin{cases} \frac{6q}{\pi a^3}, & r < a/2 \\ 0, & r \geq a/2 \end{cases} \quad (37)$$

Elementary electrostatics shows that the force between two such spheres along the axis joining their centres is given by:

$$F_{\text{sphere}}(r) = \begin{cases} \frac{q^2}{a^2} \left( \frac{8r}{a} - \frac{9r^2}{a^2} + \frac{2r^4}{a^4} \right), & r < a \\ \frac{q^2}{r^2}, & r \geq a \end{cases} \quad (38)$$

The natural force-splitting choice in this case is to take the short-range cutoff $R_c = a$, and to set the PP force inside this sphere equal to the difference between the Coulomb force and this effective force contribution arising from the mesh points:

$$F_{\text{PP}}(r) = \begin{cases} F_c(r) - F_{\text{sphere}}(r), & r < a \\ 0, & r \geq a \end{cases}$$

This modified force-law is illustrated in Fig. 11. Note that we are not changing the physics here: the ultimate goal is still to match the exact Coulomb law for all $r$; that is, when short- and long-range components are added together. Of course, we could guarantee
this by summing over the particles:

$$F_{i}^{PM} = \sum_{j=1}^{N} F_{sphere}(r_i - r_j),$$

but then we would be back to square one, saddled with an $O(N^2)$ force-summation! The challenge is to arrange the fast, but approximate, particle-mesh calculation in such a way as to minimize the difference between the forces evaluated on the mesh and the ‘exact’ reference force given by (38).

Fortunately the particle-mesh algorithm outlined earlier (31)–(33) gives us plenty of leeway to achieve this goal. All four of the intermediate steps necessary to compute the ‘mesh’ forces – charge assignment, potential solver, differencing, and back-interpolation to the particles – present an opportunity to improve the matching of $F_{i}^{PM}$ to the reference force. The details of this minimisation process are quite complex however, and the reader is referred to Hockney & Eastwood, Chapter 8. In the public version of their $P^3M$ code, charge assignment is performed using the TSC function, rather than NGP, which is found to give better overall performance. Once the PM parameters have been fixed, the calculation proceeds as in conventional MD; linked neighbour-lists are used to narrow down the search effort in the short-range calculation, and the velocities and positions are updated using a standard integrator.

The $P^3M$ algorithm in its original form as advocated by Hockney & Eastwood has not been widely adopted for production MD simulation, despite its promising scaling characteristics for large particle number. This is perhaps due to the uncertainty created by the admittedly complicated force-splitting procedure, leaving the user with less than 100% confidence in its accuracy. Recent comparisons of $P^3M$ with other techniques has
demonstrated that these doubts are largely unfounded, however, so we can perhaps expect a rejuvenation of this method in other fields too.

A more transparent version of P\textsuperscript{3}M has been implemented for ‘dense plasma’ (neutral electron-ion) systems by Nishihara \textit{et al.}\textsuperscript{27} In their scheme, the short- and long-range contributions are organised by the mesh itself – Fig.12. In this example, the Coulomb forces on particle $i$ are summed over the other particles within its own cell plus those (e.g.: $j_1$) in the neighbouring 26 cells (hatched region). The forces from particles outside ($j_2$) are computed from the mesh (shaded region), but excluding the charges inside the hatched region. The splitting is thus even more artificial than before, but actually easier to implement.

![Figure 12. P\textsuperscript{3}M scheme using grid-based force-splitting.](image)

3.3 Particle-Mesh-Ewald

By now the reader will probably have noticed the striking similarity between the classical Ewald method – summarised by Eq. 6 – and the force- or potential-splitting principle behind P\textsuperscript{3}M. This correspondence is perhaps surprising because in a sense, the two methods approach the $N$-body problem from different philosophical viewpoints: the Ewald method seeks to perform an exact, periodic lattice-sum by deliberately introducing a charge-spreading function to speed up convergence; P\textsuperscript{3}M is a means of rapidly evaluating the long-range force contribution through the use of a grid, due to which the charges automatically acquire a finite size.

In Section 2.2 we saw that the optimal configuration for the Ewald sum is achieved when the computational effort is equally shared between the real- and reciprocal-space
sums. In P^3M, the bias is shifted even further towards the particle-mesh calculation (which is also usually performed in reciprocal space) to guarantee something like an \(O(N^2)\) scaling. In 1993, Darden, York and Pedersen\(^4\) realised that the Ewald sum could be recast in the P^3M form by using a large value for the convergence parameter \(\alpha\). This accelerates the convergence of the real-space sum, which can then be restricted to a smaller cutoff radius \(R_c\), and ensures that the main contribution is computed in \(k\)-space. According to Eq. 24, this means summing over a large number of \(k\)-vectors, \(N_k \sim N/nR_c^3\) for each particle.

At this point, Darden et al. took the analogy with P^3M a step further, arguing that Gaussian-shaped charges could be equally well mapped onto a regular grid and the resulting potential computed by a FFT. Assuming the charges can be adequately represented on a \(m \times m \times m\) mesh with a fixed number of particles per cell, i.e.: \(m^3 \propto N\), then the scheme will scale as \(N \log N\), the time it takes to perform the Fourier transform. Thus, instead of evaluating (17), we first compute the FFT of the gridded density, which by inspection of (15) is given by:

\[
\tilde{\rho}_{jkl}(k) = \frac{1}{L^3} \exp\left(-\frac{k^2}{4\alpha^2}\right) \sum_i q_i \exp(i k \cdot r_i) \tag{39}
\]

The potential in \(k\)-space is then just the density multiplied by an ‘influence’ function \(\tilde{G}(k)\):

\[
\tilde{\phi}_{jkl}(k) = \tilde{G}(k) \rho(k), \tag{40}
\]

where

\[
\tilde{G}(k, \alpha) = \frac{\exp(-k^2/4\alpha^2)}{k^2}, \tag{41}
\]

and the fields are given simply by:

\[
\tilde{E}_{jkl}(k) = -i k \tilde{\phi}_{jkl}(k) \\
= -i k \tilde{G}(k, \alpha) \rho(k). \tag{42}
\]

The inverse FFT then yields the potential and fields at the grid points, which can then be interpolated back to the particle positions.\(^{28}\)

In its original form, the particle-mesh-Ewald (PME) algorithm of Darden et al. stuck with Gaussian charge shapes for consistency with the real-space part of the Ewald sum (which is evaluated conventionally according to Eq. 9). Unfortunately, this has the drawback that a large number of points – typically \(8^3 \approx 100\) – are needed to map the charges onto the grid, creating a new numerical bottleneck. The advantage of the P^3M scheme is that it restricts the charge distribution to 8 (CIC) or 27 (TSC) grid points respectively. A number of works have since appeared\(^{29,26}\) which fully adopt the P^3M concept of a narrow, finite assignment function. Just as in P^3M, the errors incurred by this procedure can be compensated by modifying the influence function \(\tilde{G}(k)\) – (41) – to include the discreteness effects of the grid.\(^{30}\) For consistency, the same charge shape should be used for the real-space sum, which, as shown by Heyes,\(^{10}\) will still guarantee rapid convergence. PME can thus be formally regarded as a special case of P^3M, though we have deliberately treated the methods separately here because of their independent historical development.

Many implementations and applications of the PME method have already appeared,\(^{31}\) including a sophisticated variation based on B-spline interpolation,\(^{32}\) assessments of its performance relative to crude cutoff methods\(^{33}\) as well as multipole methods.\(^{28}\)
4 Multipole Methods

So far in this review, we have dealt exclusively with periodic systems, which can be neatly handled by some form of Ewald summation. As we have seen in the previous two sections, there are essentially two choices in this case: the direct, optimised scheme of Perram et al.,13 or a grid-based P\textsuperscript{fB}/PME scheme.4,29 There is, of course, a large number of \(N\)-body problems for which periodic boundaries are completely inappropriate, for example: galaxy dynamics, electron-beam transport, large proteins,31 and any number of problems with complex geometries. So how does one get round the \(N^2\)-bottleneck if there is no symmetry to exploit?

Two new approaches to this problem were put forward in the mid-1980s, the first from Appel\textsuperscript{34} and Barnes & Hut,35 who proposed \(O(N \log N)\)-schemes based on hierarchical grouping of distant particles; the second from Greengard & Rokhlin,36 who went one better, devising an \(O(N)\) solution with rounding-error accuracy. These two methods – known today as the ‘hierarchical tree algorithm’ and the ‘fast multipole method’ respectively – have revolutionised \(N\)-body simulation in a much broader sense than the specialised periodic methods discussed earlier. They offer a generic means of accelerating the computation of many-particle systems governed by central, long-range potentials.

Although the FMM is currently more widespread in molecular dynamics than the Barnes-Hut (BH) tree algorithm, we nevertheless give both methods an equal airing here. For one thing, the methods are conceptually very similar (and are therefore related); secondly, both FMM and BH are still evolving, and it is likely that some hybrid, adaptive scheme may eventually prevail as a competitive alternative to, say, PME even for periodic simulations with moderate numbers of particles.

4.1 The Barnes-Hut Tree Algorithm

An inherent inefficiency in direct force-summation is that one does not distinguish near-neighbours from more distant particles; each pair evaluation requires the same computational effort, even though the individual contributions of distant particles may be negligibly small. Introduction of an artificial cutoff radius can separate out the important and less important partners, but this procedure only works well for short-range potentials; for Coulomb potentials, errors will accumulate as a result of abrupt truncation.

In 1986, Barnes and Hut\textsuperscript{35} introduced a scheme in which the physical space is systematically divided up so as to establish and maintain a relationship between each particle and its neighbours. The resulting ‘tree’ structure can then be used to group distant clusters of particles into a single charge or mass, thereby reducing the number of interactions in the force/potential calculation. These codes are sometimes described as oct-tree codes to distinguish them from so-called binary tree codes,37,38 based on nearest neighbour pairs. Although binary trees might reflect the structure of the system more closely, the Barnes and Hut method is by far the most commonly used method due to its conceptual simplicity and easy, low-overhead tree construction.

There is no single correct way to go about the tree-building process, but one method which produces an identical structure to the original BH scheme is as follows.39 First, a root cell is created containing all simulation particles – Fig.13a) This cell is then divided into eight equally sized subcells – Fig.13b). For each subcell, one asks whether it contains none, one, or more than one particle.
Figure 13. Step-by-step division of space for a simple 2-D particle distribution.

If the cell is empty, this cell is ignored; if there is one particle in the cell, this is stored as a ‘leaf’ node in the tree structure; if there are more particles in a cell, this cell is stored as a ‘twig’ node and subdivided further. The subdivision process continues until there are no cells with more than one particle left, which ultimately leads to Fig.13d). The division of space just described is not used as a grid in the particle-mesh sense, but rather as a bookkeeping structure. At each division step, the tree data structure is augmented with the twig-nodes belonging to next level down in the hierarchy – Fig. 14. Each node in the tree is associated with a cubic volume of space containing a given number of particles; empty cells are not stored. Pointers to the parents of each leaf and twig node are also kept in the tree structure.
Figure 15. Origin shift for the multipole calculation: the circles symbolize the pseudoparticles (twig-nodes); $r_i$ is a vector from a constituent particle to the centre of charge of the daughter node and $r_{i1}$, $r_{i2}$, etc. are the shifting vectors to the new origin $O'$ (□), which is the centre of charge of the parent node.

Once the tree is in place, the twig nodes (represented by the 5 ellipses in Fig. 14) can be ‘loaded’ with information about their physical contents, like their centres of charge,

$$r_{	ext{cov}} = \frac{\sum_i q_i \, r_i}{\sum_i q_i}$$

and their multipole moments:

$$M = \sum_i q_i$$
$$D_{\alpha} = \sum_i q_i r_{i\alpha}$$
$$Q_{\alpha\beta} = \sum_i q_i (3 r_{i\alpha} r_{i\beta} - r_i^2 \delta_{\alpha\beta})$$

This information will be needed later for the force calculation when the twigs are treated as pseudoparticles. This loading of twig-nodes, can be performed very rapidly by propagating information up the tree level-by-level, from individual particles (leaves), through the intermediate twigs until the root is reached.

To do this, we make use of the already-computed multipole moments of the daughter cell to calculate the moments of the parent cell. Each individual $r_i$ in the sum of a daughter moment is shifted by the same vector $r_{sd}$. For example,

$$\sum_i q_i x_i \quad \rightarrow \quad \sum_i q_i x_i - x_{sd} \sum_i q_i$$
$$\sum_i q_i x_i^2 \quad \rightarrow \quad \sum_i q_i x_i^2 - 2x_{sd} \sum_i q_i x_i + x_{sd}^2 \sum_i q_i$$
\[ \sum_i q_i x_i y_i \rightarrow \sum_i q_i x_i y_i - x_{sd} \sum_i q_i y_i - y_{sd} \sum_i q_i x_i + x_{sd} y_{sd} \sum_i q_i \]

and so forth. These results are used later to calculate the contribution of selected twig-nodes to the total force or potential.

Obviously, the tree-building process incurs a certain overhead in an \( N \)-body code, so it is natural to ask how much. A rough estimate of how many divisions are needed to reach a typical cell, starting from the root, can be obtained from the average size of a cell containing one or more particles. The average volume of such a cell is the volume of the root cell \( V \) divided by the number of simulation particles \( N \). Moreover, the average length of a cell is a power of \( x \) which means that the height \( x \) of the tree is of the order \( \log_2 N^{1/3} \approx \log N \).

Starting from the root, an average of \( \log_2 N \) divisions are necessary to reach a given leaf. The tree contains \( N \) leaves, therefore the time required to construct the tree is \( O(N \log N) \). In practice, tree-building actually comprises only 3–5% of the total force calculation, so it can be performed every timestep.

The tree structure provides the means to distinguish between close particles and distant particles without actually calculating the distance between every particle. The force between near-neighbours is calculated directly, whereas more distant particles are grouped together to pseudoparticles. An interaction list is thus built for each particle by traversing the tree from node-to-node and deciding whether to accept the node as-is, or subdivide further. There are actually a number of so-called ‘multipole acceptance criteria’ (MACs) of varying complexity, the simplest of which is the original ‘s/d’ criterion introduced by Barnes and Hut. Beginning at the root of the tree, the ‘size’ of the current node (or twig), \( s \), is compared with its distance from the particle, \( d \). If the ratio \( s/d \) is smaller than some preset value, \( \theta \), then the internal structure of the pseudoparticle is ignored and it is added to the interaction list for that particle. Otherwise, this node is resolved into its daughter nodes, each of which is recursively examined according to \( s/d \) and, if necessary, subdivided. Fig. 16 illustrates this comparison at two different stages of the tree-walk. This continues until all nodes have been examined, i.e., when we have returned to the root.

The result of this procedure is an interaction list, the length of which depends both on \( N \) and \( \theta \), the multipole acceptance parameter – Fig. 17. The case \( \theta = 0 \) is equivalent to computing all particle–particle interactions; which is exact but rather pointless, because the operation count is again \( O(N^2) \). This is in fact slower than direct PP because of the tree-building and traversal overheads. A practical choice using this MAC proves to be in the range \( \theta = 0.3–1.0 \), depending on the application.

The asymptotic scaling of this algorithm can be estimated by considering the average number of interactions \( n_{int} \) in a spherical, homogeneous distribution surrounding a test particle. For nonzero \( \theta \), it can be shown that:

\[ n_{int} \sim \log N/\theta^2, \]
so the time required to calculate the force on a given particle is \(O(\log N)\), which means the number of operations to compute the force on all \(N\) bodies will scale as \(O(N \log N)\).

Having determined the interaction lists for each particle, all that remains is to compute the potentials and forces. However, we have already anticipated making use of multipole expansions to take account of the charge distribution inside the pseudoparticle terms. Referring to Fig. 18, the potential at particle \(P\) due to the pseudoparticle is the sum of the potentials \(\Phi_i\) due to the particles contained in the cell,

\[
\Phi(R) = \sum_i \Phi_i(R - r_i),
\]

where \(r_i\) is the vector from the particle to the centre of mass and the origin is, for simplicity, the individual particle on which the force of the pseudoparticle is calculated. Here we
Figure 18. Geometry of multipole expansion.

Consider a $1/r$-potential, therefore

$$\Phi_i(\mathbf{R} - \mathbf{r}_i) = \frac{q_i}{|\mathbf{R} - \mathbf{r}_i|} = \frac{q_i x_i}{\sqrt{(x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2}}$$

Expanding this potential about $\mathbf{R}$ up to quadrupole order, gives:

$$\Phi(\mathbf{R}) = \sum_i q_i \left[ 1 - \mathbf{r}_i \frac{\partial}{\partial \mathbf{r}} + \frac{1}{2} \mathbf{r} \frac{\partial^2}{\partial \mathbf{r} \partial \mathbf{r}} + \cdots \right] \frac{1}{R}$$

$$= \sum_i q_i \left[ 1 - x_i \frac{\partial}{\partial x} - y_i \frac{\partial}{\partial y} - z_i \frac{\partial}{\partial z} 
+ \frac{1}{2} x_i^2 \frac{\partial^2}{\partial x \partial x} + \frac{1}{2} y_i^2 \frac{\partial^2}{\partial y \partial y} + \frac{1}{2} z_i^2 \frac{\partial^2}{\partial z \partial z} 
+ \frac{1}{2} x_i y_i \left( \frac{\partial^2}{\partial x \partial y} + \frac{\partial^2}{\partial y \partial x} \right) 
+ \frac{1}{2} y_i z_i \left( \frac{\partial^2}{\partial y \partial z} + \frac{\partial^2}{\partial z \partial y} \right) 
+ \frac{1}{2} x_i z_i \left( \frac{\partial^2}{\partial x \partial z} + \frac{\partial^2}{\partial z \partial x} \right) \right] \frac{1}{R}$$

$$= \sum_i q_i \left[ \frac{1}{R} + x_i \frac{x}{R^3} + y_i \frac{y}{R^3} + z_i \frac{z}{R^3} 
+ \frac{1}{2} x_i^2 \left( \frac{-1}{R^3} + \frac{3x^2}{R^5} \right) + \frac{1}{2} y_i^2 \left( \frac{-1}{R^3} + \frac{3y^2}{R^5} \right) 
+ \frac{1}{2} z_i^2 \left( \frac{-1}{R^3} + \frac{3z^2}{R^5} \right) 
+ x_i y_i \left( \frac{3xy}{R^5} \right) + y_i z_i \left( \frac{3yz}{R^5} \right) + x_i z_i \left( \frac{3xz}{R^5} \right) \right]$$
This can be rearranged to give:
\[
\Phi(R) = \frac{M}{R} + \sum_\alpha \frac{r_\alpha D_\alpha}{R^3} + \sum_\alpha \frac{1}{2} Q_{\alpha\beta} \frac{r_\alpha r_\beta}{R^5},
\]  
(50)

where \( M, D_\alpha \) and \( Q_{\alpha\beta} \) are the monopole, dipole and quadrupole moments of the pseudoparticles, defined previously in (44). The indices \( \alpha \) and \( \beta \) refer to the 1 components \( x, y, z \), so that \( r_{i\alpha} = (x_i, y_i, z_i) \) etc.

The corresponding electric field can be obtained directly from (50) by differentiating with respect to \( R \):

\[
E(R) = -\frac{\partial}{\partial R} \Phi(R),
\]  
(51)

which gives for the each component \( \gamma \):

\[
E_\gamma = \frac{r_\gamma}{R^3} M + \sum_\alpha \left( 3 r_\alpha r_\gamma - \frac{r_\alpha \delta_{\alpha\gamma}}{R^3} \right) D_\alpha + \sum_{\alpha\beta} \frac{5 r_\alpha r_\beta r_\gamma}{R^5} \cdot \frac{1}{2} Q_{\alpha\beta} - \sum_\alpha \frac{r_\alpha}{R^5} Q_{\alpha\gamma}.
\]

Expanding the multipole moments and the summations, we arrive at a somewhat more convenient form for implementing in a code:

\[
E_x = \frac{x}{R^3} \sum_i q_i - \left( \frac{1}{R^3} - \frac{3x^2}{R^5} \right) \cdot \sum_i q_i x_i + \frac{3xy}{R^5} \cdot \sum_i q_i y_i + \frac{3xz}{R^5} \cdot \sum_i q_i z_i
\]

\[
+ \left( \frac{15x^3}{R^7} - \frac{9x}{R^5} \right) \cdot \frac{1}{2} \sum_i q_i x_i^2 + \left( \frac{15xy^2}{R^7} - \frac{3x}{R^5} \right) \cdot \frac{1}{2} \sum_i q_i y_i^2
\]

\[
+ \left( \frac{15xz^2}{R^7} - \frac{3x}{R^5} \right) \cdot \frac{1}{2} \sum_i q_i z_i^2 + \left( \frac{15x^2y}{R^7} - \frac{3y}{R^5} \right) \cdot \sum_i q_i x_i y_i
\]

\[
+ \left( \frac{15x^2z}{R^7} - \frac{3z}{R^5} \right) \cdot \sum_i q_i x_i z_i + \left( -\frac{15xyz}{R^7} \right) \cdot \sum_i q_i y_i z_i.
\]  
(53)

The \( y \)- and \( z \)-components can be found by cyclic rotation. Compared with the direct force calculation, Equation 53 above contains 8 additional multipole terms which must be evaluated for each twig-node in the interaction list. Clearly, this necessitates a certain overhead for the BH tree algorithm, so that it will only be more efficient above a certain particle number. Where this breakeven point is exactly, depends mainly on the accuracy desired, i.e. on the choice of \( \theta \). We defer comparison of multipole schemes until later (Fig. 24), but for the moment, we note that the standard tree code relies very much on a trade-off between speed and accuracy – Fig. 19.

4.2 The Fast-Multipole Method (FMM)

The Fast-Multipole Method was developed by Greengard & Rokhlin, shortly after the Barnes–Hut algorithm appeared.\(^{36,41,42}\) In some sense, therefore, the FMM can be thought
of as an elegant refinement of the BH tree-code, but in fact it was developed independently. The FMM makes rigorous use of the fact that a multipole expansion to infinite order contains the total information of a particle distribution. As in the BH algorithm, the interaction between near-neighbours is calculated by direct particle–particle force summation, and more distant particles are treated separately. However, the distinction between these two contributions is obtained in a different way. In FMM the distant region is treated as a single ‘far-field’ contribution, which is calculated by a high-order multipole expansion.

By forming high-order multipole moments at the lowest level of the tree and carefully combining and shifting these centres up and down the tree, Greengard and Rokhlin showed that the $N$-body problem can in principle be reduced to an order $O(N)$ algorithm.\(^3\) Arbitrary accuracy (e.g., within numerical rounding error) can be assured \textit{a priori} by taking sufficient terms in the expansion. Because of this, it is essential to find a concise mathematical representation of the multipoles and their shifting theorems. The first FMM codes were two dimensional\(^3\),\(^4\) and exploited a convenient complex variable notation to represent the potentials and fields. The 3D formulation uses spherical harmonics instead and was also derived by Greengard,\(^4\) and later implemented by Schmidt and Lee\(^4\) for periodic systems.

Like the tree algorithm, FMM starts with a box big enough to contain all the simulation particles, and this box is subsequently subdivided into boxes of length $d/2^r$ ($r = 0, 1, 2, \ldots$) equivalent to $8^r$ equal sized subvolumes ($4^r$ in two dimensions). In contrast to the tree method, however, this is done for every box up to a given maximum refinement level $R$, regardless of the number of particles it contains – Fig. 20. This maximum refinement level $R$ is chosen so that the number of boxes is approximately equal to the number of the simulated particles $N$. This means that assuming the $N$ particles are more or less homogeneously distributed, the maximum refinement level (in 3D) must be chosen as

$$R = \log_8 N.$$
The FMM tree structure is used to build ‘near-neighbour’ lists of boxes at each refinement level $r$. Near-neighbours are defined as the box itself and any box at the same level with which it shares a boundary point. By contrast, a box on the same level which is not in a near-neighbour list is well separated: A local multipole expansion made about the centre of this box will then automatically be valid. Using the usual conventions for spherical harmonics and units, the generalized version of (50) is:

$$
\Phi(r) = 4\pi \sum_{l,m} \frac{M_{lm} Y_{lm} (\theta, \phi)}{(2l + 1)r^{l+1}}
$$

in spherical coordinates $(r, \theta, \phi)$ relative to an origin $O$, with multipole moments given by:

$$
M_{lm} = \sum_i q_i r_i^l Y_{lm}^*(\theta_i, \phi_i),
$$

where the charges now have the coordinates $(r_i, \theta_i, \phi_i)$. As in the Barnes-Hut algorithm, multipole moments are first computed for each box at the highest refinement level $R$, but this time relative to the centre of the box rather than the centre of charge of the particles. The maximum number of terms $L$ in the multipole expansion is chosen such that:

$$
\left( \sum_i |q_i| \right) 2^{-L} \leq \epsilon,
$$

where $\epsilon$ is the desired precision.

Next, the multipole moments on the next coarsest refinement level $r = R - 1$ are calculated, and just as for the tree method, the shifted multipole moments of the daughter cells can be used to obtain the moments of the parent cell. Shifting the origin $O$ to $O'$ by
a translation vector \( \mathbf{r}_t \), a transformation of the multipole moments is needed to obtain the
expansion in terms of the new vector \( \mathbf{r}' = \mathbf{r} - \mathbf{r}_t \) relative to \( O' \). This transformation is
given by:

\[
M'_{l'm'} = \sum_{l,m} T_{l'm',lm}^{MM} M_{lm},
\]

(57)

with the transformation matrix

\[
T_{l'm',lm}^{MM} = \frac{4\pi (-r_t)^{l'-1} Y_{l'-m'}^{*} \rho \phi (\theta, \phi) a_{l'-m'} \alpha_{lm}(2l'+1)}{2(l+1)[2(l'-l)+1]a_{l'm'}},
\]

and \( a_{lm} \) is defined as

\[
a_{lm} = (-1)^l a_{l+m} \frac{2(l+1)^{1/2}}{[4n(l+m)!][l-m]!^{1/2}}.
\]

This is just a generalization of the 1 shifting relations used for the (quadrupole order) tree

code, with the main difference that the moments are calculated relative to the centre of the
cell (see Fig. 21). In this fashion, the moment expansions are carried up to root level
\( r = 0 \), which ultimately contains an \( L \)-term multipole expansion of the whole system.

So far, apart some hair-raising mathematics, there is little to choose between a standard
tree code and the FMM. At this point, we could just use our \( L \)-term multipole expansions
for the ‘box-to-particle’ strategy of the tree algorithm. In the FMM, however, we include
the extra step of evaluating ‘box-box’ interactions. To do this, we perform a downward
pass (from \( r = 0 \) to \( r = R \)), in which a careful distinction is made in the interaction lists
for the boxes. There are actually three regions: the near field, the interactive field and
the far field. The near field consists of the neighbouring cells; the far field is the entire
simulation box excluding the cell in question and its neighbours. The interactive field is
the part of the far field that is contained in the near field of this cell’s parents – Fig. 22.
In this downward pass, each multipole expansion is converted into a *local expansion* (i.e., a Taylor expansion about the centre of all well-separated boxes at each level). Using the notation above, this can be expressed thus:

$$\Psi(\mathbf{r}) = 4\pi \sum_{l,m} L_{lm} r^l Y_{lm}^*(\theta, \phi), \quad (60)$$

where $L_{lm}$ are referred to as the local moments of the Taylor series expansion, obtained from the original multipole moments by the transformation:

$$L_{l'm'} = \sum_{l,m} T_{l'm',lm}^{LM} M_{lm}, \quad (61)$$

where the transformation matrix $T_{l'm',lm}^{LM}$ is now

$$T_{l'm',lm}^{LM} = 4\pi \frac{(-1)^{l+l'+m} Y_{l',m'}^* (\theta, \phi) a_{l',m'} a_{l,m}}{r_{l+l'+1}^2 (2l+1)(2l'+1)(2l'+1)} \Xi_{l,l'} \Xi_{l',l}. \quad (62)$$

The region of validity of the multipole expansions that contribute to the local expansion consists of all boxes at the same level which are not near neighbours. At levels $r = 0$ and $r = 1$, there are no boxes which fulfill this requirement, so we just set

$$\Psi_0 = \Psi_1 = 0$$

From $r = 2$ to $r = R$ the following operations can now be performed: For each box on level $r$, the local expansion of the parent box is shifted to the centre of each of its daughters as in Fig. 22b). In other words,

$$L_{l'm'} = \sum_{l,m} T_{l'm',lm}^{LL} L_{lm},$$
with
\[ T_{l,m}^{L,L} = 4\pi \frac{r^{l-l'} Y_{l-l',m'-m} (\theta, \phi) a_{l' m'} a_{l-m}}{(2l'+1)(2(l-l') + 1)} a_{l m}. \]

In this local expansion of the daughter cell there are now boxes missing. These are the boxes that do not touch the current daughter cell, but do not contribute to the local expansion of the parent cell either – in other words, the boxes of the interactive field – Fig. 23a). Their contribution has to be added to the local expansion of the daughter cell. The result is the local expansion due to all particles in all boxes at the same level which are not near neighbours. However, the ultimate aim is to evaluate the potential or force not on the box, but rather on the particles inside the box. Therefore, once the highest refinement level is reached, the local expansions at the individual particle locations are evaluated.

Finally, the remaining interactions with the particles in neighbouring boxes and the box itself are added by direct summation of the particle–particle interactions – Fig. 23b).

Some recent improvements to these formulations – in which the central multipole transformations are optimised – have been proposed by Petersen et al.\textsuperscript{46} and White and Head-Gordon.\textsuperscript{47} A new implementation for high-precision quantum chemistry applications has been reported by Dachsel\textsuperscript{48} at this Winter School.

At first sight it seems that FMM codes with a computation time proportional to $N$ must be superior to tree codes – which scale as $N \log N$ – and particle–particle codes – which scale either as $N^2$ or $N^{3/2}$ depending on the boundary conditions. However, FMM codes have a large overhead due to the multipole and Taylor expansions, so one has to ask instead: at what point is it appropriate to use an FMM code instead of a PP or tree code? This is not a simple question to answer, because the computation time depends not only on the number of particles $N$, but also on how accurately the calculation should be performed.
For the tree code, accuracy is determined by the tolerance parameter $\theta$, for the FMM code the number of multipole terms $L$ and the refinement level $R$ have the same function. Schmidt and Lee showed that the overall polynomial dependence of the computation on $N$, $L$, and $R$ is given by

$$P = aBL^2 + bNL^2 + cBL^4 + dB \left[ g_1 + g_2 \left( \frac{N}{B} \right) + g_3 \left( \frac{N^2}{B} \right)^2 \right].$$

where $a, b, c, g_1, g_2, g_3$ are machine-dependent parameters and $B$ is the number of boxes ($8^R$) on the highest refinement level. Interestingly, Eq. 65 shows that it is crucial that ratio $N/B$ is kept small, because only then is the $N^2$ dependence actually removed, leaving a dominant $O(N)$ scaling. In practice, this means increasing the number of levels as $N$ is increased, typically leading to a ratchet-like timing curve.

One of the assumptions of the FMM is that the distribution of the particles is more or less homogeneous. Nonuniform particle distributions would either require a high refinement level or a large number of terms in the multipole expansion, both resulting in higher overheads. Therefore, the original form of the fast multipole method is not very suitable for nonuniform distributions, or for dynamical systems which may develop large density contrasts over the course of time. To cope with this, adaptive fast multipole codes have been developed, which are basically hybrids between the BH and FM algorithms.

5 Performance and Parallelism

Comparison of $N$-body algorithms is a dangerous business because unless one is completely impartial, there is a tendency to neglect one’s least favourite scheme. A classic example is the direct $N$-particle summation, which can be performed in a time $N(N - 1)/2$ by exploiting the ‘action-reaction’ symmetry of the Coulomb force-law. Overlooking this fact immediately makes the naive PP scheme a factor of 2 slower than it needs to be. Less trivial optimisations are also often neglected in the Ewald method for periodic systems, leading to wildly differing conclusions for the ‘crossover’ points at which alternative schemes – PME, FMM etc. – are faster.

5.1 Open Systems

Because periodicity necessitates additional complexity and overheads which differ for the Ewald and multipole schemes, we first consider the simpler case of open boundaries, where the system is surrounded by an infinite vacuum with no external forces present. Here we will compare the pure PP algorithm against the Barnes-Hut tree algorithm (BH) and the standard Greengard FMM. To make the comparison meaningful we perform tests for fixed accuracy, defined by the relative RMS particle-particle force error, estimated as follows:

$$\varepsilon_\alpha = \left( \frac{\sum_{i=1}^{N_{\alpha \omega \gamma \varepsilon}} (f_{\alpha i}^a - f_{\alpha i}^r)^2}{\sum_{i=1}^{N_{\alpha \omega \gamma \varepsilon}} (f_{\alpha i}^r)^2} \right)^{\frac{1}{2}},$$

where $f_{\alpha i}^a$ and $f_{\alpha i}^r$ are the components of the forces on particle $i$, evaluated using the approximate and direct (reference) methods respectively. For homogeneous, symmetric
density distributions, we can average over the three force components:

\[
\varepsilon_f = \frac{1}{3} \sum \varepsilon_\alpha.
\]

Note that this is a stronger measure than, say the relative error in potential energy

\[
\varepsilon_{pot} = \frac{|\Phi^0 - \Phi^r|}{\Phi^r},
\]

where individual errors can sometimes cancel each other. Generally, error estimates based on \(\varepsilon_f\) are larger than those found with \(\varepsilon_{pot}\), and represent a more reliable and stringent measure for dynamical applications.\(^{52,53}\)

Benchmarks for these three algorithms performed on a SunBlade Sparc machine are shown in Fig. 24. The initial distribution used was a neutral, homogeneous sphere of randomly placed positive and negative charges. With the BH algorithm, setting the multipole acceptance parameter \(\theta\) to 0.2 and 0.5 resulted in average force errors of 0.1\% and 1\% respectively, almost independent of \(N\) – see Fig. 19. To achieve equivalent precision with the FMM is not just a matter of choosing the appropriate number of multipoles, because the refinement level needs to be adjusted too as \(N\) is increased. Esselink\(^ {53}\) investigated this effect in some detail, and we quote adjusted timings from his FMM code for 7- and 4-term expansions. The above curves reveal two noticeable features. First, the Barnes-Hut algorithm is clearly hard to beat for ‘low-precision’ applications (where a force error of 1\%
can be tolerated), displaying a breakeven point over PP of around 5000 for the BH code compared to about 10000 for FMM. If high precision is needed however (for, say Monte-Carlo configurational computations), then FMM comes into its own for particle numbers in excess of $10^5$.

### 5.2 Periodic Systems

As we hinted at before, timing comparisons for the classic, periodic lattice of charges with which we began this article have proved to be the most controversial in the past, with claimed breakeven points ranging from 300 to $10^5$! These discrepancies can usually be traced to differing levels of optimisation for both Ewald and FMM algorithms. Rather than attempt to implement a ‘perfect’ Ewald sum ourselves, we take timings from Esselink’s paper, which describes several optimisations in some detail. The FMM timings, on the other hand, we draw from Schmidt & Lee’s paper, where they also describe and implement a fully periodic version. The overhead caused by periodic boundaries is actually just a few percent if one uses the multipole expansion for the whole system for the periodic images. Figure 25 shows a comparison of the computation time required by the Ewald method, tree code, and fast multipole codes for a 3-dimensional, fully periodic system of charges. Extrapolating the FMM curves for these error levels (around $10^{-4}$ and $10^{-3}$ for the upper and lower curve respectively), one can estimate the breakeven point somewhere between $5 \times 10^4$ and $10^5$ - a little higher than for open systems. This value seems to be consistent with a more rigorous comparison by Solvason et al. for 2D periodic systems.

The other two curves shown are taken from a periodic tree code (Barnes-Hut-Ewald – BHE), developed by Pfalzner & Gibbon for plasma physics applications. These appear to be comparable with timings reported for PME/P codes, though the tree code is perhaps less accurate in the form used. Another interesting periodic BH derivation has been presented by Duan & Krasny, who also deduce a breakeven point of about $10^4$ particles.

### 5.3 Parallelisation Strategies

The widespread availability of parallel supercomputers has made $N$-body calculation very attractive as a simulation tool, even bringing direct $O(N^2)$ force summation into the realms of feasibility for a restricted set of problems. The direct $N^2$ algorithm contains a natural parallelism, requiring a simple sharing of particles between the processors. Communication overheads can be minimised by passing partial results between processors in a ring (systolic loop), as described elsewhere in these proceedings.

The methods described in this review are all designed to yield a better algorithmic scaling than the brute force option, i.e. a speed-up relative to direct summation regardless of machine architecture. Having established a breakeven point for a given accuracy, it is important to know whether this will still hold on a massively parallel computer. In practice, we find that $N$-body algorithms have widely differing efficiencies when implemented in parallel, so we now briefly outline the main parallelisation strategies used to date.

The conventional Ewald method which we started with in Section 2 is quite easy to implement in parallel. Even with a modest number of processors, there is an immediate
opportunity for task sharing provided by the splitting of the sum into real- and reciprocal-
space, which yields two more-or-less equally time-consuming contributions. The real-
space part can be split further according to the standard PP recipe; the $k$-space sum can
be reformulated as a particle sum multiplied by structure factors which can be computed
independently on each processor.\textsuperscript{57}

Unfortunately, parallelism is not so clear-cut for the PME or P\textsuperscript{2}M methods: if anything
it becomes less efficient, because the Ewald sum gets heavily and deliberately biased
towards the now gridded Fourier component. On a scalar machine, the latter can be rapidly
evaluated by FFTs, leading to the desired $O(N \log N)$-scaling. However, the binary, recursive
nature of the FFT is not well suited to distributed-memory parallelism, and ultimately
results in poor scalability.\textsuperscript{58} An alternative P\textsuperscript{2}M scheme with very promising scaling char-
acteristics has recently been suggested by Beckers et al., in which the FFT is abandoned in
favour of an iterative Poisson solver.\textsuperscript{59} Parallel implementation of this scheme involves a
standard spatial decomposition commonly found in fluid dynamics applications, in which
a ‘halo’ of ghost cells a few grid points wide is placed around each processor domain. The
halos act as communication buffers for grid information held by neighbouring processors
needed for the local integration of Poisson’s equation.

Multipole-based $N$-body methods require somewhat more effort to implement on parallel
architectures, but have nonetheless attracted considerable attention because of the poten-
tially rewarding prospect of Giga-particle simulation which modern Teraflop machines
would offer. A parallel version of the original, non-adaptive 2D FMM was proposed by
Greengard himself as early as 1990.\textsuperscript{60} This scheme, based on task-sharing in each of the
separate near- and far-field stages of the FMM, works well on shared memory machines,
but less efficiently on distributed memory systems. Nonetheless, these ideas inspired the
first parallel FMM for MD simulation of macromolecules, developed and demonstrated by
the Duke University group in the early 1990s.\textsuperscript{50, 61}

Of all the algorithms described here, the Barnes-Hut tree code probably presents the
biggest challenge for parallel implementation. At first sight, the hierarchical data struc-
ture would seem to rule out parallelism altogether, but it was soon realised that both tree
construction and interaction lists could be at least vectorised on a level-by-level basis,\textsuperscript{62–64}
leaving a straightforward $N \times N_{\text{int}}$ force summation to contend with. However, all this
only works with shared memory. On distributed memory machines, the tree structure ei-
ther has to be global to all processors – a very expensive and wasteful option – or some-
how divided up equally among them. The problem is that the access to the whole tree is
in principle needed to build an interaction list. Searching for nonlocal nodes on remote
processors using the pointer addressing schemes typical of scalar tree codes would entail a
huge communication overhead. This problem was recognised by Salmon and Warren,\textsuperscript{65, 66}
who practically reinvented the BH algorithm by scrapping pointers in favour of a set of
unique binary keys to represent particle and node coordinates. Domain decomposition is
reduced to cutting a list of keys sorted into an appropriate order. The main drawback of
this scheme is that memory locations are accessed by mapping the large number of possi-
ble keys onto a hash table; a process that risks ‘collisions’ – two or more keys yielding the
same address. Various ways have been proposed to minimise this effect, including sorting
addresses according to access frequency, and distributing ‘work’ rather than tree-nodes to
remote processors.\textsuperscript{67}

The trend in machine architecture is towards ever larger processor arrays – currently
approaching the 10000 mark,\textsuperscript{68} which puts a premium on algorithm efficiency. Even a 1%
inefficiency due to a non-parallel component or communication overhead can lead to severe
performance deterioration for 1000 processors or more.\textsuperscript{6} Which of the above algorithms is
best suited to large-scale computations on large machines is really an open question. The
mesh- and multipole-based methods may have a mathematically superior scaling, but are
harder to implement efficiently in parallel, and will thus continue to present a challenge as
computers increase in size.

6 Summary

In this article we have attempted to provide a guide to the alternative methods available for
accelerating the force or potential calculation for long-range $N$-body problems. Although
it is impossible to give any strict recommendations, we can draw up some general rules-of-
thumb as to which scheme to choose. For the special but important case of periodic sys-
tems, some form of PM\textsuperscript{3}M is widely acknowledged as being faster than the classical Ewald
sum for reasonable accuracy ($10^{-4}$ relative force error, say) – in the range $N = 10^4$–
$10^5$. Thereafter, it may be worth investing in FMM, particularly if very high precision is
desired for one-shot configurational calculations, for example. The lesser known Barnes-
Hut-Ewald schemes may also be competitive with either of these methods for all $N$, though
this remains to be demonstrated conclusively. For open systems, multipole methods are the
only alternative, and have become routine in astrophysical and plasma physics applications.
For static, high-precision problems where $N > 10^5$, FMM is again hard to beat. On the
other hand, dynamical applications (MD) call for force-accuracy comparable with the in-
integration scheme (typically 0.1–1%), which favours the much simpler BH algorithm. This segregation of requirements does not rule out future hybrid, adaptive multipole schemes suitable for implementing on massively parallel architectures.
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The major parallel programming models for scalable parallel architectures are the message passing model and the shared memory model. This article outlines the main concepts of these models as well as the industry standard programming interfaces MPI and OpenMP. To exploit the potential performance of parallel computers, programs need to be carefully designed and tuned. We will discuss design decisions for good performance as well as programming tools that help the programmer in program tuning.

1 Introduction

Although the performance of sequential computers increases incredibly fast, it is insufficient for a large number of challenging applications. Applications requiring much more performance are numerical simulations in industry and research as well as commercial applications such as query processing, data mining, and multi-media applications. Architectures offering high performance do not only exploit parallelism on a very fine grain within a single processor but apply a medium to large number of processors concurrently to a single application. High-end parallel computers deliver up to 30 Teraflop/s (10^{12} floating point operations per second) and are developed and exploited within the ASCI (Accelerated Strategic Computing Initiative) program of the Department of Energy in the USA.

This article concentrates on programming numerical applications on distributed memory computers introduced in Sec. 1.1. Parallelization of those applications centers around selecting a decomposition of the data domain onto the processors such that the workload is well balanced and the communication between processors is reduced (Sec. 1.2).7

The parallel implementation is then based on either the message passing or the shared memory model (Sec. 2). The standard programming interface for the message passing model is MPI (Message Passing Interface),14,11 offering a complete set of communication routines (Sec. 2.1). OpenMP4,13 is the standard for directive-based shared memory programming and will be introduced in Sec. 2.2.

Since parallel programs exploit multiple threads of control, debugging is even more complicated than for sequential programs. Sec. 3 outlines the main concepts of parallel debuggers and presents TotalView,15 the most widely available debugger for parallel programs.
Although the domain decomposition is key to good performance on parallel architectures, program efficiency also heavily depends on the implementation of the communication and synchronization required by the parallel algorithm and the implementation techniques chosen for sequential kernels. Optimizing those aspects is very system dependent and thus, an interactive tuning process consisting of measuring performance data and applying optimizations follows the initial coding of the application. The tuning process is supported by programming model specific performance analysis tools. Sec. 4 presents basic performance analysis techniques and introduces the widely available performance analysis tools VAMPIR\textsuperscript{16} (for MPI programs) and GuideView\textsuperscript{9} (for OpenMP).

1.1 Parallel Architectures

Parallel computers that scale beyond a small number of processors circumvent the main memory bottleneck by distributing the memory among the processors. Current architectures\textsuperscript{3} are composed of single-processor nodes with local memory or of multiprocessor nodes where each node’s main memory is shared among its processors. The latter are often called SMP (Symmetrical Multi Processor) nodes.

The most important characteristic of this distributed memory architecture is that access to the local memory is faster than to remote memory. It is the challenge for the programmer to assign data to the processors such that most of the data accessed during the computation are already in the node’s local memory.

Three major classes of distributed memory computers can be distinguished:

No Remote Memory Access (NORMA) computers do not have any special hardware support to access another node’s local memory. Processors obtain data from remote memory only by exchanging messages between processes on the requesting and the supplying node.

Remote Memory Access (RMA) computers allow to access remote memory via specialized operations implemented by hardware. The accessed memory location is not determined via an address in a shared linear address space but via a tuple consisting of the processor number and the local address in the target processor’s address space.

Cache-Coherent Non Uniform Memory Access (ccNUMA) computers do have a shared physical address space. All memory locations can be accessed via usual load and store operations. Access to a remote location results in a copy of the appropriate cache line in the processor’s cache. Coherence algorithms ensure that multiple copies of a cache line are kept coherent, i.e., the copies do have the same value.

While most of the early parallel computers were NORMA systems, today’s systems are either RMA or ccNUMA computers. This is because remote memory access is a lightweight communication protocol that is more efficient than standard message passing since data copying and process synchronization are eliminated. In addition, ccNUMA systems offer the abstraction of a shared linear address space resembling physically shared memory systems. This abstraction simplifies the task of program development but does not necessarily facilitate program tuning.

Typical examples of the three classes are clusters of workstations (NORMA), CRAY T3E (RMA), and SGI Origin 3000 (ccNUMA).
1.2 Data Parallel Programming

Applications that scale to a large number of processors usually perform computations on large data domains. For example, crash simulations are based on partial differential equations that are solved on a large finite element grid and molecular dynamics applications simulate the behavior of a large number of particles. Other parallel applications apply linear algebra operations to large vectors and matrices. The elemental operations on each object in the data domain can be executed in parallel by the available processors.

The scheduling of operations to processors is determined according to a selected domain decomposition. Processors execute those operations that determine new values for local elements (owner-computes rule). While processors execute an operation, they may need values from other processors. The domain decomposition has thus to be chosen so that the distribution of operations is balanced and the communication is minimized. The third goal is to optimize single node computation, i.e., to be able to exploit the processor’s pipelines and the processor’s caches efficiently.

A good example for the design decisions taken when selecting a domain decomposition is Gaussian elimination. The main structure of the matrix during the iterations of the algorithm is outlined in Fig. 1.

![Figure 1. Structure of the matrix during Gaussian elimination.](image)

A possible distribution of the matrix is to decompose its columns into blocks, one block for each processor. The elimination of the entries in the lower triangle can then be performed in parallel where each processor computes new values for its columns only. The main disadvantage of this distribution is that in later computations of the algorithms only a subgroup of the processors is actually doing any useful work since the computed rectangle is getting smaller.
To improve load balancing, a cyclic column distribution can be applied. The computations in each step of the algorithm executed by the processors differ only in one column.

In addition to load balancing also communication needs to be minimized. Communication occurs in this algorithm for broadcasting the current column to all the processors since it is needed to compute the multiplication factor for the row. If the domain decomposition is a row distribution, which eliminates the need to communicate the current column, the current row needs to be broadcast to the other processors.

If we consider also the pivot operation, communication is necessary to select the best row when a row-wise distribution is applied since the computation of the global maximum in that column requires a comparison of all values.

Selecting the best domain decomposition is further complicated due to optimizing single node performance. In this example, it is advantageous to apply BLAS3 operations for the local computations. These operations make use of blocks of rows to improve cache utilization. Blocks of rows can only be obtained if a block-cyclic distribution is applied, i.e., columns are not distributed individually but blocks of columns are cyclically distributed.

This discussion makes clear, that choosing a domain decomposition is a very complicated step in program development. It requires deep knowledge of the algorithm’s data access patterns as well as the ability to predict the resulting communication.

2 Programming Models

The two main programming models, message passing and shared memory, offer different features for implementing applications parallelized by domain decomposition.

The message passing model is based on a set of processes with private data structures. Processes communicate by exchanging messages with special send and receive operations. The domain decomposition is implemented by developing a code describing the local computations and local data structures of a single process. Thus, global arrays have to be split up and only the local part has to be allocated in a process. This handling of global data structures is called data distribution. Computations on the global arrays also have to be transformed, e.g., by adapting the loop bounds, to ensure that only local array elements are computed. Access to remote elements have to be implemented via explicit communication, temporary variables have to be allocated, messages have to be constructed and transmitted to the target process.

The shared memory model is based on a set of threads that are created when parallel operations are executed. This type of computation is also called fork-join parallelism. Threads share a global address space and thus access array elements via a global index.

The main parallel operations are parallel loops and parallel sections. Parallel loops are executed by a set of threads also called a team. The iterations are distributed among the threads according to a predefined strategy. This scheduling strategy implements the chosen domain decomposition. Parallel sections are also executed by a team of threads but the tasks assigned to the threads implement different operations. This feature can for example be applied if domain decomposition itself does not generate enough parallelism and whole operations can be executed in parallel since they access different data structures.

In the shared memory model, the distribution of data structures onto the node memories is not enforced by decomposing global arrays into local arrays, but the global address space is distributed onto the memories by the operating system. For example, the pages
of the virtual address space can be distributed cyclically or can be assigned at first touch. The chosen domain decomposition thus has to take into account the granularity of the distribution, i.e., the size of pages, as well as the system-dependent allocation strategy.

While the domain decomposition has to be hard-coded into the message passing program, it can easily be changed in a shared memory program by selecting a different scheduling strategy for parallel loops.

Another advantage of the shared memory model is that automatic and incremental parallelization is supported. While automatic parallelization leads to a first working parallel program, its efficiency typically needs to be improved. The reason for this is that parallelization techniques work on a loop-by-loop basis and do not globally optimize the parallel code via a domain decomposition. In addition, dependence analysis, the prerequisite for automatic parallelization, is limited to access patterns known at compile time.

In the shared memory model, a first parallel version is relatively easy to implement and can be incrementally tuned. In the message passing model instead, the program can be tested only after finishing the full implementation. Subsequent tuning by adapting the domain decomposition is usually time consuming.

2.1 MPI

The Message Passing Interface (MPI)\textsuperscript{14,11} was developed between 1993 and 1997. It includes routines for point-to-point communication, collective communication, one-sided communication, and parallel IO. While the basic communication primitives have already been defined since 1994 and implemented on almost all parallel computers, remote memory access and parallel IO routines are part of MPI 2.0 and are only available on few machines.

2.1.1 MPI Basic Routines

MPI consists of more than 120 functions. But realistic programs can already be developed based on no more than six functions:

- **MPI_Init** initializes the library. It has to be called at the beginning of a parallel operation before any other MPI routines are executed.
- **MPI_Finalize** frees any resources used by the library and has to be called at the end of the program.
- **MPI_Comm_size** determines the number of processors executing the parallel program.
- **MPI_Comm_rank** returns the unique process identifier.
- **MPI_Send** transfers a message to a target process. This operation is a blocking send operation, i.e., it terminates when the message buffer can be reused either because the message was copied to a system buffer by the library or because the message was delivered to the target process.
- **MPI_Recv** receives a message. This routine terminates if a message was copied into the receive buffer.

2.1.2 MPI Communicator

All communication routines depend on the concept of a *communicator*. A communicator consists of a process group and a communication context. The processes in the process
group are numbered from zero to process count - 1. The process number returned by
MPI\texttt{Comm\_rank} is the identification in the process group of the communicator which is
passed as a parameter to this routine.

The communication context of the communicator is important in identifying messages.
Each message has an integer number called a \textit{tag} which has to match a given selector in the
corresponding receive operation. The selector depends on the communicator and thus on
the communication context. It selects only messages with a fitting tag and having been sent
relative to the same communicator. This feature is very useful in building parallel libraries
since messages sent inside the library will not interfere with messages outside if a special
communicator is used in the library. The default communicator that includes all processes
of the application is \texttt{MPI\_COMM\_WORLD}.

### 2.1.3 MPI Collective Operations

Another important class of operations are \textit{collective operations}. Collective operations are
executed by a process group identified via a communicator. All the processes in the group
have to perform the same operation. Typical examples for such operations are:

- **MPI\_Barrier** synchronizes all processes. None of the processes can proceed beyond the
  barrier until all the processes started execution of that routine.
- **MPI\_Bcast** allows to distribute the same data from one process, the so-called \textit{root}
  process, to all other processes in the process group.
- **MPI\_Scatter** also distributes data from a root process to a whole process group, but each
  receiving process gets different data.
- **MPI\_Gather** collects data from a group of processes at a root process.
- **MPI\_Reduce** performs a global operation on the data of each process in the process
  group. For example, the sum of all values of a distributed array can be computed
  by first summing up all local values in each process and then summing up the local
  sums to get a global sum. The latter step can be performed by the reduction operation
  with the parameter \texttt{MPI\_SUM}. The result is delivered to a single target processor.

### 2.1.4 MPI IO

Data parallel applications make use of the IO subsystem to read and write big data sets.
These data sets result from replicated or distributed arrays. The reasons for IO are to read
input data, to pass information to other programs, e.g., for visualization, or to store the
state of the computation to be able to restart the computation in case of a system failure or
if the computation has to be split into multiple runs due to its resource requirements.

IO can be implemented in three ways:

1. **Sequential IO**
   A single node is responsible to perform the IO. It gathers information from the other
   nodes and writes it to disk or reads information from disk and scatters it to the appro-
   priate nodes. While the IO is sequential and thus need not be parallelized, the full
   performance of the IO subsystem might not be utilized. Modern systems provide high
   performance IO subsystems that are fast enough to support multiple IO requests from
   different nodes in parallel.
2. Private IO

Each node accesses its own files. The big advantage of this implementation is that no synchronization among the nodes is required and very high performance can be obtained. The major disadvantage is that the user has to handle a large number of files. For input the original data set has to be split according to the distribution of the data structure and for output the process-specific files have to be merged into a global file for postprocessing.

3. Parallel IO

In this implementation all the processes access the same file. They read and write only those parts of the file with relevant data. The main advantages are that no individual files need to be handled and that reasonable performance can be reached. The disadvantage is that it is difficult to reach the same performance as with private IO. The parallel IO interface of MPI provides flexible and high-level means to implement applications with parallel IO.

Files accessed via MPI IO routines have to be opened and closed by collective operations. The open routine allows to specify hints to optimize the performance such as whether the application might profit from combining small IO requests from different nodes, what size is recommended for the combined request, and how many nodes should be engaged in merging the requests.

The central concept in accessing the files is the view. A view is defined for each process and specifies a sequence of data elements to be ignored and data elements to be read or written by the process. When reading or writing a distributed array the local information can be described easily as such a repeating pattern. The IO operations read and write a number of data elements on the basis of the defined view, i.e., they access the local information only. Since the views are defined via runtime routines prior to the access, the information can be exploited in the library to optimize IO.

MPI IO provides blocking as well as nonblocking operations. In contrast to blocking operations, the nonblocking ones only start IO and terminate immediately. If the program depends on the successful completion of the IO it has to check it via a test function. Besides the collective IO routines which allow to combine individual requests, also non-collective routines are available to access shared files.

2.1.5 MPI Remote Memory Access

Remote memory access (RMA) operations (also called 1-sided communication) allow to access the address space of other processes without participation of the other process. The implementation of this concept can either be in hardware, such as in the CRAY T3E, or in software via additional threads waiting for requests. The advantages of these operations are that the protocol overhead is much lower than for normal send and receive operations and that no polling or global communication is required for setting up communication.

In contrast to explicit message passing where synchronization happens implicitly, accesses via RMA operations need to be protected by explicit synchronization operations.

RMA communication in MPI is based on the window concept. Each process has to execute a collective routine that defines a window, i.e., the part of its address space that can be accessed by other processes.
The actual access is performed via put and get operations. The address is defined by the target process number and the displacement relative to the starting address of the window for that process.

MPI also provides special synchronization operations relative to a window. The MPI_Win_fence operation synchronizes all processes that make some address ranges accessible to other processes. It is a collective operation that ensures that all RMA operations started before the fence operation terminate before the target process executes the fence operation and that all RMA operations of a process executed after the fence operation are executed after the target process executed the fence operation.

2.2 OpenMP

OpenMP\textsuperscript{4,13} is a directive-based programming interface for the shared memory programming model. It consists of a set of directives and runtime routines for Fortran 77 (published 1997), for Fortran 90 (2000), and a corresponding set of pragmas for C and C++ (1998).

Directives are special comments that are interpreted by the compiler. Directives have the advantage that the code is still a sequential code that can be executed on sequential machines and thus no two versions, a sequential and a parallel version, need to be maintained.

Directives start and terminate parallel regions. When the master thread hits a parallel region a team of threads is created or activated. The threads execute the code in parallel and are synchronized at the beginning and the end of the computation. After the final synchronization the master thread continues sequential execution after the parallel region. The main directives are:

\begin{verbatim}
$OMP PARALLEL DO
\end{verbatim}

specifies a loop that can be executed in parallel. The DO loop's iterations can be distributed in various ways including STATIC(CHUNK), DYNAMIC(CHUNK), and GUIDED(CHUNK) among the set of threads. STATIC(CHUNK) distribution means that the set of iterations are consecutively distributed among the threads in blocks of CHUNK size (resulting in block and cyclic distributions). DYNAMIC(CHUNK) distribution implies that iterations are distributed in blocks of CHUNK size to threads on a first-come-first-served basis. GUIDED (CHUNK) means that blocks of exponentially decreasing size are assigned on a first-come-first-served basis. The size of the smallest block is determined by CHUNK size.

\begin{verbatim}
$OMP PARALLEL SECTIONS
\end{verbatim}

starts a set of sections that are executed in parallel by a team of threads.

\begin{verbatim}
$OMP PARALLEL
\end{verbatim}

introduces a code region that is executed redundantly by the threads. It has to be used very carefully since assignments to global variables will lead to conflicts among the threads and possibly to nondeterministic behavior.

\begin{verbatim}
$OMP DO
\end{verbatim}

is a work sharing construct and may be used within a parallel region. All the threads executing the parallel region have to cooperate in the execution of the parallel loop. There is no implicit synchronization at the beginning of the loop but a synchronization at the end. After the final synchronization all threads continue after the loop in the replicated execution of the program code.

The main advantage of this approach is that the overhead for starting up the threads is eliminated. The team of threads exists during the execution of the parallel region and need not be built before each parallel loop.
$\text{OMP SECTIONS}$ is also a work sharing construct that allows the current team of threads executing the surrounding parallel region to cooperate in the execution of the parallel sections.

Program data can either be shared or private. While threads do have their own copy of private data, only one copy exists of shared data. This copy can be accessed by all threads. To ensure program correctness, OpenMP provides special synchronization constructs. The main constructs are barrier synchronization enforcing that all threads have reached this synchronization operation before execution continues and critical sections. Critical sections ensure that only a single thread can enter the section and thus, data accesses in such a section are protected from race conditions. For example, a common situation for a critical section is the accumulation of values. Since an accumulation consists of a read and a write operation unexpected results can occur if both operations are not surrounded by a critical section.

3 Parallel Debugging

Debugging parallel programs is more difficult than debugging sequential programs not only since multiple processes or threads need to be taken into account but also because program behavior might not be deterministic and might not be reproducible. These problems are not solved by current state-of-the-art commercial parallel debuggers. They deal only with the first problem by providing menus, displays, and commands that allow to inspect individual processes and execute commands on individual or all processes.

The widely used debugger is TotalView from Etnus Inc. It provides breakpoint definition, single stepping, and variable inspection via an interactive interface. The programmer can execute those operations for individual processes and groups of processes. TotalView also provides some means to summarize information such that equal information from multiple processes is combined into a single information and not repeated redundantly. It also supports MPI and OpenMP programs on many platforms.

4 Parallel Performance Analysis

Performance analysis is an iterative subtask during program development. The goal is to identify program regions that do not perform well. Performance analysis is structured into four phases:

1. Measurement

   Performance analysis is done based on information on runtime events gathered during program execution. The basic events are, for example, cache misses, termination of a floating point operation, start and stop of a subroutine or message passing operation. The information on individual events can be summarized during program execution or individual trace records can be collected for each event.

   Summary information has the advantage to be of moderate size while trace information tends to be very large. The disadvantage is that it is not fine grained; the behavior of individual instances of subroutines can for example not be investigated since all the information has been summed up.
2. Analysis

During analysis the collected runtime data are inspected to detect performance problems. Performance problems are based on performance properties, such as the existence of message passing in a program region, which have a condition for identifying it and a severity function that specifies its importance for program performance.

Current tools support the user in checking the conditions and the severity by visualizing program behavior. Future tools might be able to automatically detect performance properties based on a specification of possible properties. During analysis the programmer applies a threshold. Only performance properties whose severity exceeds this threshold are considered to be performance problems.

3. Ranking

During program analysis the severest performance problems need to be identified. This means that the problems need to be ranked according to the severity. The most severe problem is called the program bottleneck. This is the problem the programmer tries to resolve by applying appropriate program transformations.

4. Refinement

The performance problems detected in the previous phases might not be precise enough to allow the user to start optimization. At the beginning of performance analysis, summary data can be used to identify critical regions. The summary data might not be sufficient to identify why, for example, a region has high message passing overhead. The reason, e.g., very big messages or load imbalance, can be identified only with more detailed information. Therefore the performance problem should be refined into hypotheses about the real reason and additional information be collected in the next performance analysis cycle.

Current techniques for performance data collection are profiling and tracing. Profiling collects summary data only. This can be done via sampling. The program is regularly interrupted, e.g., every 10 ms, and the information is added up for the source code location which was executed in this moment. For example, the UNIX profiling tool prof applies this technique to determine the fraction of the execution time spent in individual subroutines.

A more precise profiling technique is based on instrumentation, i.e., special calls to a monitoring library are inserted into the program. This can either be done in the source code by the compiler or specialized tools, or can be done in the object code. While the first approach allows to instrument more types of regions, for example, loops and vector statements, the latter allows to measure data for programs where no source code is available. The monitoring library collects the information and adds it to special counters for the specific region.

Tracing is a technique that collects information for each event. This results, for example, in very detailed information for each instance of a subroutine and for each message sent to another process. The information is stored in specialized trace records for each event type. For example, for each start of a send operation, the time stamp, the message size and the target process can be recorded, while for the end of the operation, the time stamp and bandwidth are stored.
The trace records are stored in the memory of each process and are written to a trace file either when the buffer is filled up or when the program terminates. The individual trace files of the processes are merged together into one trace file ordered according to the time stamps of the events.

The following sections describe two widely available performance analysis tools for MPI programs (VAMPIR) and OpenMP applications (GuideView).

4.1 VAMPIR

VAMPIR (Visualization and Analysis of MPI Resources) is an event trace analysis tool initially developed by the Central Institute for Applied Mathematics of the Research Centre Jülich and now is commercially distributed by the German company PALLAS. VAMPIR has three components:

- The VAMPIR tool itself is a graphical event trace browser implemented for the X11 Window system using the Motif toolkit. It is available for all major UNIX platforms.

- The VAMPIR runtime library (VampirTrace) provides an API for collecting, buffering, and generating event traces as well as a set of wrapper routines for MPI and shmem communication routines which record message traffic in the event trace.

- In order to observe functions or subroutines in the user program, their entry and exit has to be instrumented by inserting calls to the VAMPIR runtime library. Observing message passing functions is handled by linking the program with the VAMPIR wrapper function library.

  VAMPIR comes with a source instrumenter for ANSI Fortran 77. Programs written in other programming languages (e.g., C or C++) have to be instrumented manually.

  During the execution of the instrumented user program, the VAMPIR runtime library records entry and exits to instrumented user and message passing functions and the sending and receiving of messages. For each message, its tag, communicator, and length is recorded. Through the use of a configuration file, it is possible to switch the runtime observation of specific functions on and off. This way, the program doesn’t have to be re-instrumented and re-compiled for every change in the instrumentation.

  Large parallel programs consist of dozens or even hundreds of functions. To ease the analysis of such complex programs, VAMPIR arranges the functions into groups, e.g., user functions, MPI routines, I/O routines, and so on. The user can control/change the assignment of functions to groups and can also define new groups.

  VAMPIR provides a wide variety of graphical displays to analyze the recorded event traces:

- The dynamic behavior of the program can be analyzed by timeline diagrams for either the whole program or a selected set of nodes. By default, the displays show the whole event trace, but the user can zoom-in to any arbitrary region of the trace. Also, the user can change the display style of the lines representing messages based on their tag/communicator or the length. This way, message traffic of different modules or libraries can easily be visually separated.
The parallelism display shows the number of nodes in each function group over time. This allows to easily locate specific parts of the program, e.g., parts with heavy message traffic or IO.

VAMPIR also provides a large number of statistical displays. It calculates how often each function or group of functions was called and the time spent in them. Message statistics show the number of messages sent, and the minimum, maximum, sum, and average length or transfer rate between any two nodes. The statistics can be displayed as bar charts, histograms, or textual tables.

A very useful feature of VAMPIR is that the statistic displays can be linked to the timeline diagrams. By this, statistics can be calculated for any arbitrary, user selectable part of the program execution.

If the instrumenter/runtime library provides the necessary information in the event trace header, the information provided by VAMPIR can be related back to the source code. VAMPIR provides a source code and a call graph display to show selected functions or the location of the send and the receive of a selected message.

In summary, VAMPIR is a very powerful and highly configurable event trace browser. It displays trace files in a variety of graphical views, and provides flexible filter and statistical operations that condense the displayed information to a manageable amount. Rapid zooming and instantaneous redraw allow to identify and focus on the time interval of interest.

4.2 GuideView

GuideView$^9$ is the integrated profiling performance analysis component of the OpenMP Compilation Environment KAP/Pro of KAI. It can be used to look for typical OpenMP performance problems like load imbalance, false sharing, or excessive synchronization.

The necessary instrumentation for performance data collection is automatically inserted on user request by the Guide OpenMP compiler. During program execution, the Guide runtime system collects execution statistics for each OpenMP construct in each thread. Execution time is measured and categorized into user code execution in sequential and parallel mode, sequential and parallel overhead, time spent in lock functions and barriers, as well as load imbalance at barriers. Afterwards, the collected performance data can be analyzed with the GuideView tool. It provides performance visualizations for the whole program, on a per thread basis, and on a per OpenMP region basis.

In addition, performance data files from different program runs can be loaded and analyzed simultaneously. This allows to compare the program performance based on different input datasets and/or thread numbers.

5 Summary

This article gave an overview of parallel programming models as well as programming tools. Parallel programming will always be a challenge for programmers. Higher-level programming models and appropriate programming tools only facilitate the process but do not make it a simple task.
While programming in MPI offers the greatest potential performance, shared memory programming with OpenMP is much more comfortable due to the global style of the resulting program. The sequential control flow among the parallel loops and regions matches much better with the sequential programming model all the programmers are trained for.

Although program tools were developed over years, the current situation seems not to be very satisfying. Program debugging is done per thread, a technique that does not scale to larger numbers of processors. Performance analysis tools do also suffer scalability limitations and, in addition, the tools are complicated to use. The programmers have to be experts for performance analysis to understand potential performance problems, their proof conditions, and their severity. In addition they have to be experts for powerful but also complex user interfaces.

Future research in this area has to try to automate performance analysis tools, such that frequently occurring performance problems can be identified automatically. It is the goal of the IST working group APART on Automatic Performance Analysis: Resources and Tools to investigate base technologies for future more intelligent tools. An important result of this work is a collection of performance problems for parallel programs that have been formalized with the ASL, the APART Specification Language. This approach will lead to a formal representation of the knowledge applied in the manually executed performance analysis process and thus will make this knowledge accessible for automatic processing. First automatic tools are already available: ParaDyn from the University of Wisconsin-Madison, Kappa-PI from the Universitat Autonoma de Barcelona, and EXPERT from the Research Centre Jülich.

A second important trend that will effect parallel programming in the future is the move towards clustered shared memory systems. Clearly, a hybrid programming approach will be applied on those systems for best performance, combining message passing between the individual SMP nodes and shared memory programming in a node. This programming model will lead to even more complex programs and program development tools have to be enhanced to be able to help the user in developing these codes.
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Large systems of linear equations arise frequently as building blocks in many areas of scientific computing. Often, these linear systems are somehow structured or sparse, i.e., only a small number of the entries of the coefficient matrix are nonzero. In this note, numerical techniques for the solution of such linear systems are surveyed starting with a description of direct methods. When direct methods lead to excessive fill-in or when the coefficient matrix is not explicitly available, iterative methods enter the picture. These methods involve the coefficient matrix solely in the form of matrix-vector multiplications eliminating the problems of direct methods. After a summary of classical iterative methods based on relaxation of coordinates, the focus is on modern iterative methods making use of projection techniques. In particular, Krylov subspace methods are explained with an emphasis on their underlying structure rather than on their implementation details. Additional topics that are indispensable in the context of parallel computing such as reducing synchronization overhead and graph partitioning are also covered.

1 An Algorithmic Shift in Large-Scale Computations

Why would you want more than Gaussian elimination for the solution of systems of linear equations? The answer is that, sometimes, you have to use different techniques – simply to get a solution. In situations where the coefficient matrix is large and sparse, Gaussian elimination is often not applicable because of its excessive storage requirements. Of course, what is considered to be “large” varies with time. The meaning of “sparse” is somewhat vague too. A common definition is due to Wilkinson who called a matrix “sparse” whenever it is possible to take advantage of the number and location of its nonzero entries. In this survey, we assume that “sparse” means the usage of an appropriate storage scheme such that, given an \( N \times N \) matrix \( A \) and some \( N \)-dimensional vector \( x \), then the number of arithmetic operations needed to compute the matrix-vector multiplication \( Ax \) is small, say \( N \) or \( N \log N \), compared to the \( N^2 \) operations of the conventional matrix-vector multiplication. Note that there are dense, but somehow structured matrices, for instance Toeplitz matrices, for which a matrix-vector multiplication can be carried out in \( N \log N \) time or even better.

Under the assumption of being capable of efficiently computing a matrix-vector multiplication, we will survey numerical techniques for the solution of systems of linear equations

\[
Ax = b, \tag{1}
\]

where the coefficient matrix \( A \) is nonsingular. We will concentrate on nonsymmetric matrices and refer the reader to the book by Fischer\(^1\) for the symmetric case where, among others, the well-known conjugate gradient (CG) method for symmetric positive definite systems is described.

In Sec. 2, we will show the reason why, in large-scale computations, there is a shift from direct methods whose most prominent representative is Gaussian elimination to iterative
methods. The discussion of iterative methods begins with classical techniques summarized in Sec. 3. We will then lead over to the general framework of projection methods to start the survey of modern iterations in Sec. 4. Krylov subspace methods described in Sec. 5 fall under the class of projection methods. These methods are commonly considered to be among the most powerful iterative methods when combined with preconditioning techniques briefly mentioned in Sec. 6. On parallel computers, a number of additional issues are raised including the reduction of synchronization costs, explained in Sec. 7, and graph partitioning to efficiently compute a matrix-vector multiplication outlined in Sec. 8.

2 Difficulties with Direct Methods

Direct methods constitute one of the two classes of techniques for the solution of linear systems of type (1). In these methods, the exact solution \( x = A^{-1}b \) is obtained after an a priori known, definite number of successive transformations. The storage for the coefficient matrix is usually overwritten during the course of the process by explicitly manipulating rows and columns of the matrix. Prominent examples of direct methods for nonsymmetric and symmetric positive definite systems are Gaussian elimination and Cholesky factorization, respectively.

2.1 Gaussian Elimination

Gaussian elimination is a typical direct approach for non-Hermitian linear systems. In the first phase of solving linear systems by Gaussian elimination, a decomposition or factorization of the form

\[
A = PLU
\]

where \( P \) is an \( N \times N \) permutation matrix is computed. Furthermore, the factor

\[
L = \begin{bmatrix}
1 & & & \\
* & 1 & & \\
& \ddots & \ddots & \\
* & \ldots & \ldots & 1
\end{bmatrix}
\]

is a Lower triangular \( N \times N \) matrix with unit diagonal entries and the factor

\[
U = \begin{bmatrix}
* & \ldots & \ldots & * \\
* & \ddots & & \\
& & \ddots & \\
& & & *
\end{bmatrix}
\]

is an Upper triangular matrix of the same size.

In the second phase of solving a linear system by means of Gaussian elimination, the original problem (1) is reformulated in terms of the factors \( L \) and \( U \) by using (2). Since permutation matrices are orthogonal, i.e., they satisfy \( P^{-1} = P^T \), the result of the reformulation is given by the two linear systems

\[
Ly = P^Tb \quad \text{and} \quad Ux = y.
\]
This reformulation, at first, appears unreasonable because a single linear system is replaced by two linear systems of the same size. The key idea behind the approach is that the two resulting systems are “extremely easy” to solve due to their tridiagonal structure.

Time complexity of Gaussian elimination is given by $2N^3/3 + \Theta(N^2)$ arithmetic operations. The computational dominant part of Gaussian elimination is the computation of the factorization (2); that is, the computation of $L$ and $U$. Gaussian elimination can be implemented in-place meaning that the entries of $A$ are overwritten by the entries of $L$ and $U$ during the course of the process. Thus, the storage requirement of Gaussian elimination is $N^2 + \Theta(N)$.

### 2.2 Cholesky Factorization

For Hermitian positive definite systems, the Gaussian elimination simplifies to a method known as Cholesky factorization. In the first phase of a Cholesky factorization, a decomposition

$$A = LL^H$$

is computed where, as before, $L$ is a Lower triangular matrix

$$L = \begin{bmatrix}
* \\
\vdots & * \\
\vdots & \ddots \\
* & \ldots & \ldots & * \\
\end{bmatrix}$$

but now with general, real diagonal entries $l_{ii} > 0$. When there is ambiguity, the so-called Cholesky triangle is indexed by the matrix to be decomposed; that is, the symbol $L_A$ is used to denote the Cholesky triangle of a matrix $A$ satisfying (3).

In the second phase of a Cholesky factorization, the original problem (1) is solved in terms of the Cholesky triangle:

$$Ly = b \quad \text{and} \quad L^H x = y.$$  

As in Gaussian elimination, the dominant part of the Cholesky factorization is the computation of the decomposition (3); that is, the computation of the Cholesky triangle $L$. The overall time complexity is $N^3/3 + \Theta(N^2)$ arithmetic operations. It is possible to arrange the Cholesky factorization so that $L$ overwrites the lower triangle of $A$. Thus, the storage requirement of the Cholesky factorization is $N^2/2 + \Theta(N)$. Note that, compared to Gaussian elimination for general matrices, the factorization for Hermitian positive definite matrices needs approximately half as much operations as well as half of the storage.

### 2.3 Additional Remarks

The situation in Gaussian elimination and Cholesky factorization is rather typical for direct methods in the following sense:

- Direct methods commonly proceed in two phases. During the first, computationally intensive phase, a decomposition of the coefficient matrix into factors is computed, either implicitly or explicitly. In the second phase, the original problem is reformulated and finally solved in terms of these factors.
The number of arithmetic operations and the storage requirement of direct methods is often cubic and square, respectively, in the order of the coefficient matrix. Both properties are likely to be unacceptable in large-scale computations where the order of the matrix is rapidly increasing with time.

The discussion given in the preceding two subsections presents the direct solution of systems of linear equations in terms of matrices. The traditional implementations on a scalar level vary significantly and their performance on today’s computers with deep memory hierarchies differ dramatically. Certain reorganizations of the algorithms in terms of matrix-vector and matrix-matrix operations rather than on scalar operations are known to substantially increase the performance as discussed by Dongarra et al. Rather than concentrating on these techniques of tuning performance, the focus here is on two serious and inherent weaknesses of direct methods when applied to large and sparse—as opposed to small and dense—systems.

2.4 The Problem of Fill-in

The following well-known example lucidly explains the difficulties of direct methods in the context of sparsity. Suppose that the task is to solve a symmetric positive definite system of order \( N \) with a sparse coefficient matrix

\[
A = \begin{bmatrix}
\ast & \ast & \cdots & \ast \\
\ast & \ast & & \ast \\
& \ast & \ddots & \ast \\
& & \ast & \ast
\end{bmatrix}
\]  

(4)

whose sparsity pattern is given in the form of an arrow. Since \( A \) is symmetric a sparse storage scheme needs only to store \( 2N - 1 \) nonzero elements of \( A \) for its complete representation. The corresponding Cholesky triangle is given by

\[
L_A = \begin{bmatrix}
\ast & \ast & \cdots & \ast \\
& \ast & & \ast \\
& & \ast & \ast \\
& & \ast & \ast
\end{bmatrix}
\]  

(5)

and consists of \( \Theta(N^2) \) nonzero entries. By comparing the sparsity of the lower triangular part of \( A \) and \( L_A \), we find that \( L_A \) has a lot more nonzero entries than \( A \). The phenomenon of turning a zero element of a sparse matrix into a nonzero element during a factorization is called fill-in. This kind of behavior is by no means restricted to the Cholesky factorization but applies to different factorization schemes as well. Fill-in is a general phenomenon of direct methods and may lead to severe storage problems in the context of high-performance computing. If \( A \) is large it may already be hard to keep its sparse representation within the limits of available storage capacity. Thus, fill-in is a measure of memory needed in addition to the extreme amount of storage used in high-performance applications anyway.

It is straightforward to ask whether the sparsity pattern of \( A \) has an influence on the amount of fill-in produced during a factorization. A different sparsity pattern results from renaming of the unknowns and reordering of the equations which can be represented by
a particular kind of permutation defined as follows. Given a matrix $A$ as well as a permutation $P$, the matrix $P^T AP$ is said to be a symmetric permutation of $A$. A symmetric permutation of the matrix in (4) is given by

$$P^T AP = \begin{bmatrix}
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\\n\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\\n\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\end{bmatrix}$$ \quad (6)

where only the first and last components and the two corresponding equations are permuted. For symmetric positive definite matrices $A$, it is possible to show that any symmetric permutation $P^T AP$ is also symmetric positive definite. In other words, symmetric permutations preserve the property of symmetric positive definiteness. So, the Cholesky factorization can be applied to the matrix $P^T AP$ in (6) leading to a Cholesky triangle

$$L_{P^T AP} = \begin{bmatrix}
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\end{bmatrix}$$ \quad (7)

Comparing the Cholesky triangles $L_A$ in (5) and $L_{P^T AP}$ in (7), we observe that the sparsity pattern of the matrix to which a Cholesky factorization is applied does have a significant effect on the sparsity pattern of the matrix generated by the Cholesky factorization. The number of nonzero elements of $L_A$ is $\Theta(N^2)$ whereas there are only $\Theta(N)$ nonzero elements in $L_{P^T AP}$. Unfortunately, the computation of a symmetric permutation leading to the minimum number of fill-in turns out to be a hard combinatorial optimization problem. More precisely, the so-called minimum fill-in problem is NP-complete meaning that, currently, there is no deterministic algorithm for its solution where the number of arithmetic operations scales polynomially with the order of the matrix. Moreover, from the point of view of theoretical computer science, it is very unlikely that one will ever find such an algorithm; see the book by Garey and Johnson\textsuperscript{3} for more information on NP-completeness.

In summary, direct methods applied to sparse linear systems may lead to a dramatically high amount of fill-in prohibiting their use in large-scale applications. Furthermore, there is currently no computationally efficient technique to compute the minimum fill-in. Recently, an approximation algorithm for the minimum fill-in problem was developed\textsuperscript{4} but its suitability for practical use is still open.

2.5 The Problem of Needing Explicit Access to the Matrix

Direct methods manipulate rows or columns of the coefficient matrix. Therefore, there is need to explicitly access entries of the coefficient matrix. In some applications, however, the matrix is not explicitly given. That is, the computation of the complete matrix is extremely expensive in terms of arithmetic operations whereas there is a computationally efficient procedure to compute the product of the coefficient matrix and some given vector.

An example of such a situation occurs in the solution of nonlinear systems of equations by Newton-type methods. Here, a subtask is to repeatedly solve linear systems of the form $Jx = b$, where $J$ is the Jacobian matrix of some function $f$. If there is a program in
a high-level programming language like Fortran or C evaluating \( f \) for a given set of inputs, a technique called automatic differentiation is applicable to provide efficient code for computing Jacobian-vector multiplications. In contrast to numerical differentiation based on divided differencing delivering approximations to derivatives, automatic differentiation produces derivatives accurate up to machine precision. See the book by Griewank\(^5\) or the web portal http://www.autodiff.org for an introduction to and more details on automatic differentiation.

The computation of all entries of \( J \) by automatic differentiation is more efficient than numerical differentiation under a wide range of circumstances.\(^6\)-\(^8\) The crucial point in the context of this note is the fact that, using automatic differentiation, Jacobian-vector multiplications are computationally even \( N \) times more efficient than computing all entries of \( J \). From a conceptual point of view, one may explain the factor \( N \) by comparing a single matrix-vector multiplication and a sequence of \( N \) matrix-vector multiplications \( J e_1, J e_2, \ldots, J e_N \), where \( e_i \) is the \( i \)th Cartesian unit vector, to compute all columns of \( J \).

Since iterative methods make use of the coefficient matrix in the form of matrix-vector multiplications they do not suffer from neither the problem of fill-in nor from the problem of needing explicit access to the coefficient matrix.

### 3 Classical Iterations

Iterative methods enter the picture when direct methods produce excessive fill-in or the coefficient matrix is not explicitly available. By using the coefficient matrix in the form of matrix-vector multiplications, iterative methods are capable of handling these situations.

In their \( n \)th step, iterative methods compute approximations \( x_n \) to the exact solution \( x_* = A^{-1} b \) of the linear system (1). The corresponding residual vector is defined by

\[
    r_n = b - Ax_n
\]

and determines how far the approximation \( x_n \) is from the right hand side \( b \). The goal of any iterative method is to drive the residual vector to the zero vector because in this case \( b = Ax_n \) and thus the approximation \( x_n \) equals the exact solution \( x_* \). As a matter of fact, it is indispensable that, in order to beat the \( \Theta(N^3) \) time complexity of direct methods, the approximations \( x_n \) should converge fast to the exact solution or a sufficiently accurate solution. To indicate this, the notation (big) \( N \) is used to denote the order of a (large) matrix and the symbol (little) \( n \) is used for a (small) iteration index expressing the desirable relation \( n \ll N \); that is, any viable iterative method should converge in a number of steps that is significantly smaller than the order of the matrix.

Classical iterative methods for the solution of linear systems date back at least to the 19th century. They are characterized by defining the approximations by a sequence of the form

\[
    Mx_n = b + Sx_{n-1}
\]

where

\[
    A = M - S
\]
\[ [x_n, r_n] = \text{RELAXATION}(A, b, x_0) \] If \( A \in \mathbb{C}^{N \times N} \) with splitting \( A = M - S \) with nonsingular \( M \), this algorithm computes approximations \( x_n \) (with corresponding residuals \( r_n \)) to the solution of the linear system \( Ax = b \) for any starting vector \( x_0 \).

1. Choose \( x_0 \in \mathbb{C}^N \), set \( r_0 \leftarrow b - Ax_0 \), and solve \( Mz_0 = r_0 \)
2. for \( n = 1, 2, 3, \ldots \) do \{until convergence\}
3. \( x_n \leftarrow z_{n-1} + x_{n-1} \)
4. \( r_n \leftarrow b - Ax_n \)
5. Solve \( Mz_n = r_n \)
6. end for

Figure 1. General form of a classical iterative method based on relaxation of coordinates.

is a general matrix splitting. Given any starting vector \( x_0 \), these iterative methods obtain the next approximation by modifying one or a few components of the current approximation. This class of methods is said to be based on relaxation of coordinates.

To derive a basic formulation of relaxation methods, observe that inserting \( S \) from (10) into (9) yields

\[ Mx_n = b - Ax_{n-1} + Mx_{n-1}. \]

If \( M \) is nonsingular an equivalent form is given by

\[ x_n = M^{-1}r_{n-1} + x_{n-1}. \]

The resulting process is depicted in Fig. 1. It is important to remark that linear systems with coefficient matrices \( M \) should be "easy" to solve because these systems are to be solved in each step of the iteration.

The Jacobi iteration and the Gauss–Seidel iteration are popular examples of these classical iterative methods. If \( D, L, \) and \( U \) denote the diagonal, the strict lower triangle, and the strict upper triangle, respectively, then the matrix splittings of the Jacobi and Gauss–Seidel iterations are given by

\begin{align*}
M_{\text{Jac}} &= D, & S_{\text{Jac}} &= -(L + U), \quad (11) \\
M_{\text{GS}} &= D + L, & S_{\text{GS}} &= -U, \quad (12)
\end{align*}

where the subscripts are used to identify the two methods.

A discussion of the convergence behavior of relaxation methods can be found in almost any introductory textbook on iterative methods. Typically, the analysis is formulated in terms of the spectral radius of the so-called iteration matrix, \( M^{-1}S \). The spectral radius of a matrix \( B \) is defined by

\[ \rho(B) := \max_{\lambda \text{ is eigenvalue of } B} |\lambda|. \]

The following theorem whose proof can be found in the book by Golub and van Loan\cite{Golub} summarizes an important result.
Theorem 3.1. An iterative scheme of the form
\[ Mx_n = Sx_{n-1} + b \]
for the solution of \( Ax = b \) with nonsingular coefficient matrix \( A = M - S \) converges to the exact solution \( x^* = A^{-1}b \) for any starting vector \( x_0 \), if \( M \) is nonsingular and
\[ \rho(M^{-1}S) < 1. \]

Relaxation methods are not considered to be really efficient for solving large-scale problems. However, they are still in use as building blocks of multigrid methods or to construct preconditioners.

4 Projection Methods

A general framework to discuss iterative techniques for the solution of linear systems is a projection process. The idea of a projection method is to extract the next approximations \( x_n \) from a search subspace \( \mathcal{K} \). If the dimension of \( \mathcal{K} \) is given by \( m \), then, in general, \( m \) restrictions or constraints are necessary to be able to extract \( x_n \) from \( \mathcal{K} \). Typically, the constraints are imposed by orthogonalizing the residual vector \( r_n \) with respect to a subspace of constraints \( \mathcal{L} \).

To illustrate the situation, let there be two subspaces, \( \mathcal{K} \) and \( \mathcal{L} \), of dimension \( m \) with two sets of basis vectors,
\[ \mathcal{K} = \text{span}\{v_1, v_2, \ldots, v_m\} \quad \text{and} \quad \mathcal{L} = \text{span}\{w_1, w_2, \ldots, w_m\}. \]
Given some current approximation \( x_{n-1} \), the next approximation \( x_n \) is constructed in the search subspace, i.e.,
\[ x_n = x_{n-1} + \mathcal{K} \]
subject to
\[ r_n \perp \mathcal{L}. \]
To proceed with the discussion we introduce two \( N \times m \) matrices whose columns are given by the basis vectors of \( \mathcal{K} \) and \( \mathcal{L} \).
\[ V_m = [v_1 \quad v_2 \quad \cdots \quad v_m] \quad \text{and} \quad W_m = [w_1 \quad w_2 \quad \cdots \quad w_m], \]
respectively. Then, an equivalent form of the next approximation is given by
\[ x_n = x_{n-1} + V_m y_m, \]
where \( y_m \in \mathbb{C}^m \) is determined by the constraint (14). More precisely, the governing equation of \( y_m \) follows from the reformulation of (14) in the form of
\[ W_m^* r_n = 0. \]
By inserting the residual vector corresponding to (15), an equivalent form is given by
\[ W_m^* r_{n-1} = W_m^* A V_m y_m \]
\( x_n = \text{PROJECTION}(A, b, x_0) \) If \( A \in \mathbb{C}^{N \times N} \) and \( x_0 \) is a starting vector, this algorithm computes approximations \( x_n \) to the solution of the linear system \( Ax = b \).

1. Choose \( x_0 \in \mathbb{C}^N \)
2. for \( n = 1, 2, 3, \ldots \) do (until convergence)
   3. Choose subspaces \( \mathcal{K} \) and \( \mathcal{L} \)
   4. Choose basis \( V_m = [v_1 \ v_2 \ \cdots \ v_m] \) of \( \mathcal{K} \) and
      choose basis \( W_m = [w_1 \ w_2 \ \cdots \ w_m] \) of \( \mathcal{L} \)
   5. \( r_{n-1} \leftarrow b - Ax_{n-1} \)
   6. \( y_m \leftarrow (W_m^H AV_m)^{-1} W_m^H r_{n-1} \)
   7. \( x_n \leftarrow x_{n-1} + V_m y_m \)
8. end for

Figure 2. General form of a projection method.

which finally leads to

\[ y_m = (W_m^H AV_m)^{-1} W_m^H r_{n-1}. \]

The preceding derivation leads to the general form of a projection method depicted in Fig. 2. Note that the algorithm still depends on the choice of \( \mathcal{K}, \mathcal{L} \), and their bases.

In general, a projection method onto the search subspace \( \mathcal{K} \) orthogonal to the subspace of constraints \( \mathcal{L} \) is characterized by (13) and (14). If the search subspace \( \mathcal{K} \) is the same as the subspace of constraints \( \mathcal{L} \), the process is called an orthogonal projection method. In an oblique projection method, \( \mathcal{K} \) is different from \( \mathcal{L} \).

Several theoretical results are known under the general scenario of projection methods. For instance, without being specific about the subspaces \( \mathcal{K} \) and \( \mathcal{L} \), the following result holds if the subspace of constraints is chosen to satisfy \( \mathcal{L} = AK \).

**Theorem 4.1 (Optimality of projection method with \( \mathcal{L} = AK \)).** A vector \( x_n \) is the next approximation of a projection method onto the search subspace \( \mathcal{K} \) along the subspace of constraints \( \mathcal{L} = AK \) if and only if

\[ ||b - Ax_n|| = \min_{x \in \mathcal{K} + \mathcal{L}} ||b - Ax||. \]  

(16)

Here and in the sequel, the notation \( ||\cdot|| \) is used to denote the Euclidean norm. The proof of the preceding theorem is given in the book by Saad\(^{10} \) which also contains additional material on general optimality results.

5 Krylov Subspace Methods

In the canonical form of projection methods introduced in the preceding section, the particular choice of a search subspace \( \mathcal{K} \) as well as of a subspace of constraints \( \mathcal{L} \) is not specified. In this section, we will explicitly describe candidates for both, \( \mathcal{K} \) and \( \mathcal{L} \).
5.1 The Search Subspace

Krylov subspace methods are currently considered to be among the most powerful iterative methods for the solution of large sparse linear systems. A projection method onto the search subspace

\[ \mathcal{K}_n (A, r_0) := \text{span}\{r_0, Ar_0, A^2r_0, \ldots, A^{n-1}r_0\} \]

is called a Krylov subspace method. The subspace \( \mathcal{K}_n (A, r_0) \) is referred to as the \( n \)th Krylov subspace generated by the matrix \( A \) and the vector \( r_0 \). Any Krylov subspace method for the solution of \( Ax = b \) is characterized by constructing the vector \( x_n - x_0 \) in subspaces of the specific form \( \mathcal{K}_n (A, r_0) \) where \( r_0 := b - Ax_0 \) is the initial residual vector associated with the initial guess \( x_0 \). A key feature of any Krylov subspace method is to find accurate approximations \( x_n \in x_0 + \mathcal{K}_n (A, r_0) \) when \( n \ll N \).

The straightforward approach to construct a basis of \( \mathcal{K}_n (A, r_0) \) is to repeatedly multiply the starting vector \( r_0 \) by the matrix \( A \). The resulting algorithm given in Fig. 3 is known as the power method but is a numerically useless process to span a basis of \( \mathcal{K}_n (A, r_0) \). The reason is that the power method converges to the largest eigenvalue (in absolute value) and, therefore, the vectors will soon become linear dependent in finite-precision arithmetic.\(^{11}\)

To emphasize the importance of a numerically stable process for the generation of the Krylov subspace, we abstract from the particular “application” of solving linear systems and use a general starting vector \( v_1 \) in the following discussion.

\begin{verbatim}
V_n = POWER(METHOD(A, v_1)) If A ∈ C^{N×N} and v_1 is a suitable starting vector, this algorithm computes a (numerically useless) basis V_n = [v_1, v_2, \ldots, v_n] ∈ C^{N×n} of \( \mathcal{K}_n (A, v_1) \).
1: Choose \( v_1 \in C^N \) such that \( ||v_1|| = 1 \)
2: for \( n = 1, 2, 3, \ldots \) do {until invariance}
3: \( \tilde{v}_{n+1} \leftarrow Av_n \)
4: \( \alpha_{n+1} \leftarrow ||\tilde{v}_{n+1}|| \)
5: \( v_{n+1} \leftarrow \frac{1}{\alpha_{n+1}} \tilde{v}_{n+1} \)
6: end for
\end{verbatim}

Figure 3. Power method.

Arnoldi Algorithm

A more promising approach for the generation of a basis of \( \mathcal{K}_n (A, v_1) \) is the Arnoldi process\(^{12}\) which computes an orthonormal basis of \( \mathcal{K}_n (A, v_1) \). The process of orthogonalization works as follows. If \{\( v_1, v_2, \ldots, v_n \)\} already is an orthonormal set of basis vectors, then the vector

\[ z = \tilde{v}_{n+1} - (v_1^H \tilde{w}_{n+1}) v_1 - (v_2^H \tilde{w}_{n+1}) v_2 - \cdots - (v_n^H \tilde{w}_{n+1}) v_n \]
is orthogonal to \( \{ \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n \} \). This can be derived from multiplication by \( \mathbf{v}_i^H \) where \( i = 1, 2, \ldots, n \) resulting in
\[
\mathbf{v}_i^H \mathbf{z} = \mathbf{v}_i^H \tilde{\mathbf{v}}_{n+1} - (\mathbf{v}_i^H \tilde{\mathbf{v}}_{n+1}) \mathbf{v}_i^H \mathbf{v}_i = 0
\]
due to the orthonormality of the set \( \{ \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n \} \). A new set \( \{ \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n, \mathbf{v}_{n+1} \} \) of orthonormal basis vectors is easily obtained by adding \( \mathbf{v}_{n+1} \) as a scaled version of \( \mathbf{z} \).

The resulting Arnoldi method is shown in Fig. 4 where the generated vectors \( \mathbf{v}_i \) are called Arnoldi vectors. Step \( n \) of this algorithm computes the product of the previous Arnoldi vector \( \mathbf{v}_n \) and \( \mathbf{A} \), i.e., \( \tilde{\mathbf{v}}_{n+1} = A \mathbf{v}_n \), and orthogonalizes \( \tilde{\mathbf{v}}_{n+1} \) towards all previous Arnoldi vectors \( \mathbf{v}_i \) with \( i = 1, 2, \ldots, n \) by the procedure explained above. Finally, \( \tilde{\mathbf{v}}_{n+1} \) is scaled to unity in the Euclidean norm. This kind of orthonormalization is called the standard Gram–Schmidt process.

The complete Arnoldi process can be written in matrix notation by first combining lines 3, 7 and 9 in the following vector equation
\[
A \mathbf{v}_n = h_{n+1,n} \mathbf{v}_{n+1} + \sum_{i=1}^{n} h_{in} \mathbf{v}_i
\]
representing an \( (n+1) \)-term recurrence for the computation of the Arnoldi vectors. Collecting the recurrence coefficients in an upper Hessenberg matrix
\[
H_n = \begin{bmatrix}
h_{11} & h_{12} & \cdots & h_{1n} \\
h_{21} & h_{22} & \cdots & h_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
h_{n,n-1} & h_{n,n}
\end{bmatrix} \in \mathbb{C}^{n \times n},
\]
a matrix with zeros below the first subdiagonal, leads to the matrix form summarized in the following result.

\[
V_n = \text{BASICARNOLDI}(A, \mathbf{v}_1) \quad \text{If} \ A \in \mathbb{C}^{N \times N} \text{ and } \mathbf{v}_1 \text{ is a suitable starting vector, this algorithm computes an orthonormal basis } V_n = [\mathbf{v}_1 \ \mathbf{v}_2 \ \cdots \ \mathbf{v}_n] \in \mathbb{C}^{N \times n} \text{ of } K_n (A, \mathbf{v}_1) \text{ via the standard Gram–Schmidt process.}
\]

1: Choose \( \mathbf{v}_1 \in \mathbb{C}^N \) such that \( \| \mathbf{v}_1 \| = 1 \\
2: \text{for } n = 1, 2, 3, \ldots \text{ do } \{ \text{until invariance} \} \\
3: \quad \tilde{\mathbf{v}}_{n+1} \leftarrow A \mathbf{v}_n \\
4: \quad \text{for } i = 1, 2, \ldots, n \text{ do} \\
5: \quad \quad h_{in} \leftarrow \mathbf{v}_i^H \tilde{\mathbf{v}}_{n+1} \\
6: \quad \text{end for} \\
7: \quad \mathbf{v}_{n+1} \leftarrow \tilde{\mathbf{v}}_{n+1} - \sum_{i=1}^{n} h_{in} \mathbf{v}_i \\
8: \quad h_{n+1,n} \leftarrow \| \mathbf{v}_{n+1} \| \\
9: \quad \mathbf{v}_{n+1} \leftarrow \frac{1}{h_{n+1,n}} \mathbf{v}_{n+1} \\
10: \text{end for}

Figure 4. Arnoldi method via standard Gram–Schmidt orthogonalization.
Theorem 5.1 (Arnoldi). In exact arithmetic the Arnoldi vectors $\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n$ generated during the course of Fig. 4 form an orthonormal basis

$$V_n^H V_n = I_n$$

(17)

of the Krylov subspace

$$\mathcal{K}_n (A, \mathbf{v}_1) = \text{span} \{ \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n \}.$$ 

(18)

Successive Arnoldi vectors are related by

$$AV_n = V_n H_n + h_{n+1,n} \mathbf{v}_{n+1} \mathbf{e}_n^T,$$

(19)

and the matrix $A$ is reduced to (full) upper Hessenberg form

$$V_n^H AV_n = H_n$$

(20)

by means of unitary transformations $V_n$.

The very best of the Arnoldi method is the orthogonality of its basis. Orthogonality is a highly-desired feature from the point of view of numerical stability. Moreover, it can be exploited to the advantage of minimizing the Euclidean norm of the residual in an iterative method referred to as GMRES as is shown in the next subsection. The main disadvantage of the Arnoldi method is that its computation is expensive in terms of both arithmetic operations and storage requirement. The Arnoldi process is based on $(n + 1)$-term recurrences as is reflected in line 7 of Fig. 4 where all previous Arnoldi vectors are involved or, equivalently, by the fact that the upper Hessenberg matrix $H_n$ is full. Due to this property the Arnoldi method is said to be based on long recurrences. The $n$th iteration of the Arnoldi method requires $\Theta(n \cdot N)$ arithmetic operations as well as $\Theta(n \cdot N)$ storage. The most unpleasant feature in practical applications when large sparse matrices are involved is the storage requirement of the Arnoldi process that grows linearly with the iteration number. The use of the Arnoldi process may therefore sometimes be prohibited by its long recurrences.

A more stable formulation of the Arnoldi method results from replacing the standard Gram–Schmidt process by a modified Gram–Schmidt orthogonalization; see Saad\textsuperscript{10} for details.

Lanczos Algorithm

Another process for the generation of a basis of $\mathcal{K}_n (A, \mathbf{v}_1)$ is the Lanczos algorithm.\textsuperscript{13} In contrast to the long recurrences of the Arnoldi method, the Lanczos algorithm is based on three-term recurrences. However, the basis is no longer unitary. Furthermore, the Lanczos algorithm not only computes a basis of $\mathcal{K}_n (A, \mathbf{v}_1)$ for some starting vector $\mathbf{v}_1$ but also an additional basis of $\mathcal{K}_n (A^H, \mathbf{w}_1)$ for a second starting vector $\mathbf{w}_1$. The process is depicted in Fig. 5 and summarized in the following theorem.

Theorem 5.2 (Lanczos). In exact arithmetic the Lanczos vectors $\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_n$ and $\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_n$ generated during the course of Fig. 5 are scaled to unity in the Euclidean norm and form a biorthogonal system, i.e.,

$$W_n^H V_n = D_n := \text{diag}(\delta_1, \delta_2, \ldots, \delta_n).$$

(21)
\[ [V_n, W_n] = \text{BioLanczos}(A, \text{v}_1, \text{w}_1) \]

If \( A \in \mathbb{C}^{N \times N} \) and \( \text{v}_1, \text{w}_1 \) are suitable starting vectors, this algorithm computes biorthogonal bases \( V_n = [\text{v}_1 \ \text{v}_2 \ \cdots \ \text{v}_n] \in \mathbb{C}^{N \times n} \) and \( W_n = [\text{w}_1 \ \text{w}_2 \ \cdots \ \text{w}_n] \in \mathbb{C}^{N \times n} \) of \( \mathcal{K}_n (A, \text{v}_1) \) and \( \mathcal{K}_n (A^H, \text{w}_1) \), respectively.

1. Choose \( \text{v}_1, \text{w}_1 \in \mathbb{C}^N \) such that \( \|\text{v}_1\| = \|\text{w}_1\| \leftarrow 1 \) and \( \delta_1 \leftarrow \text{w}_1^H \text{v}_1 \neq 0 \)
2. Set \( \text{v}_0 = \text{w}_0 \leftarrow 0 \) and \( \gamma_1 = \rho_1 = 0, \xi_1 \neq 0 \)
3. for \( n = 1, 2, 3, \ldots \) do { until invariance }
   4. \( \alpha_n \leftarrow \text{w}_n^H A \text{v}_n / \delta_n \)
   5. \( \text{v}_{n+1} \leftarrow A \text{v}_n - \alpha_n \text{v}_n - \gamma_n \text{v}_{n-1} \)
   6. \( \tilde{\text{w}}_{n+1} \leftarrow A^H \text{w}_n - \bar{\gamma}_n \text{w}_n - \frac{\bar{\delta}_n}{\xi_n} \text{w}_{n-1} \)
   7. \( \rho_{n+1} \leftarrow \| \tilde{\text{v}}_{n+1} \| \)
   8. \( \xi_{n+1} \leftarrow \| \tilde{\text{w}}_{n+1} \| \)
   9. \( \text{v}_{n+1} \leftarrow \frac{1}{\rho_{n+1}} \tilde{\text{v}}_{n+1} \)
  10. \( \text{w}_{n+1} \leftarrow \frac{\xi_{n+1}}{\xi_n} \tilde{\text{w}}_{n+1} \)
  11. \( \delta_{n+1} \leftarrow \text{w}_{n+1}^H \text{v}_{n+1} \)
  12. \( \gamma_{n+1} \leftarrow \frac{\xi_{n+1}}{\xi_n} \delta_{n+1} / \delta_n \)
4. end for

as well as a pair of bases of the Krylov subspaces

\[ \mathcal{K}_n (A, \text{v}_1) = \text{span}\{ \text{v}_1, \text{v}_2, \ldots, \text{v}_n \}, \] \hspace{1cm} (22)

\[ \mathcal{K}_n (A^H, \text{w}_1) = \text{span}\{ \text{w}_1, \text{w}_2, \ldots, \text{w}_n \}. \] \hspace{1cm} (23)

Successive Lanczos vectors are related by

\[ AV_n = V_n T_n + \rho_{n+1} \text{v}_{n+1} e_n^T, \] \hspace{1cm} (24)

\[ A^H W_n = W_n D_n^{-H} T_n^H D_n^H + \xi_{n+1} \text{w}_{n+1} e_n^T, \] \hspace{1cm} (25)

and the matrix \( A \) is reduced to tridiagonal form

\[ W_n^H A V_n = D_n T_n \] \hspace{1cm} (26)

by means of similarity transformations \( V_n \).

The Lanczos algorithm computes the Lanczos vectors \( \text{v}_i \) and \( \text{w}_i \) by means of three-term recurrences as is reflected in a tridiagonal matrix \( T_n \) rather than a full upper Hessenberg matrix as in the Arnoldi process. Compared to the Arnoldi algorithm, the price to be paid for these short recurrences is the computation of a second sequence \( \text{w}_i \) in addition to the sequence \( \text{v}_i \). The sequence \( \text{w}_i \) is based on repeatedly multiplying vectors by \( A^H \) rather than by \( A \) as for the sequence \( \text{v}_i \). So, each iteration of the Lanczos algorithm needs two matrix-by-vector products and thus is computationally twice as expensive as the Arnoldi method.

A professional implementation of the Lanczos algorithm is based on look-ahead techniques; see Gutknecht and the references given therein.

---

Figure 5. Biorthogonal Lanczos method.

---
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Additional Remark

While the Arnoldi process corresponds to a Hessenberg orthogonalization, the Lanczos algorithm is summarized as a tridiagonal biorthogonalization. Unfortunately, it is not possible to define algorithms making use of a tridiagonal orthogonalization, i.e., combining optimal projection techniques and short recurrences.\textsuperscript{15}

5.2 The Subspace of Constraints

A Krylov subspace method is a projection method onto the Krylov subspace $\mathcal{K}_n(A, \mathbf{r}_0)$ along a subspace of constraints $\mathcal{L}_n$. More formally, the iterates of a Krylov subspace method are of the form

$$\mathbf{x}_n \in \mathbf{x}_0 + \mathcal{K}_n(A, \mathbf{r}_0)$$

subject to

$$\mathbf{r}_n \perp \mathcal{L}_n.$$  \hspace{1cm} (28)

That is, the iterates are constructed in the particular search space $\mathcal{K}_n(A, \mathbf{r}_0)$ while their actual definition is based on the restriction that the associated residual vector

$$\mathbf{r}_n = \mathbf{b} - A\mathbf{x}_n$$

is orthogonal to a subspace $\mathcal{L}_n$. In this subsection, we will discuss different candidates for this subspace of constraints. The Arnoldi and Lanczos methods started with

$$\mathbf{v}_1 = \frac{\mathbf{r}_0}{\|\mathbf{r}_0\|}$$

will then be used as underlying processes of different Krylov subspace methods derived by applying these different approaches for the choice of $\mathcal{L}_n$.

Using (15), an equivalent representation of the iterates (27) is given by

$$\mathbf{x}_n = \mathbf{x}_0 + \mathbf{V}_n \mathbf{y} \quad \text{for some} \quad \mathbf{y} \in \mathbb{C}^n.$$  \hspace{1cm} (31)

Here, $\mathbf{y}$ is a free parameter vector that is fixed by imposing the condition (28). Note from (29) that, since the coefficient matrix is nonsingular, there is a bijection between $\mathbf{x}_n$ and $\mathbf{r}_n$. Thus, imposing a condition on $\mathbf{r}_n$ corresponds to fixing the free parameter vector $\mathbf{y}$ in the representation (31) of $\mathbf{x}_n$. Let $\mathbf{y}_n \in \mathbb{C}^n$ denote the corresponding vector determining the actual definition of the iterates, i.e.,

$$\mathbf{x}_n = \mathbf{x}_0 + \mathbf{V}_n \mathbf{y}_n.$$  \hspace{1cm} (32)

Then, the resulting Krylov subspace methods differ in

- the choice of the basis $\mathbf{V}_n$ of the search subspace $\mathcal{K}_n(A, \mathbf{r}_0)$ and
- the definition of $\mathbf{y}_n$ by the choice of the subspace of constraints $\mathcal{L}_n$.

An interpretation is as follows. A designer of a Krylov subspace method has two degrees of freedom. Firstly, there is the choice of how a basis of the underlying Krylov subspaces is generated in a numerically stable way, for instance, the Arnoldi and Lanczos methods may be used. Secondly, there is the option to define the actual iterates by different choices of $\mathbf{y}_n$ four of which are described in this subsection.
Fixing the free parameter vector $y$ in (31) by imposing the condition (28) relates the vector $y_n$ to a basis

$$W_n = [w_1, w_2, \ldots, w_n]$$

of the subspace $L_n$ as follows. Rewriting (28) in terms of the basis $W_n$ of $L_n$ yields

$$W_n^H r_n = 0.$$

Inserting the residual vector associated to the iterate (32) which is given by

$$r_n = r_0 - AV_n y_n$$

results in

$$W_n^H AV_n y_n = W_n^H r_0. \tag{33}$$

In the following paragraphs, different bases $W_n$ of $L_n$ are used in this equation leading to different vectors $y_n$.

**The Ritz–Galerkin Approach**

There are two broad classes of projection methods. The classification is based on whether or not the search subspace $K_n$ is the same as the subspace of constraints $L_n$. Recall that, in an orthogonal projection method, both subspaces are equal while they are different in an oblique projection method. An orthogonal Krylov subspace method takes

$$K_n = L_n = K_n (A, r_0).$$

This approach is called Ritz–Galerkin approach. To derive an orthogonal Krylov subspace method this approach is applied to an underlying process for the generation of $K_n (A, r_0)$. When applying the Ritz–Galerkin approach to a process like the Arnoldi method there is no need for the generation of a second basis $W_n$ because the two subspaces $K_n$ and $L_n$ are the same and the underlying process already generates a basis $V_n$ of the Krylov subspace $K_n (A, r_0)$. Thus, inserting $W_n = V_n$ in (33) leads to

$$V_n^H AV_n y_n = V_n^H r_0.$$

Assume that the Ritz–Galerkin approach is applied to the Arnoldi method started with (30). Then, using Theorem 5.1 results in

$$H_n y_n = ||r_0|| e_1, \tag{34}$$

where $e_1 = (1, 0, 0, \ldots, 0)^T$ is the first Cartesian unit vector of appropriate dimension. That is, from a conceptual point of view, the vector $y_n$ defining the iterate $x_n$ is available by solving a linear system whose coefficient matrix is given by the upper Hessenberg matrix $H_n$ generated by the Arnoldi process. Note that a Hessenberg system of type (34) is to be solved in each iteration, $n$, of the resulting process for the solution of the original system $Ax = b$. Fortunately, the system (34) is a “small” $n \times n$ system as opposed to the original large $N \times N$ system. The actual implementation of the resulting method called Full Orthogonalization Method (FOM) is beyond the scope of this note. A highlevel description of FOM is given in Fig. 6. There are many possible variations including those dealing with practical issues such as reducing the high computational and memory cost incurred by the underlying long recurrences of the Arnoldi process; see Saad for more details on restarting FOM and on truncation of the underlying orthogonalization process.
The Petrov–Galerkin Approach

In contrast to an orthogonal projection method where the search subspace $K_n$ and the subspace of constraints $L_n$ are the same, $K_n$ and $L_n$ are different in an oblique projection method. An oblique Krylov subspace method can be derived by taking

$$L_n = K_n \left( A^H, w_1 \right),$$

where $w_1 \in \mathbb{C}^N$ is a nonzero starting vector for the generation of a basis of $L_n$. An approach where $K_n$ and $L_n$ are different is called Petrov–Galerkin approach. Recall that the Lanczos algorithm not only generates a basis $V_n$ of $K_n \left( A, r_0 \right)$ but also computes another basis $W_n$ of $K_n \left( A^H, w_1 \right)$. Thus, a basis of $L_n$ is available by means of the Lanczos process suggesting the application of the Petrov–Galerkin approach to the Lanczos algorithm. To this end, start the Lanczos algorithm with two starting vectors $v_1$ as given by (30) and $w_1$ satisfying

$$\| w_1 \| = 1 \quad \text{and} \quad v_1^H w_1 \neq 0. \quad (35)$$

Then, (33) and Theorem 5.2 lead to

$$D_n T_n y_n = \delta_1 \| r_0 \| e_1.$$  

Since $D_n$ is a nonsingular diagonal matrix an equivalent form is given by

$$T_n y_n = \| r_0 \| e_1. \quad (36)$$

This situation is quite similar to the Ritz–Galerkin approach described in the previous section in the sense that, in every iteration $n$, a small $n \times n$ system has to be solved in order to obtain the vector $y_n$. Here, however, the coefficient matrix $T_n$ generated by the Lanczos process is tridiagonal whereas the coefficient matrix in (34) is a (full) upper Hessenberg matrix. The resulting method is called Bi-Lanczos method\textsuperscript{16} and its highlevel description is depicted in Fig. 7.
If $A \in \mathbb{C}^{N \times N}$, this algorithm computes approximations $x_n$ to the solution of the linear system $Ax = b$ for any starting vector $x_0$.

1: $r_0 \leftarrow b - Ax_0$
2: $v_1 \leftarrow r_0/\|r_0\|$
3: Choose $w_1$ such that $\|w_1\| \leftarrow 1$ and $v_1^H w_1 \neq 0$
4: for $n = 1, 2, 3, \ldots$ do (until convergence)
5: Choose $T_n$ of biorthogonal Lanczos algorithm producing $T_n$ and $V_n$
6: $y_n \leftarrow T_n^{-1} r_0 \|e_1\|
7: $x_n \leftarrow x_0 + V_n y_n$
8: end for

Figure 7. Highlevel Bi-Lanczos Method.

The Minimum Residual Approach

In Theorem 4.1, an optimality result for oblique projection methods is given under quite general assumptions. In particular, without being specific about the subspaces $K_n$ and $L_n$, an oblique projection method minimizes the Euclidean norm of the residual vector over the space $x_0 + K_n$ if and only if the subspace of constraints is defined by $L_n = A K_n$. This result is applied here to Krylov subspace methods where $K_n = K_n (A, r_0)$.

Suppose that, in a Krylov subspace method, the subspace of constraints is chosen as

$$L_n = A K_n (A, r_0).$$

Then according to Theorem 4.1, the iterate $x_n$ is given by the vector whose associated residual is minimal in the Euclidean norm over all vectors $x \in x_0 + K_n (A, r_0)$, i.e.,

$$\|b - Ax_n\| = \min_{x \in x_0 + K_n (A, r_0)} \|b - Ax\|. \quad (37)$$

The approach is known as the minimum residual approach and can be applied to the Arnoldi process as follows. Recall that every vector $x \in x_0 + K_n (A, r_0)$ can be represented in the form (31) involving the free parameter vector $y$. Therefore, rather than using $x$, the minimization problem (37) can be reformulated in terms of the free parameter vector $y$. That is, solving the minimization problem (37) in iteration $n$ implies fixing the vector $y$ to a particular vector $y_n$ or, equivalently, choosing the subspace $L_n$. More precisely, if the Arnoldi process is started with $v_1$ as in (30), the residual vector associated to (31) is given by

$$r_n = \|r_0\| v_1 - A V_n y \quad \text{for some} \quad y \in \mathbb{C}^n.$$

Using the fact that $v_1$ is the first column of $V_{n+1}$ and making use of Theorem 5.1 yields

$$r_n = V_{n+1} (\|r_0\| e_1 - H_{n+1} y) \quad \text{for some} \quad y \in \mathbb{C}^n, \quad (38)$$

where the symbol

$$H_{n+1} := \begin{bmatrix} H_n & 0 \\ 0 & \ddots \\ 0 & 0 & h_{n+1, n} \end{bmatrix} \in \mathbb{C}^{(n+1) \times n}.$$
denotes the matrix obtained from \( H_n \) in (19) by adding another row at the bottom. This representation is used to rewrite (37) in the form

\[
\| V_{n+1} (\| r_0 \| e_1 - H_{n+1} y_n ) \| = \min_{y \in \mathbb{C}^n} \| V_{n+1} (\| r_0 \| e_1 - H_{n+1} y) \|.
\]

Since the Arnoldi process generates a unitary matrix \( V_{n+1} \) and the Euclidean norm is invariant under unitary transformations, an equivalent form is given by

\[
\| V_{n+1} (\| r_0 \| e_1 - H_{n+1} y_n ) \| = \min_{y \in \mathbb{C}^n} \| r_0 \| e_1 - H_{n+1} y \|.
\] (39)

Thus, in each iteration \( n \) of the resulting method, an \( (n+1) \times n \) least-squares problem of type (39) is to be solved. Since the Hessenberg matrix \( H_{n+1} \) has full rank, there is a unique solution \( y_n \). This method is known as the Generalized Minimum RESidual method (GMRES)\(^\text{17}\) whose highlevel description is given in Fig. 8. Finally, note that (39) is actually not a single least-squares problem, but defines a sequence of least-squares problems where in each step a row and a column in \( H_{n+1} \) are appended. Moreover, its Hessenberg structure can be exploited to efficiently solve the sequence of least-squares problems with less computational cost than solving a new least-squares problem in every iteration from scratch. The corresponding technique is detailed in Saad.\(^\text{10}\)

\[
x_n = \text{GMRES}(A, b, x_0) \quad \text{If} \quad A \in \mathbb{C}^{N \times N}, \text{this algorithm computes approximations} \ x_n \ \text{to the solution of the linear system} \ AX = b \ \text{for any starting vector} \ x_0.
\]

1: \( r_0 \leftarrow b - Ax_0 \)
2: \( v_1 \leftarrow r_0 / \| r_0 \| \)
3: \textbf{for} \( n = 1, 2, 3, \ldots \) \textbf{do} \{until convergence\}
4: \quad \text{Step} \ n \ \text{of Arnoldi method producing} \ H_{n+1} \text{ and} \ V_n \\
5: \quad \text{Compute minimizer} \ y_n \ \text{of} \ \| r_0 \| e_1 - H_{n+1} y \|
6: \quad x_n \leftarrow x_0 + V_n y_n
7: \textbf{end for}

Figure 8. Highlevel Generalized Minimum Residual Method (GMRES).

The Quasi-Minimal Residual Approach

Suppose the Lanczos algorithm is started with two nonzero starting vectors \( v_1 \) and \( w_1 \) satisfying (30) and (35), respectively. Then, similar to the derivation of (38), the Lanczos algorithm summarized by Theorem 5.2 leads to

\[
r_n = V_{n+1} (\| r_0 \| e_1 - T_{n+1} y) \quad \text{for some} \quad y \in \mathbb{C}^n,
\] (40)

where

\[
T_{n+1} := \begin{bmatrix} T_n & 0 & \ldots & 0 \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \ldots & 0 & \rho_{n+1} \end{bmatrix} \in \mathbb{C}^{(n+1) \times n}.
\]
Since the matrix $V_{n+1}$ is no longer unitary in the Lanczos process, it is not possible to minimize $\|r_n\|$ by an equivalent “small” problem of type (39) in a similar way as in the minimum residual approach. Rather than minimizing $\|r_n\|$ which would be desirable but computationally expensive, the quasi-minimal residual approach minimizes a factor of the representation (40) of the residual. More precisely, the free parameter vector $y$ is fixed by

$$\|r_0\|e_1 - T_{n+1}y_n = \min_{y \in \mathbb{C}^k} \|r_0\|e_1 - T_{n+1}y\|.$$ 

So, instead of $\|r_n\|$, only the norm of the factor of (40) given in parentheses is minimized. The complete highlevel description of the resulting Quasi-Minimal Residual method (QMR)

$$x_n = \text{QMR}(A, b, x_0)$$ 

If $A \in \mathbb{C}^{N \times N}$, this algorithm computes approximations $x_n$ to the solution of the linear system $Ax = b$ for any starting vector $x_0$.

Additional Remark

The presentations of the algorithms given in this survey concentrate on the underlying principles of Krylov subspace methods. These principles are useful in understanding most of the other Krylov subspace methods. The highlevel presentations are not meant to replace the study of the original papers such as the ones by Hestenes and Stiefel\textsuperscript{19} for CG, Saad and Schulz\textsuperscript{17} for GMRES, Freund and Nachtigal\textsuperscript{18} for QMR, to name just a few. Important implementation details given in these articles are vast and indispensable for efficient and professional software. In particular, a statement of the form $x_n \leftarrow x_0 + V_n y_n$ in the highlevel presentations does not necessarily mean to store the complete matrix $V_n$, i.e., all vectors $v_1, v_2, \ldots, v_n$.

6 Preconditioning

The convergence of an iterative method applied to a linear system depends on the properties of the coefficient matrix. With the exception of GMRES, little is known about the details of the convergence behavior for general linear systems. To achieve or accelerate the
convergence of an iterative method, a given linear system \( Ax = b \) is often transformed into an equivalent system called preconditioned system. There are right preconditioning techniques of the form
\[
AMy = b \quad \text{and} \quad My = x
\]
and left preconditioners of type
\[
MAx = Mb.
\]
Convergence will be fast if \( AM \) or \( MA \) are, in some sense, “close to” the identity matrix \( I \) for right and left preconditioning, respectively. Preconditioning involves the additional work of computing the preconditioner \( M \) and the repeated solution of linear systems with \( M \) as the coefficient matrix. The requirements for an effective preconditioner are as follows:

- Linear systems with coefficient matrix \( M \) should be easy to solve. An extreme case is when \( M = I \), but then convergence is not accelerated at all; essentially, \( M \) is no proper preconditioner.
- The acceleration of the convergence should be fast. The extreme case here is when \( M = A^{-1} \) in which the process converges in a single step but the construction of \( M \) is as hard as solving the original system.

Effective preconditioners lie between these two extremes. Some examples of preconditioning techniques are as follows.

Diagonal scaling is a simple preconditioner where \( M = \text{diag}^{-1}(A) \). Another popular preconditioning class is based on incomplete Cholesky or LU factorizations. Numerous variants of ILU preconditioners are in use. In problems arising from partial differential equations, preconditioners are constructed from coarse-grid approximations. One of the key ideas of multigrid methods is to use, as a preconditioner, one or more steps of a classical iteration such as Jacobi or Gauss–Seidel. Another well-known strategy is based on domain decomposition techniques where the idea is to have solvers for certain local subdomains used to form a preconditioner for the overall global problem. Here, the local subdomains can be handled in parallel. Polynomial preconditioners are also interesting with respect to parallelism. Approximate inverse preconditioners may also offer a high degree of parallelism. Preconditioning is described in the books by Saad, Greenbaum, Axelsson, and Meurant.

7 Reducing Synchronization

The parallelization of Krylov subspace methods on distributed memory processors is straightforward and consists in parallelizing the three kinds of operations: vector updates, matrix-vector products, and inner products. Vector updates are perfectly parallelizable and, for large sparse matrices, matrix-vector products can be implemented with communication between only nearby processors. The bottleneck is usually due to inner products enforcing global communication, i.e., communication of all processors at the same time.

There are two strategies to remedy the performance degradation which, of course, can be combined. The first is to restructure the code such that most communication is overlapped with useful computation. The second is to eliminate data dependencies such that...
several inner products can be computed simultaneously. In this section an example of the latter strategy is given where the number of global synchronization points is reduced. A global synchronization point is defined as the locus of an algorithm at which all local information has to be globally available in order to continue the computation.

Consider once more the Lanczos process depicted in Fig. 5. In a parallel implementation of the main loop, global communication is necessary for the inner products in lines 4 and 11 as well as for the norms in lines 7 and 8. Because the computation of the norms can be computed simultaneously, there are three global synchronization points per iteration.

For this algorithm, a simple reorganization of the statements is used to eliminate two of these global synchronization points. The idea is to delay the computation of the vectors $\mathbf{v}_{n+1}$ and $\mathbf{w}_{n+1}$. This is easily accomplished by observing that lines 9 and 10 lead to an equivalent form of line 11 given by

$$\delta_{n+1} = \mathbf{w}^H_{n+1} \mathbf{v}_{n+1} = \frac{\mathbf{w}^H_{n+1} \mathbf{v}_{n+1}}{\zeta_{n+1} \rho_{n+1}}. \quad (41)$$

Similarly, line 4 is reformulated as

$$\alpha_n = \frac{\mathbf{w}^H_n \mathbf{v}_n}{\xi_n \rho_n \delta_n}.$$ 

Then, a new variant of the algorithm is given by replacing all $\delta_n$’s by a new quantity

$$\tilde{\delta}_{n+1} := \mathbf{w}^H_{n+1} \tilde{\mathbf{v}}_{n+1} = \delta_{n+1} \xi_{n+1} \rho_{n+1}$$

where the last equation results from (41). This parallel variant is depicted in Fig. 10. It is more scalable than the original algorithm of Fig. 5 because the computations of the two inner products in lines 4 and 12 and the two norms in lines 10 and 11 are all independent of each other and can be computed simultaneously. Thus, in this variant of the algorithm, there is only a single global synchronization point per iteration.

Reducing synchronization cost by a simple rearrangement of the statements is possible for the Lanczos algorithm based on three-term recurrences with the option to scale both Lanczos vectors, i.e., the algorithm given in Fig. 5. However, there is a corresponding coupled two-term formulation of the Lanczos algorithm that has a better reputation with respect to numerical stability where such a rearrangement is not immediately available. Here, algorithms have to be redesigned with parallelism in mind. Synchronization is also reduced in algorithms different from the Lanczos algorithm. It is possible to combine global synchronization points not only within a single iteration but also within multiple iterations. The performance of Krylov subspace methods on parallel computers is modeled by de Sturler, Gupta et al., and Bücker.

8 Matrix-Vector Multiplications and Graph Partitioning

Among the basic computational kernels of a Krylov subspace method, the most computationally expensive operation is typically the matrix-vector multiplication. A careful implementation of this operation is therefore important. On a parallel computer with distributed memory, a distribution of the data to processors has to be carried out where it is desirable to balance the computational load on each processor while minimizing the interprocessor communication. This can be modeled by a graph partitioning problem as follows.
[V_n, W_n] = SCABIOLANCZOS(A, v_1, w_1) If \( A \in \mathbb{C}^{N \times N} \) and \( v_1, w_1 \) are suitable starting vectors, this algorithm computes biorthogonal bases \( v_n = [v_1 \ v_2 \ \cdots \ v_n] \in \mathbb{C}^{N \times n} \) and \( W_n = [w_1 \ w_2 \ \cdots \ w_n] \in \mathbb{C}^{N \times n} \) of \( K_n(A, v_1) \) and \( K_n(A^H, w_1) \), respectively. A single synchronization point is used.

1: Choose \( \tilde{v}_1, \tilde{w}_1 \in \mathbb{C}^N \) such that \( \bar{\delta}_1 \leftarrow \tilde{w}_1^H \tilde{v}_1 \neq 0 \)
2: Set \( v_0 = w_0 \leftarrow 0 \) and \( \rho_0 = \xi_0 \leftarrow 0 \), \( \rho_1 \leftarrow \| \tilde{v}_1 \|, \xi_1 \leftarrow \| \tilde{w}_1 \|, \bar{\delta}_0 \neq 0 \)
3: for \( n = 1, 2, 3, \ldots \) do {until invariance}
4: \( \alpha_n \leftarrow \tilde{w}_n^H A \tilde{v}_n / \bar{\delta}_n \)
5: \( \gamma_n \leftarrow \xi_n \xi_{n-1} \rho_{n-1} \bar{\delta}_n / (\xi_n \rho_n \bar{\delta}_{n-1}) \)
6: \( v_n \leftarrow \rho_n v_n \)
7: \( w_n \leftarrow \xi_n w_n \)
8: \( \tilde{v}_{n+1} \leftarrow \rho_n A \tilde{v}_n - \alpha_n v_n - \gamma_n v_{n-1} \)
9: \( \tilde{w}_{n+1} \leftarrow A^H w_n - \alpha_n w_n - \gamma_n \tilde{w}_{n-1} \)
10: \( \rho_{n+1} \leftarrow \| \tilde{v}_{n+1} \| \)
11: \( \xi_{n+1} \leftarrow \| w_{n+1} \| \)
12: \( \bar{\delta}_{n+1} \leftarrow \tilde{w}_{n+1}^H \tilde{v}_{n+1} \)
13: end for

Figure 10. A scalable variant of the Bi-Lanczos method.

Consider a matrix-vector multiplication of the form \( y = Ax \) where the \( N \)-dimensional vector \( y \) is the result of applying the \( N \times N \) coefficient matrix \( A \) to some given \( N \)-dimensional vector \( x \). Assume that the sparsity is exploited by computing the \( i \)th entry of \( y \) via

\[
y_i = \sum_{j \text{with } A(i,j) \neq 0} A(i,j) \cdot x_j,
\]

where the summation is over the nonzero elements of the \( i \)th row of \( A \).

A graph representation of a nonsymmetric matrix with symmetric nonzero pattern is given by a set of nodes \( V = \{1, 2, \ldots, N\} \) where a node is associated to every row of \( A \) and a set of edges

\[
E = \{(i,j) \mid A(i,j) \neq 0 \text{ for } i \neq j\}
\]

used to describe the nonzero entries. An example of a matrix and its associated graph is given in Fig. 11 for \( N = 10 \). A data distribution on \( p \) processors, where \( x_i, y_i, \) and the \( i \)th row of \( A \) are stored on the same processor for all \( 1 \leq i \leq N \), may be expressed by a partition \( P : V \rightarrow \{1, 2, \ldots, p\} \) which decomposes the set of nodes into \( p \) subsets \( V = V_1 \cup V_2 \cup \cdots \cup V_p \) with \( V_i \cap V_j = \emptyset \) for \( i \neq j \). In Fig. 11, the partition of the graph on \( p = 3 \) processors is shown by three dashed lines. Here, the subset describing the data stored on processor 1 is given by \( V_1 = \{1, 2, 3, 4\} \). The data distribution of the remaining processors is represented by \( V_2 = \{5, 6, 7\} \) and \( V_3 = \{8, 9, 10\} \).
Figure 11. A nonsymmetric $10 \times 10$ matrix with a symmetric nonzero pattern (left) and its associated graph with partitions $V_1$, $V_2$ and $V_3$ (right).

A reformulation of (42) in terms of graph terminology is

$$y_i = a_{ii}x_i + \sum_{(i,j)\in E} A(i,j) \cdot x_j + \sum_{(i,j)\in E} A(i,j) \cdot x_j.$$ 

Here, the first two terms can be computed on processor $i$ without communication to any other processor. The condition $P(i) \neq P(j)$ in the last term shows that its computation requires communication between processor $i$ and processor $j$.

Suppose that the number of nonzeros is roughly the same for each row of $A$. Then, the number of arithmetic operations of a matrix-vector multiplication $A\mathbf{x}$ is well-balanced among the $p$ processors if the partition $P$ satisfies

$$|V_1| \approx |V_2| \approx \cdots \approx |V_p|.$$ 

Moreover, a rough measure of minimizing interprocessor communication is to find a partition $P$ that minimizes the number of edges $(i,j)$ with $P(i) \neq P(j)$, i.e., those edges connecting nodes in different subsets of the partitions. The number of edges whose end nodes have been mapped to different processors is called the cut size.

Finding a partition balancing the number of nodes while minimizing its cut size is known as the graph partitioning problem. This problem is a hard combinatorial problem known as NP-hard. Thus, it is unlikely that there is a deterministic polynomial-time algorithm that always finds an optimal partition. Since the graph partitioning problem—or more general formulations involving node and edge weights—is of interest in a variety of areas, a large number of heuristics have been developed; see the surveys by Fjällström, Schloegel et al., and Hendrickson and Kolda.
9 Concluding Remarks

Large sparse linear systems arise frequently in different areas of scientific computing. Due to their sheer size, parallel computing is often mandatory. With the ever-increasing computational performance and storage capacity of the computer technology, the order of the linear systems also increase at a noticeable speed: What today seems a large system is likely to be considered to be small in a few years. Therefore, the capability of exploiting structure and/or sparsity of the coefficient matrix is a crucial ingredient to any computational technique for the solution of linear systems from real-world applications.

Direct methods such as Gaussian elimination or Cholesky factorization may lead to excessive fill-in for large sparse matrices. By making use of the coefficient matrix solely in the form of matrix-vector multiplication, iterative methods do not suffer from the fill-in problem. Classical iterative methods such as Jacobi or Gauss–Seidel iteration typically do not converge fast enough but are useful as building blocks in more efficient techniques. Krylov subspace methods are currently considered to be among the most powerful iterative techniques. Prominent examples include the conjugate gradient (CG) method and the generalized minimum residual (GMRES) method. Preconditioning is an important mechanism to accelerate the convergence of Krylov subspace methods.

When large sparse systems are iteratively solved on parallel computers, a number of additional issues arise. If the number of processors is large, performance is usually decreased by synchronization involved in the computation of inner product-like operations. The cost of synchronization may sometimes be significantly reduced by small rearrangements of some given parallel implementation of a serial algorithm. However, there is more improvement to be expected if a new algorithm is designed from scratch with parallelism already in mind. Graph partitioning can be used to efficiently perform a matrix-vector multiplication in parallel. Here, the idea behind graph partitioning is to balance the computational work while minimizing interprocessor communication.

10 Bibliographic Comments

Thousands of papers have been written on direct methods for the solution of linear systems. The classic book by Wilkinson is an early reference including a careful study of Gaussian elimination with respect to rounding errors. The more general field of matrix computations is treated in a standard textbook by Golub and van Loan. Direct methods exploiting sparsity are described in the books by George and Liu, Duff et al., Osterby and Zlatev, and Pissanetzky. The books by Varga and Young started the study of classical iterative methods. Modern iterative methods including preconditioning are described in the books by Fischer, Greenbaum, Saad, Axelsson, and Meurant. Iterative methods are surveyed in the papers by Freund et al. and by Gutknecht.

Multigrid methods are an important class of modern techniques for the solution of linear systems. They are omitted in this survey simply to limit the discussion. Multigrid methods can be viewed as a combination of an iterative scheme and a preconditioner. A seminal paper in the area of multigrid methods is the one by Brandt. A short introduction to multigrid methods is given in the book by Briggs. Additional material is described in the books by Hackbusch, Hackbusch and Trottenberg, and Briggs et al.
An excellent starting point to parallel computing in general is the book by Kumar et al. The two articles by Demmel and Demmel et al. give a survey on parallel numerical algorithms. A more recent survey on parallel techniques for the solution of linear systems, both direct and iterative, is given by Duff and van der Vorst. The paper by Saad concentrates on parallel iterative methods.
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