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Abstract

High speed communication across wide area networks is currerghgaif interest in computer com-

munications industry. It is needed wherever a huge amount of dataevdgteated and made available
to remote computer systems. Areas of investigation in compeitarce are the coupling of super-
computers (metacomputing), high-resolution visualisation of data andbdlieti access to huge

amounts of data.

Within the Gigabit Testbed West (GTB-West) a high speed comauatiimniclink has been installed
between the research center Forschungszentrum Julich GmbH (FZJ) and thd Rateasch Center
for Information (GMD) at Sankt Augustin.

Amongst the research fields Metacomputing, Visualization andldiséd usage of huge amount of
data the installation, management and performance evaluation ofttheasiamunication links are
main points of interest to the GTBW project.

Possible solutions to connect supercomputers for Metacomputing applichtiead on different
communication technologies like HIPPI, Sonet and ATM are discusgkthe pros and cons of the
final implementation are presented.
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Introduction

In the area of scientific computation many applications haveat dgemand for extreme computing
power, which can be satisfied by parallel computers which are cedheetr a high speed network.
This sort of computation using distributed applications is known asclletauting. The connection
of supercomputers of different types and vendors adds a further adgremplexity to Metacom-
puting (parallel computers and vector supercomputers). The avayjlalbitiroadband communication
networks with high speed links provides new solutions to connect supercomputer at i@sote s

Most current supercomputer systems do not support high speed communitatifatés which can
be used for remote communication in broadband networks. They use spediehreaand software
communication infrastructures within their own proprietary world thatantaee the best performance
results. When communicating over public wide area networks gatemdyspecialized switches have
to be used which will affect communication performance.



After discussing the different possibilities to connect supercongpuigan ATM network this report
will present the final solution which has been used in the GTB West. The solution founchaffeet
amount of throughput with minimal costs.

The main goal of the Gigabit Testbed West [GTB-West], a project sponsored®grthan Research
Network Association (DFN-Verein) [GTB-DFN], is to provide mapit network infrastructure for
scientific computing and to collect experiences operating a higlttspiele-area computer network.
Further goals are the implementation of applications with a hupdgireenent of communication
throughput, the coupling of parallel and vector supercomputers (metatiog), high-resolution
visualisation of data and distributed access to huge amounts of dataeApoint of interest is to get
experience in the coupling of the supercomputers of German supercongites ©ver a high speed
WAN for the future. A number of projects like solute transport wugd water, algorithmic analysis
of magnetoenzephalography data, complex visualization, multimedia digpl;adistributed calcu-
lations of climate and weather models have been designed and imf@dn® show the functionality
of a metacomputing environment. The Gigabit Testbed West projactedsin August 1997 with a
622 Mbps ATM-link between the German National Research Centdnflmmation Technology
(GMD) in Sankt Augustin and the Research Center Julich (FZIDlich. At the end of July 1998 the
link was successfully upgraded to 2.4 Ghps. Just 3 days later a mnadi2.37 Gbps throughput
containing IP user data could be transfered via this new link asimgmber of SUN workstations
with 622 Mbps ATM interfaces.

The connection of the five SGI/CRAY supercomputers at FZJ an@the&P2 at GMD is shown in
the figure below.
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Figure 1 — Logical configuration of the GTB supercomputer networks

CRAY-T3E and IBM-SP2 Communication Techniques

Supercomputers from different vendors normally use their own inteonaunication hardware and
protocols for optimal performance between homogeneous computer syshemsasvstandard net-
work technologies like Ethernet, HIPPI and ATM and most timesTtE/IP protocol are used to
communicate with heterogeneous computer systems.

The following figure shows the current configuration of the IBM S{esn installed 1995 at the
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GMD. The 37 nodes are connected via different networks to each athéo axternal machines. An
IBM High Performance Switch (HP Switch) provides a propriefaigh speed local connection
between the system nodes. The hardware bandwidth of the switch supportsig@200Via this
switch up to 380 Mbps can be reached with the native "user space pretbeotas the TCP/IP pro-
tocol delivers only 96 Mbps. To get high throughput to external machinesd8s have been
equipped with 155 Mbps ATM interfaces. With this type of adapter onlyo 40 Mbps throughput
can be reached. All nodes of the IBM-SP2 system are equipped witittvernet adapters. One is
used for internal management operations and the other is usedeforaéxbnnections. A dedicated
node is additionally equipped with a HIPPI interface for enabling bpged external connections.
Though the native HIPPI protocol allows transfer rates of up to 800,Ntkpss been examined, that
running TCP/IP over HIPPI [RFC-2067] leads to only 370 Mbps throughput leechysotocol and
software overhead.
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Figure 2 - Network connections of supercomputer SP2 at GMD

The CRAY systems use a different architecture for extero@nuinications. This communication
architecture is shown in Figure 3. The CRAY nodes (processorg)taraally connected via a 3 di-
mensional torus, which provides a peak link rate of 600 MBps and ardasder rate of up to 500
MBps. For network I/O operations one of four processors is connecte@igaRing channel, which
supports &aw bandwidth of up to 1.2 GBps throughput (half duplex payload=941 MBps, full duplex
payload=2*827 MBps). Network I/O is done using a number of processes runrimg T3E system
on one or more nodes (Application PE, Communication PE, Packet driyd?EBPE processing en-
gine) depending on system configuration. The optimal internal configaratiuld not be found until
now. External communication can be done using special I/O nodes whiatteateed to the GigaR-
ing channel. These 1/O nodes are realized using Sparc process$pis special operating system
providing Ethernet, HIPPI and ATM interfaces.
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Figure 3 - Network connections of supercomputer CRAY T3E at FZJ

The communication throughput of the supercomputer systems depends, on dtiensated imple-
mentation of the communication software as mentioned above. The Md3asging Interface [MPI],
a de-facto standard of the MPI-Forum [MPI-Forum], is widely usedhfe communication between
parallel processes. This protocol has been also used in the Gigsthied West for the communica-
tion between the processors of the same and remote system. Mosh#nentations allow to de-
fine point-to-point communication between a fixed number of processes rumidifferent proces-
sors of the same system or point-to-point communications betweenerg@mumessors. Processes
communicate by calling library routines that hide the actual phlysitplementation to the applica-
tion program. To allow dynamic configuration of communication betweenteeprocessors a subset
of the MPI-2 library [MPI-2] had to be implemented in the contexhefGigabit Testbed West that
delivers additional Metacomputing functionality. It cares for thejumiappearance of all nodes at the
different supercomputers and therefore communicates internaltiievisigh speed proprietary proto-
cols and externally via TCP/IP. The implemented concept allowashef one or multiple nodes at
each side as communication nodes. This configuration flexibility has ipeglemented to allow
maximum communication throughput between the participating systems.

Possible solution connecting supercomputer systems of different vendors

The main point of interest and basis of any possible solution for thengoitation between the dif-
ferent supercomputer systems is the underlaying communicationtinétase. The Research Center
Julich (FZJ) and the German National Research Center for Iniomibechnology (GMD) are con-
nected via a 2.4 Gbps ATM connection based on SDH technology. This ATM link is not dddarat
the connection of the supercomputers only but has to be shared with otheatemd, for example
multimedia traffic. Furthermore the main communication protocol useddmputer communication
is the TCP/IP protocol suite which helps to avoid implementations of proprietawayest



Nevertheless there are a lot of interesting possibilitiesohnect the CRAY systems at FZJ and the
IBM-SP2 at GMD.

* Configuring the CRAY systems at FZJ and 1 to 3 nodes of the SRB2# Mbps ATM inter-
faces would permit a theoretical throughput of 3x622 Mbps (Figure 4). SiRé& and IBM do
not plan to support 622 Mbps ATM interfaces for the systems instlledJ and GMD only 155
Mbps ATM interfaces can be used to connect the systems to thaM&§B Because of promises
of the both manufactures to support these interfaces in futuréeBtstwith 155 Mbps interfaces
have been done. This solution has the disadvantage that the maximum Haraittble be-
tween the supercomputer is 155 Mbps. Furthermore the adapter softwhe @RAY systems
supports PVC connections only, which leads to additional management avarheantrast to
SVCs (Establishing connections to n systems requires definiti@tnoPVCs on the n+1 sys-
tems). Another disadvantage is the maximum MTU size of 9180 byte segppgay Classical IP
(CIP) [RFC-1577]. Because of architectural restrictions of mberiupt rate at the CRAY T3E
systems and the restricted MTU size the communication throughpuatitsd to 115 Mbps on
these adapters.

To expand the communication throughput at the SP2 system IBM has devatofid-Switch
04S and IBM-Switch 16S based on the ASCEND GRF 400/1600 Gigarouter \62B &bps
ATM interface. A special board and driver software for this switch allovestaonnection to the
SP2 High Performance switch. The high expenses required for this hardware soluttoanghic
contradiction to the expected low communication throughput did not allow to use this solution.
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Figure 4 - Hypothetical direct connection via ATM interfaces

* Another solution could be the installation of HIPPI/SONET Extendens fEssential at both
locations. Since a dedicated channel has to be reserved for thevexakesiof the HIPPI-SONET
connection (155 Mbps up to 932 Mbps) only a reduced bandwidth would be availattieef
other applications on the Gigabit Testbed. This would require to configurentheieg channels
as separate ATM links with additional interfaces in the AMitch. These channels would have
to be collected and distributed by the SDH equipment.

* The usage of the installed HIPPI interfaces seems neesshiel be a promising solution. There
are some other possibilities to use these interfaces:

- Tunneling of HIPPI over ATM requires the installation of a sgexeid gateway. A worksta-
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tion could be used as gateway. This solution needs the development dfftwaege compo-
nents for packing and unpacking HIPPI blocks into AAL packets.

- Another possibility is the usage of a router solution (CRAY - HIPBRF400 - ATM -
GRF400 - HIPPI - IBM/SP2). The only router currently supporting bo®PPHand ATM 622
Mbps interfaces is the ASCEND GRF 400 respectively GRF 1600.r@tiisr can be used in
two configurations. First configuration is using normal routing functipnahnother possi-
bility is to use the routers tunneling capability which supports HIPPI ¥igl funneling. This
would be the same functionality as described above with specialiaddtations. At the
moment the ASCEND GRF 400 is the only gigabit router which suppustfunctionality.
Other well-known router manufacturers are not interested, becau$e eéduced market for
routers of this very special category. Furthermore this solusian\ery expensive one and
also demands the use of Classical IP with the implementatioifispequired MTU size of
9180 bytes.

- The use of UNIX multi-processor computers with PCIl-bus actingaters at both locations
is another interesting solution. A number of tests with UNIX nprticessor machines with
PClI-bus (Enterprise 5000 / 8 processors, SUN Ultra 60 / 2 proceshorggd that the com-
puters were able to route between two 622 Mbps ATM interfaces at fulgeed. This leads
to the final solution shown in Figure 5 which also shows the nominal bardeagtcity of
the intermediate communication links. The workstations have been eduiptie a serial
HIPPI interface from Essential and a 622 Mbps ATM interfaoenfFORE and have been
configured as IP routers between HIPPI and ATM (H/A-router). This soligiarvery simple
and cost-effective one, since only a restricted routing functigrialiasked. The installation
of expensive full-functional routers would have been superfluous.
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Figure 5 - The current connection of the supercomputers (with nominal bandwidth of the links)

TCP/IP Performance tuning for optimal throughput

Research in gigabit data transfer rates has a long histartyiflge93]. As mentioned above very high
speed data transfer rates between supercomputers can only be ieaatiag of the communication

parameters has been done [RFC-1323] [HighPerf]. Special tests at the CRévisshiave been made
to find out values for the maximum interrupt rates of this systéine tests have shown, that the
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number of I/O operations per second a CRAY T3E system can hanehkérésnely limited. To get

high throughput this interrupts have to be minimized, which only can be fitme TCP/IP packets

can be made as large as possible. The MTU size for HIPPorikstwon CRAY systems is configured
to 65280 bytes as default. ATM between the HIPPI-to-ATM routerdeansed in two modes. ATM
LANE uses the standard Ethernet MTU size of 1500 bytes, whereascthamended default MTU
size for Classical IP is 9180 bytes. Therefore to maximizetgakgth and minimize network 1/O
interrupts Classical IP should be preferred.

The SUN and SGI workstations on the FZJ side and the SUN Engegori&MD side shown in fig-
ure 5 above have been used for the routing between HIPPI and ATM.inplies that the
supercomputers are not connected to the same IP network, therefior®PRa Discovery [RFC-
1191] should be supported. Otherwise a default of 512 Bytes for externarketould be used for
the whole connection. The CRAY I/O interface node and the H/A-roupgrost this feature. For the
SP2 system the tcp_mssdfit value had to be changed from 512 Bytes to 64 KBytes.

Fortunately all 622 Mbps adapters (FORE HE-622) that have been usedt suqigurable MTU
sizes up to 64 KBytes. Since no broadcasts are required within Ba&M&$st and only point-to-point
communications will be used the CIP protocol has been choosen. Thehefonastimum MTU size
of 64 Kbytes could be configured for the ATM link between the two HIBFATM gateways at
GMD and FZJ. This implies a 64 KByte MTU size along the wililalix path which leads to maxi-
mum paket sizes in both communication directions.

Other tuning activities which have to be done are to use the TI@EhRI option and to increase the
send andreceive socket buffer sizes including themaximum socket buffer space [RFC-1323]. All in-
volved systems allow socket buffer sizes and window sizes af than 64 Kbytes which are needed
because of the measured round trip delays. The delays are composty®fadiain the switches,
the start and end systems, the H/A routers and the delays betalusespeed of light. The measured
total roundtrip delay from SP2 at GMD to CRAY systems at Zdbout 7 ms, which consists of
approximately 1.4 ms for the 110 km 2.4 Gbps ATM connection including the gWikdhes on both
sides. The local delays are mainly determined by the delaydcaysthe HIPPI/ATM routing in the
H/A-routers, which is about 1ms at each side and by the HIPPI connections, which aretien®Pat
side and 3 ms at the CRAY side. Using 622 Mbps ATM interfaceprtiduct from bandwidth and
delay concerning a delay of 7 ms amounts to 4354 Kbits or 544 KBytesisTthis minimum value
which should be used for the send and receive socket buffer sizedef@laé maximum value on all
machines was set to 1 MByte, thus supporting optimal performance for delays up to 13 ms.

Besides this the receive buffer pool (Type D) of the SP2 H#éBpter had to be increased from
3x64 KBytes to 20x64 KBytes to support window sizes of 1 MByte. Unfortun#tteke were also
some software issues with HIPPI adapters of the SP2. Thesempsot#sult in adapter hang-ups
when using small packet sizes. IBM has been informed about these problems.

Throughput measurements have been done with the program Netperf \&igitthfrom HP [Net-
perf]. Using the TCP/IP tuning described above a total throughput of 3f® Mas achieved for
TCP/IP data transfer between the supercomputers. Figure 6 shomaximum bandwidth available
on the different parts of the link. The throughput between the H/A-igeariose to the theoretical
maximum for Classical IP over ATM (538 Mbps). At the moment tH®FPH nodes on the
supercomputers are the bottleneck; they allow only up to 370 Mbps oBNhE&R2 side and 430
Mbps on the CRAY T3E side. Further tests will be made with the CRAY T%@msys FZJ, a vector
supercomputer system with 10 cpus. The T90 system can handle aboas5higher 1/O interrupt
rates as seen in the CRAY T3E system. It will be intarggst see if the maximum throughput capac-
ity of the gateway systems, SUN and SGI, can be reachedabssts with SUN and SGI systems
involved showed, that a throughput of 480 Mbps can be reached (SUN-En&0P8iseATM622 -
SGI-0200 - HIPPI - SUN-Ultra60).
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Figure 6 - Actual bandwidths for TCP/IP

Conclusions

The goal of the GTB-West project has been achieved to show thatdieputing, the coupling of
parallel and vector supercomputers, via an ATM gigabit netwarkbeadone today. The HIPPI/ATM
routers (workstations) could be configured with very cost-effecitandard components. To get
maximum bandwidth extensive TCP/IP tuning was necessary. This bandeielns to be currently
an upper limit for the Metacomputing applications in the GigabitbeesWest. How much of this
bandwidth can really be used today depends on the MPI 2 implementatioh,isvbigarently under
development, and on the applications themselves.

For further enhancement of the maximum bandwidth several aspedis tarestigated. One alterna-
tive would be to add additional HIPPI nodes with corresponding H/A-rotaettsee SP2 and to pro-
vide further separate H/A-routers for each CRAY. Figure 7 stmwexample solution. This would
yield a higher bandwidth maybe over 1 Gbps. Currently no tests hawerizee if other bottlenecks
would arise with such configurations. The MPI library which is cutyedeveloped will support this
multiple-to-multiple-point solution. The second alternative would be tonatiee HIPPI between the
supercomputers. This requires that applications have to be writtémefevorkstation routers, which
encapsulate HIPPI-packets into ATM-packets. In order to trarthmiB00 Mbps traffic over ATM
622 Mbps two adapters for each H/A-router are required. Using ad BNMl@PATM tunneling mecha-
nism would require special arrangements within the developed seftwve@ause of HIPPI protocol
specifics on long distance communication lines.
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Figure 7 - Increase of bandwidth

The solution implemented was necessary because the supercomputarseatty only optimized for
local performance. Proprietary communication solutions (e.g. GigaRing fal CRigh Performance
Switch for SP2) exist setting up local networks. Very high speetirnication protocols as HIPPI
6400 with 6.4 Gbps [HIPPI6400-PH] and ATM OC-192 with 10 Gbps are just sthreth or in
development but currently not available. What is really needed@naon standardized communi-
cation protocol which runs over WANs and is supported by all manufagtdreis could be for ex-
ample a 2.4 Gbps ATM solution.
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