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Kurzfassung

In der vorliegenden Arbeit wurden die elektronischen Eigenschaften von mikro-
kristallinen Silizium (uc-Si:H) Dlnnschichten mittels Elektronen-Spin-Resonanz
(ESR), transienter Photoleitung (Time-of-Flight (TOF)) und Messung der elek-
trischen Leitfahigkeit untersucht. Es wurden Modelle und mégliche Erklarungsan-
sédtze hinsichtlich der Natur und der energetischen Verteilung der elektronischen
Defekte als Funktion des Filmaufbaus diskutiert und deren Auswirkungen auf
den elektrischen Transport erortert. Dazu wurde uc-Si:H mit strukturellen Eigen-
schaften im Bereich von hochkristallinem bis zu vollstandig amorphen Schichten
abgeschieden. Der Grad der Kristallinitdt wurde jeweils mittels Raman Spek-
troskopie bestimmt.

Es zeigt sich, dass die gemessenen Spindichten Ns mit dem strukturellen
Aufbau der uc-Si:H Schichten korrelierten. Wéhrend die hochsten Ns generell
bei hochkristallinem Material gefunden werden, verringert sich die Spindichte
mit zunehmenden amorphen Volumenanteil in den Schichten. Dies kann mit
den zunehmenden Wasserstoffgehalt und der damit verbundenen Abséttigung von
offenen Bindungen an den S&ulengrenzen erklart werden. Ferner fungiert die
zuséatzlich zwischen den kristallinen Sdulen eingebaute amorphe Phase als Pas-
sivierungsschicht, was zu einer effektiveren Absattigung von “dangling bond”
Zusténden an der Saulengrenzen fuhrt.

In Abhéngigkeit von der Struktur der Filme, insbesondere der aktiven Oberfla-
che, zeigen sich deutliche reversible und irreversible nderungen im ESR-Signal
als auch in der Dunkelleitfahigkeit der uc-Si:H Schichten. Die pordse Struktur
des hochkristallenen Materials beglinstigt die Eindiffusion von atmosphérischen
Gasen, welche sowohl den Charakter als auch die Dichte der Oberflachenzustéande
beeinflussen. Als wesentliche Ursache wurden zwei Prozesse identifiziert, Ad-
sorption und Oxidation. Beide fiihren zu einer Zunahme der Spindichte. Bei der
Adsorption konnte diese auf eine reversible nderung der db, Resonanz (g=2,0052)
zuriickgefiihrt werden, wéhrend die db; Resonanz (g=2,0043) unveréndert bleibt.
Mit zunehmenden amorphen Anteilen in den Schichten nimmt die GroRe der
durch Adsorption und Oxidation hervorgerufenen Effekte ab, was auf eine zuneh-
mende Kompaktheit der Filme zuriickgefiihrt werden kann.



Messungen an n-dotierten uc-Si:H Filmen wurden zur Untersuchung der Zu-
standsdichte in der Bandliicke benutzt und bestétigten, dass die gemessene Spin-
dichte Ng mit der Defektdichte zusammenhéngt. Die Resultate legen nahe, das
fur einen weiten Bereich von Strukturkompositionen die Verschiebung des Fermi-
Niveaus durch die Kompensation von Zwischenbandzustdnden bestimmt wird.
Dies gilt fur Dotierkonzentrationen Kleiner als die Defektkonzentration im in-
trinsischen Material, wahrend fiir hohere Dotierungen eine Dotiereffizienz von
eins beobachtet wird. Es l&sst sich folgern, das die Spindichte den Hauptteil der
Zwischenbandzustéanden reprasentiert (Ns = Npg).

Die Kenntnis iber Art und Dichte von Defekten ist von entscheidender Bedeu-
tung beim Verstandnis des Ladungstragertransportes. Mittels TOF-Technik wur-
den pin-Dioden auf der Basis von uc-Si:H untersucht, sowie Locherdriftbeweglich-
keiten und die zugrundeliegenden Transportmechanismen bestimmt. Trotz der
sehr hohen Kiristallinitat der Proben zeigen temperaturabhéngige Messungen, das
der Lochertransport durch ”Multiple Trapping” in einer exponentiellen Verteilung
von Bandauslauferzustanden bestimmt ist, ein Verhalten das vorwiegend mit nicht-
kristallinen Materialien in Verbindung gebracht wird. Die Breite des Valenzban-
dausléufers konnte auf 31 meV bestimmt werden, was zu Ldcherdriftbeweglich-
keiten von 1-2 cm?/Vs fiihrt. Diese Werte bestétigen das Vorhandensein von
Beweglichkeitskanten fir Locher in mikrokristallinen Filmen und erweitern die
Bandbreite von Materialien, fiir die eine anscheinend universale Bandbeweglich-
keit in der GroRenordnung von 1 cm?/Vs gefunden wird.



Abstract

The electronic properties of microcrystalline silicon (uc-Si:H) films have been
studied using electron spin resonance (ESR), transient photocurrent time-of-flight
(TOF) techniques, and electrical conductivity measurements. Structural proper-
ties were determined by Raman spectroscopy. A wide range of structure compo-
sitions, from highly crystalline films with no discernable amorphous content, to
predominantly amorphous films with no crystalline phase contributions, was in-
vestigated. Models and possible explanations concerning the nature and energetic
distribution of electronic defects as a function of film composition are discussed.

It is shown that the spin density Ns in uc-Si:H films is linked strongly to the
structure composition of the material. The highest Ns is always found for material
with the highest crystalline volume fraction. With increasing amorphous content,
Ns decreases, which is attributed to increasing hydrogen content and improved
termination of dangling bonds. Moreover, the amorphous phase content, incor-
porated between the crystalline columns, appears to act as a passivation layer,
leading to more effective termination of unsatisfied bonds at the column bound-
aries.

Both reversible and irreversible changes in the ESR signal and dark conductiv-
ity due to atmospheric effects are found in uc-Si:H. These are closely connected to
the structure composition, in particular the active surface area. The porous struc-
ture of highly crystalline material facilitates in-diffusion of atmospheric gases,
which strongly affects the character and/or density of surface states. Two con-
tributing processes have been identified, namely adsorption and oxidation. Both
processes lead to an increase of Ng. In the case of adsorption the increase is
identified as arising from changes of the db2 resonance (g=2.0052), while the in-
tensity of the dbl resonance (g=2.0043) remains constant. With increasing amor-
phous content the magnitude of both adsorption and oxidation induced changes
decreases, which may be linked to the greater compactness of such films.

Measurements on n-type uc-Si:H films were used as a probe of the density of
gap states, confirming that the spin density Ns is related to the density of defects.
The results confirm that for a wide range of structural compositions, the doping
induced Fermi level shift in uc-Si:H is governed by compensation of defect states,
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for doping concentrations up to the dangling bond spin density. At higher concen-
trations a doping efficiency close to unity was found, confirming that in uc-Si:H
the measured spin densities represent the majority of gap states (Ns = Npg).

The nature and density of defects is of great importance in determining elec-
tronic transport properties. By applying the TOF technique to study pin solar
cells based on uc-Si:H, conclusive hole drift mobility data were obtained. De-
spite the predominant crystallinity of these samples, the temperature-dependence
of hole transport is shown to be consistent with multiple-trapping in an expo-
nential distribution of band tail states, behavior that is frequently associated with
non-crystalline materials. A valence band tail width of 31 meV, and hole band
mobilities of 1 —2 cm?/Vs, were estimated from the data. These measurements
support the predominance of mobility-edge transport for holes in these microcrys-
talline films, and extend the range of materials for which an apparently universal
band mobility of order 1 cm2/Vs is obtained.

Vi
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Chapter 1

| ntroduction

Solar cells provide a nearly inexhaustible, environmentally neutral way to pro-
duce electricity. After the first discovery of the photoelectric effect in 1839 by
Becquerel [1], the technological breakthrough came in 1954 when D.M. Chapin,
C.S. Fuller, and G.L. Pearson first reported of a crystalline silicon based solar cell
with a conversion efficiency of = 6% [2]. Since then a lot of progress, in both the
scientific and the technological sense, has been made, and nowadays conversion
efficiencies for silicon solar cells of up to 20% for commercial manufacture and
above 24% on the laboratory scale have been achieved [3]. However, the costs of
photovoltaics are still too high to be competitive with classical electricity produc-
tion, e.g. coal/oil/gas-fired or nuclear fission powerplants. Thin film solar cells
offer a great potential for a reduction of costs as they combine the advantage of
low temperature procession, low material consumption, large area producibility as
well as the prospect of monolithic series connection to modules [4, 5]. The most
promising materials for thin film solar cells are copper-indium-gallium-diselenite
(CIGS), cadmium-tellurite (CdTe), and thin film silicon in various modifications.
Photovoltaic modules based on amorphous silicon were the first thin film solar
cells commercially available and are presently the only thin film devices that have
an impact on the photovoltaic world market [5]. However, the conversion ef-
ficiencies of solar cell modules based on amorphous silicon are low (=4-7 %
[6]), caused by the presence of defects, tail states, and light induced degradation,
known as Staebler-Wronski effect (SWE) [7].

Recently, microcrystalline silicon (uc-Si:H) has attracted interest due to its
higher stability against light induced degradation, with the absorption extending
into the near infrared, similar to crystalline silicon. First produced as a thin film
by Veprfek and Mare€ek in 1968 [8] using a hydrogen plasma chemical transport
technique, it has been shown about 10 years later by Usui and Kikuchi [9] that
uc-Si:H can also be prepared using plasma enhanced chemical vapor deposition
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Chapter 1: Introduction

(PECVD), providing compatibility with already well established amorphous thin
film technology. In the last few years much progress regarding the preparation,
the solar cell performance as well as the understanding of the structural and elec-
tronic properties of uc-Si:H has been made. However, there are still tremendous
technological and scientific challenges, e.g. the understanding of the interrelation
between the solar cell performance and the material properties of uc-Si:H are of
great interest. Microcrystalline silicon as referred to in the literature describes a
wide range of silicon material rather than a well defined system. In fact, uc-Si:H
is a structure modification consisting of varying amounts of microcrystallites, hy-
drogenated amorphous silicon and voids [10, 11]. Interestingly, it has been shown
that not, as one might expect, material with the highest crystalline volume frac-
tions and the largest crystallite size but material prepared close to the transition to
amorphous growth yields the highest conversion efficiencies [12, 13]. Obviously,
the transition between microcrystalline and amorphous growth is of great impor-
tance. Approaching this transition, e.g. by increasing the silane concentration,
the structural as well as the optoelectronic properties, e.g. the electronic con-
ductivity, the photosensitivity as well as the spin density, of the uc-Si:H material
change significantly [14, 15, 16, 17, 18, 13]. The variation of the amorphous vol-
ume content is often accompanied by changes of the compactness of the material.
In particular it is generally observed that deposition conditions which lead to the
technologically needed high deposition rates, tend to result in a porous structure.
Also attempts to grow material with large grain size in order to improve the carrier
mobility, frequently result in porous material. Although it has been reported that
uc-Si:H is more resistant [13] and highly crystalline material even does not suffer
from SWE [19], the presence of crack-like voids makes this material susceptible
to in-diffusion of impurities and atmospheric gases which might lead to various
metastable and irreversible effects. Earlier investigations on highly crystalline
material prepared with chemical transport deposition show that atmospheric gas
adsorption and/or oxidation affects the density of surface states, electrical trans-
port and the electron spin density [20]. So far only a few investigations on in-
and meta-stable effects on recently prepared material exists [21, 22, 23], and the
detailed nature of these effects is presently still not understood. The rather com-
plicated structure has major consequences on the electronic structure, e.g. the
density of states (DOS) within the band gap. In particular, since there is no well
defined structure, the microscopic identification of states observed is complicated
as they can be located in the various phases, at boundaries or at interfaces. It is
therefore not surprising that there exists no conclusive DOS map and the under-
standing does in many cases not go beyond a phenomenological description. Thus
a study of the density and properties of defect states as a function of the structural
composition is of great importance.

Electron spin resonance (ESR) is a powerful tool to investigate and identify
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defect states provided that they are paramagnetic and it has been successfully ap-
plied to amorphous silicon and its alloys (see e.g. [24, 25, 26]). First applied to
uc-Si:H in the 80s [20, 27, 28], systematic studies have only been performed in the
last recent years, and various ESR signals have been identified [29, 30, 31, 32]. In-
trinsic uc-Si:H shows an asymmetric signal with contributions at g=2.0043 (db1)
and g=2.0052 (dby). The origins of these lines are still under discussion. While it
has been suggested that the asymmetry results from an axial symmetric g-tensor
of defects on grain surfaces [31], there are a number of indications that these
lines originate from two independent states located in different microscopic en-
vironments [21, 33, 34, 35, 36, 32]. For n-type material and also for illuminated
material a third resonance at g=1.996-1.998 can be observed. According to a
similar resonance found in polycrystalline silicon this resonance has been called
CE-Line and has been attributed to electrons in the conduction band [27, 29] and
later also to shallow localized states in the conduction band-tail [35, 36, 37, 38].
A number of reports on ESR properties of highly crystalline n-type uc-Si:H have
been published and show that highly crystalline n-type material shows a nearly
linear dependence of the dark conductivity o4 on phosphorous doping concentra-
tions for PC =[PH3z]/([PH3]+[SiH4]) higher than 10 ppm [30, 39, 40]. For lower
doping concentrations the conductivity deviates from this linear dependence. It
is likely that within this doping regime the Fermi level shift is governed by the
compensation of gap states. However, this has not been proven yet and will be a
key task of this work.

Moreover, the presence of localized states within the bandgap has a major in-
fluence on the transport properties and has to be considered in order to explain
transport features. In contrast to c-Si, the occurrence of band-tail states and deep
defects open additional transport paths, they might act as traps for charge carri-
ers, or form barriers. There is, of course, a wide range of possible structures in
microcrystalline silicon materials. This explains the large spread in reported drift
mobilities and transport properties. In the past, various models have been pro-
posed to describe the transport in uc-Si:H. These models adopt and combine for-
mer approaches successfully applied for either polycrystalline or pure amorphous
material, e.g. for n-type uc-Si:H the so called grain boundary trapping model”
[41], successfully applied to poly-crystalline silicon, has been used to describe the
transport behavior [42, 43] and also percolation models were applied to interpret
conductivity and Hall effect data [44, 45]. On the other hand, similarities between
a-Si:H and puc-Si:H suggest that structural disorder are from constitutional impor-
tance and transport might take place by direct tunneling between localized states
(hopping) or by trap-limited band motion (multiple trapping) [46, 47, 48, 49].

This work provides a comprehensive study of paramagnetic centers in uc-Si:H.
Material with different structure compositions and doping levels have been inves-
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Chapter 1: Introduction

tigated by ESR and electrical conductivity. It will be shown that structural changes
influence the nature as well as the density of the defects. Accompanied by struc-
tural changes the material tends to be susceptible of instabilities due to adsorption
and chemical reactions of atmospheric gases. The present work investigates and
identifies instability effects caused by adsorption and oxidation in state of the art
material, with a wide range of structure compositions. The application of addi-
tional n-doping will be used as a probe for the density of gap states. Additionally,
the transport properties of highly crystalline wuc-Si:H will be studied using tran-
sient time-of-flight experiments.

Thisthesisisorganized asfollows:

Chapter 2: A short summary of the structural properties as well as their impact
on the electronic structure of microcrystalline silicon is given. In the second
part, the influences of the electronic properties on electrical transport will
be treated. Different transport models proposed for uc-Si:H material are
shown and compared.

Chapter 3: A short presentation of the experimental techniques, used in this
work, is followed by a brief description of the deposition process and the
particular preparation of the samples.

Chapter 4: In Chapters 4-8, the results of the material characterization are pre-
sented and discussed. Chapter 4 addresses the properties of paramagnetic
states in intrinsic uc-Si:H with varying structure compositions ranging from
highly crystalline to fully amorphous.

Chapter 5: Inthis Chapter films with different structure compositions and doping
levels are studied by ESR and electrical conductivity. n-Doping densities in
the range of the intrinsic defect density are used as a probe for the density
of gap states.

Chapter 6: Electron spin resonance and conductivity measurements are used to
study adsorption and oxidation effects on uc-Si:H with different structure
compositions. The magnitude of observed meta-stable and irreversible ef-
fects will be discussed with respect to changes of the active surface area.

Chapter 7: The hole transport properties of highly crystalline material are stud-
ied in this Chapter. Transient photocurrent measurements are presented and
consistently analyzed using the model of multiple trapping in an exponential
band-tail.



Chapter 8: In this chapter, the information derived from the studies in Chapters
4-7 will be combined and summarized in a schematic picture of the density
of states in both, a spatial and energetic sense.

Chapter 9: In this last chapters, the most important results will be summarized
and the conclusions are drawn.
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Chapter 2

Fundamentals

In this first chapter, the basic structural properties of microcrystalline silicon as
well as their consequences for the density of states are discussed. As the electronic
density of states (DOS) is mainly determined by the disorder of the system, the
nature of band-tail states and deep defects are discussed. In the third section of
this chapter the transport properties are outlined with respect to the DOS.

2.1 Structural Propertiesof Microcrystalline Silicon

Microcrystalline silicon (uc-Si:H) as referred to in the literature describes a wide
range of silicon material rather than a well defined structure. In fact, uc-Si:H is a
general term for a silicon composition containing varying amounts of crystalline
grains, amorphous phase, and voids. These phases are separated from each other
by a disordered silicon tissue or grain boundaries additionally complicating the
structure. To obtain a picture of the structure, a number of characterization meth-
ods, e.g. transmission electron microscopy (TEM), X-ray diffraction (XRD), and
Raman spectroscopy, have been applied in the past [10, 50, 51]. A schematic
picture of the structure derived from these works is shown in Fig. 2.1. The fig-
ure shows a wide range of material structures ranging from highly crystalline,
left hand side, to predominantly amorphous growth on the right hand side. The
particular structure of the uc-Si:H strongly depends on the deposition conditions.
The transition in growth can be achieved by varying a number of different de-
position parameter, as has been demonstrated by Roschek, [53], Vetterl [12] for
plasma enhanced chemical vapor deposition (PECVD), and by Klein [13] for ma-
terial prepared by hot-wire chemical vapor deposition (HWCVD). In particular
the silane concentration is very useful to control the crystallinity of the uc-Si:H
material. However, the structure not only depends on the deposition conditions,
but also on the substrate used. In particular for material deposited at the transition
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decreasing crystalline volume fraction
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Figure2.1: Schematic picture of structure features found in uc-Si:H. From left to right the
film composition changes from highly crystalline to amorphous. The picture was taken
from Houben [52]

between uc-Si:H and a-Si:H growth, the structure varies significantly depending
on the substrate. While for a fixed set of process parameters the material deposited
on aluminum foil results in crystalline growth, fully amorphous structure can be
observed for the one deposited on glass [54, 55, 50]. The substrate dependence is
of particular importance and has to be kept in mind if one wants to compare re-
sults obtained from different measurement techniques, since different substrates,
e.g. glass or aluminum, are required for different methods.

Typical for all structure modifications is the occurrence of an incubation zone.
The particular thickness and composition of this region strongly depends on the
deposition condition and the substrate used. In the highly crystalline regime, crys-
tallization starts from nucleation centers close to the substrate-film interface. With
increasing film thickness the diameter of the columnar structures increases result-
ing in the typically observed conical shape. In the highly crystalline regime the
columnar clusters of coherent regions have a diameter of up to 200 nm and ex-
tend over the whole film thickness. However, the structure inside the columns
is not monocrystalline. In fact it consists of coherent regions with a diameter of
4 —20 nm that are separated from each other by stacking faults and twin bound-
aries [10, 50, 56, 57, 58].

The columns themselves are separated from each other by crack-like voids
and disordered material. In fact, studies using transmission electron microscopy
(TEM) [50, 10], infrared spectroscopy (IR) [11, 59], and hydrogen effusion [60]
have shown that highly crystalline material often exhibits a pronounced porosity.

8



2.2 Electronic Density of States

Studies have also shown that these voids may extend from the surface deep into the
film and allow for in-diffusion of atmospheric gases along the column boundaries
[20, 22].

An increasing amorphous phase content leads to a reduction of the column di-
ameter, while an extended disordered phase is incorporated in the increasing incu-
bation layer and at the column boundaries. Concerning the porosity there is some
not yet understood discrepancy between results obtained from TEM and IR. While
TEM shows cracks and voids, there is no indication of oxygen in-diffusion or
low temperature hydrogen effusion in such material, suggesting a rather compact
structure. At the site of transition between crystalline and amorphous growth, the
material structure changes significantly. The columns no longer extend throughout
the entire film thickness. In fact, the crystalline regions are frequently interrupted
and embedded in an amorphous matrix. The size of the crystalline domains de-
creases as the size of the coherent regions forming them. Finally only amorphous
growth is obtained and no crystalline contribution can be found in the material.
However, the electronic properties of the amorphous phase found in this kind of
material differs from standard a-Si:H and is therefore often referred to as "proto-

LI

crystalline”, "polymorphous” or "edge material” [61, 62, 63].

2.2 Electronic Density of States

The structural properties of uc-Si:H, in particular the disorder, lead to some phe-
nomena in the electronic density of states (DOS) that cannot be found in the crys-
talline counterpart. The lack of translational symmetry leads to some major con-
sequences for the electronic properties of the material. However, as the electronic
structure is mostly determined by the short range order, the overall electronic
properties are very similar compared to the equivalent crystal. But, due to the lack
of long range order, the abrupt band edges found in the crystal are replaced by a
broadened tail of states extending into the forbidden gap. On the other hand, the
deviation from the ideal network structure also results in electronic states deep
within the gap (dangling bonds). As microcrystalline silicon is a phase mixture
of crystalline and disordered regions separated by grain boundaries and voids, the
particular band structure dependents on the particular spatial position within the
material, and an overall DOS-diagram can not be drawn easily.

In the following section a brief description of the main features of the DOS
is given. On the basis of the simplified picture for the DOS in a-Si:H, shown in
Fig. 2.2, band-tail and defect states are discussed and adopted for a description of
the DOS of uc-Si:H. Note, while the schematic DOS for a-Si:H shown in Fig. 2.2
is sufficient to describe a number of experimental results including electron spin
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Figure 2.2: Schematic density of states of amorphous (left) [65] and microcrystalline
(right) silicon [39].

resonance (ESR) very well, there are other models for the distribution of defects,
e.g. the so-called defect-pool model (see e.g. [64] for a review), which however
will not be treated here.

2.2.1 Band-Tail States

One consequence of a missing long range order is the existence of band-tail states.
Local fluctuations in the interatomic distances and the bonding angles result in
spatial fluctuations of the band edges. This leads to regions within the band, where
charge carriers can be trapped. The existence of localized states in disordered
material was first predicted by Anderson [66], and it has been shown by Mott
that any random potential introduces localized states in the tails of the band [67,
68]. The resulting DOS is schematically shown in Fig. 2.2, where the usually
sharp band edges are replaced by a broad tail extending deep into the bandgap.
Within the band-tail localized and extended states are separated by mobility edges
at energies Ec or Ey, respectively. The mobility edge derives its name from the
fact that at zero temperature only charge carriers above Ec (for Ey below) are
mobile and contribute to transport [68]. While these ideas have been developed
and experimentally proven mainly for amorphous material, it has been shown by
Werner et al. [69, 70, 71] that for poly-crystalline silicon, the spatial distribution of
defects at grain boundaries also leads to potential fluctuations, resulting in band-
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2.2 Electronic Density of States

tail states.

As grain boundaries and amorphous phase content are an inherent structure
feature of uc-Si:H, it is most likely, that localized band-tail states might also ex-
ist is this material class. Evidence for the existence of band-tail states comes
from e.g. electron spin resonance [39, 72], electrical transport measurements
[73], photo deflection spectroscopy [44], and photo luminescence measurements
[74, 75]. From transient photocurrent measurements on a-Si:H material one can
deduce that the tail falls exponentially towards the mid-gap (for a review see e.g.
[76]). The same shape was also found in poly-crystalline silicon [69, 70] and
has lately been adopted to uc-Si:H [77, 75, 73]. Though the exact underlying
reasons are unclear, theoretical works confirm the existence of exponential tails
[78, 79, 80, 81, 82]. The particular width of the band-tail depends on the bonding
character of the states and degree of disorder. Despite these theories, the precise
relation between structural disorder and band-tail shape remains unclear.

The effect of band-tails is unique for the disordered phase and the influence
of localized states is apparent in electrical transport, doping, recombination and
other phenomena.

2.2.2 Deep Defects

In a crystal any departure from the perfect crystalline lattice is a defect, this def-
inition then needs to be reviewed in the case of uc-Si:H. As shown in section 2.1
the particular structure of uc-Si:H is determined by (i) a lack of long range trans-
lation symmetry in the amorphous phase, (ii) a high density of twins and stacking
faults within the columns, and (iii) grain boundaries. Structural defects, as de-
fined in crystalline semiconductors, are therefore inherent parts of the system and
it is not very helpful to think of it as a collection of only defects. In the context
of this work it is more useful to define a defect as a deviation from the fourfold
bonding configuration. This kind of defect will form for example at the grain
boundaries, where the ordered lattice of the crystalline grains abruptly ends. On
the other hand, Phillips has shown that for a disordered tetrahedral bonded semi-
conductor it is impossible to construct a "continuous random network” (CRN)
without extremely large internal stress. Broken or unsaturated bonds will there-
fore be formed to release the internal stress. These defects form states with an
energy position between the bonding and anti-bonding states, roughly speaking in
the middle of the band gap (see Fig. 2.2). In hydrogenated silicon, however, most
of the broken bonds are saturated by hydrogen.
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Chapter 2: Fundamentals

Defect Relaxation and Correlation Energy

In the case of the silicon dangling bond, the defect can exhibit three charge states.
Besides the neutral D°, where the defect is singly occupied, there are a positively
charged D* and a negatively charged configuration D~, where the dangling bond
is occupied with zero or two electrons, respectively (see left panel of Fig. 2.2). The
energy position within the band gap depends on the charge state of the dangling
bond defect. Starting from a singly occupied defect (DY), the adjoining of a second
electron influences the total energy of the defects in a way, that

1. due to Coulomb interaction the two electrons repel each other splitting the
energy level of the D? and the D~ state by the correlation energy Ucorr =
e2/Areeor, where r is the effective separation of the two electrons and thus
roughly the localization length of the defect wave function [65];

2. ifthe network around a defect is able to readjust around a negatively charged
defect, this may cause a change in the bonding and lowers the energy by an
amount of Uyejax.

The effective correlation energy Ues ¢ is a combination of both the Coulomb U gy
and the relaxation energy Ureglax,

2

Uetf = —Urelax (2-1)

Areegr

If the relaxation energy U elax €xceeds the correlation energy Ucorr (Negative
Uett), the energy level of the doubly occupied state D™ is smaller than the one
of the neutral state D°. Thus in an equilibrium state only D* and D~ defects and
no singly occupied states are observed. This behavior can be found in the defect
structure of e.g. chalcogenide glasses [83].

In uc-Si:H, there is a lot of experimental evidence that dangling bond states
possess a positive effective correlation energy Ues¢. In this case the level of the
neutral defect DO lies below the one occupied with two electrons D~ as shown in
Fig. 2.2. Thus, unlike the case of the negative Ue , the defect can exist in the neu-
tral state that, due to the existence of an unpaired electron, acts as a paramagnetic
center and can therefore be detected by electron spin resonance (ESR).

Paramagnetic Statesin uc-Si:H

The particular structure of uc-Si:H offers a number of sites where dangling bond
defects can be located: the crystalline regions, the grain boundaries, the amor-
phous phase or due to the presence of impurity atoms like oxygen. This is the
reason why, in contrast to a-Si:H, the structure of paramagnetic defects is not yet
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Figure 2.3: Typical ESR-Spectra of (a) undoped uc-Si:H with contributions at g=2.0043
and g=2.0052 and (b) n-doped material with an additional contribution at g=1.998. Both
spectra were taken from material investigated in this work.

well understood. Besides the unknown microscopic location, there are also uncer-
tainties regarding the energy positions of defects within the gap, which have been
taken into account in the schematic DOS of uc-Si:H shown in the right panel of
Fig. 2.2. For intrinsic uc-Si:H, the most important paramagnetic defect is the Si
dangling bond (DB). An ESR spectrum of high quality intrinsic material shows an
asymmetric line shape with contributions at g=2.0043 and g=2.0052. A typical
spectra taken of undoped uc-Si:H material is shown in Fig. 2.3 (a). The origin of
these two contributions is still controversially discussed. While it has been sug-
gested by several authors that the anisotropy arises from two independent dangling
bond states in different microscopic environments [21, 33, 35, 34, 36, 32], Kondo
et al., on the other hand, assigned the two components contributing to the ESR sig-
nal to an axial symmetric g-tensor of Pp-like! defects located on < 111 > oriented
grain surfaces with components of g; = 2.0022 and g, = 2.0078 [31]. A more
recent publication from de Lima et al. [84] also suggested the signal arising from
an axial-symmetric center, but extracted g-values of g, = 2.0096 and g, = 2.0031,
relating the signal with defects in the crystalline phase.

As microcrystalline silicon can consist of a considerable amount of amorphous
phase, also dangling bond defects located in the a-Si:H fraction may contribute to
the ESR signal. The DB defect found in a-Si:H has a characteristic g-value of
g=2.0055 and a typical peak to peak line width of AHpp = 10 G in X-band? [85].

Another aspect of the increasing amorphous phase is the Staebler-Wronski-
Effect (SWE) [7]. The SWE describes the light induced breaking of weak Si-Si
bonds in the silicon network which leads to the creation of additional dangling

1Py, centers are silicon dangling bonds at the Si/SiO,-interface of oxidized silicon wafers.
2For details of the notation see section 3.1.2
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bond defects [86]. For highly crystalline uc-Si:H, it has been shown that it does
not suffer from the SWE [19]. However, due to the presence of amorphous phase,
this material might also be susceptible to light-induced metastable effects, which
in fact was recently confirmed by Klein [87].

For n-type doped and also for illuminated intrinsic uc-Si:H samples, another
resonance with a g-value of g=1.996-1.998 can be observed (Fig. 2.3 (b)). Since
the intensity of this signal is correlated with the dark conductivity op at 300 K and
the g-value is close to the one of free electrons in crystalline silicon, this signal
was first attributed to electrons in the conduction band [27, 29]. The resonance
has therefore been referred to as the conduction electron (CE) resonance. Later
on, this signal has also been attributed to localized states in the conduction band-
tail [88, 35, 38, 39, 72].

Substitutional Doping

Controlled incorporations of impurities are typically used to provide additional
free charge carriers. Typical donors and acceptors used to dope silicon are phos-
phorus and boron, respectively. In crystalline silicon (c-Si), the inclusion of
dopants immediately lead to a shift of the Fermi level Eg up to an energy po-
sition, located between the energy level of the dopant and the band edge, even for
very low doping concentrations. In contrast to crystalline silicon, the high concen-
tration of intrinsic defects has a major influence on the free carrier concentration
achieved from doping. Additional incorporation of e.g. donors will be compen-
sated by the defects as they act as acceptors by creating D~ states, accumulating
the charge carriers. This is the reason why deep defect states within the band gap
first have to be compensated before the Fermi level can shift to the conduction
band edge.

For amorphous silicon another complication prevents that high doping densi-
ties can be achieved. The doping induces deep states in the gap preventing a shift
of the Fermi level [89, 90]. Different, independent experiments have shown that
the total defect density increases with the square root of the doping concentration
[65].

2.3 ChargeCarrier Transport
In crystalline silicon, the charge carrier transport takes place in the extended states
of the band and can be described using effective mass theory [91]. In uc-Si:H, on

the other hand, the presence of localized states within the bandgap has a major
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2.3 Charge Carrier Transport

influence on the transport properties and has to be considered in models used to
explain transport features. The existence of band-tail states and deep defects may
open new transport paths or they might act as traps for charge carriers or form
barriers.

In the past, various models have been proposed adopting and combining mod-
els successfully used to describe transport data from either poly-crystalline or pure
amorphous material. As uc-Si:H consists of small crystals separated by grain
boundaries, first attempts to explain the transport behavior were done adopting
the model of "grain boundary trapping” developed for polycrystalline silicon by
Seto [41] and further extended by Baccarani et al. [92]. On the other hand, the
existence of band-tail states suggests that transport might take place by direct tun-
neling between localized states (hopping) or by trap-limited band motion (multi-
ple trapping). In the following section a phenomenological description of these
ideas and their consequences will be given.

2.3.1 Barrier Limited Transport

The model of barrier limited transport is based on the ideas of Seto [41] and got
a further improvement by Baccarani [92] (see also [93]). It is successfully used
to describe the transport behavior of poly-crystalline silicon. As microcrystalline
silicon consists of crystallites separated by grain boundaries, the model proposes
that the transport properties are mainly determined by defect states located at the
grain boundaries. Charge carriers can be trapped and ionize these states leading
to potential barriers. Charge carriers overcome these barriers by thermionic emis-
sion. Temperature dependent measurements done by Spear et al. [94] and Willeke
[95] seemed to prove this model showing the characteristic temperature activated
mobility expected for barrier limited transport, but have only been performed in
a small temperature range. On the other hand, conductivity measurements over a
wide range of temperatures showed that uc-Si:H does not exhibit a single activated
transport behavior [44]. Lately this model has been further refined by including
tunneling as a process to overcome the barriers [42] in order to explain Hall mo-
bilities of n-type uc-Si:H. A detailed discussion of barrier-controlled transport in
microcrystalline semiconductors can be found e.g. in Refs. [42, 96].

2.3.2 Dispersive Transport in Disordered Semiconductors

On the other hand, the existence of a broad tail of states extending into the gap
(see section 2.2.1 for details), suggests that these states play an important role in
the transport mechanism. As discussed above, band-tail states are a result of struc-
tural disorder. A typical transport feature found in disordered materials is that of
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Figure 2.4: Current pulse shapes obtained in a time-of-flight experiment. The different
shapes are a result of different transport mechanism leading to different degrees of disper-
sion as described in the text.

dispersive transport. In Fig. 2.4 transient photocurrents are shown. Experimen-
tally, these currents can be measured by e.g. time-of-flight experiments (TOF),
described in section 3.1.4.

In a TOF experiment, the material of interest is usually packed between two
contacts and the time required for a charge carrier packed to drift from one side of
the sample to the other is measured. The left panel of Fig. 2.4 shows an idealized
current following the generation of charge carriers. It describes a sheet of charge,
photoinjected on the front side of the sample, moving across the specimen with a
constant velocity. The current breaks down at the transit time t, where the charge
carriers reach the back contact. In practice, however, the initially discrete packet
of charge carriers will broaden as it drifts across the specimen (middle panel of
Fig. 2.4). The dispersion w is a consequence of statistical variations in scattering
processes and carrier diffusion which is connected to the drift mobility through the
Einstein relation (D = kTTlld)- When the first carriers arrive at the back contact, the
current starts to drop, the width of the current decay is a measure of the dispersion
at that time. In this case the transit time is defined as that time at which the mean
position of the charge carrier packet traverses the back electrode. This is equal to
the time, where half the charge has been collected. Because of the shape of the
dispersion it is referred to as Gaussian transport in the literature.

While transit pulses of the form shown above are observed in many crystalline
and some amorphous solids, in some cases they differ significantly. A typical cur-
rent transient shape for such a case is shown in the right panel of Fig. 2.4 (note the
log-log scale). Quite surprisingly, the current appears to decrease over the whole
time range of the measurement. Even at times prior to the transit time t, the current
does not show a constant value as observed for Gaussian transport. Perhaps the
most outstanding feature is that as a function of time the current decays approxi-
mately linearly on a logarithmic scale, indicating a power-law behavior. The two
linear regimes are separated by a time t. and show the following time distribution
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function

t~(-) <t
O e 1oy @2)
The dispersion parameter a1 7 is determined by the disorder of the material [97].
Note that Eq. 2.2 has no characteristic long time cut-off, in fact, even at times
greater than 2t the magnitude of the current suggests that still a significant num-
ber of charge carriers remains within the specimen. Such a high degree of disper-
sion occurs when during transport the average charge carrier experiences a single
localization event with a time that is comparable with the mean transit time de-
fined by the applied voltage and the sample thickness [98]. A second phenomenon
observed is the universality of the transient current pulse shape. Transient currents
measured for a given sample at different applied fields exhibit the same degree of
relative dispersion. This behavior also extends to variations in the sample thick-
ness.

To account for the high degree of dispersion, two mechanism have been pro-
posed, namely hopping and trap-limited band transport.

Hopping

In a hopping system, developed by Scher and Montroll [99], the transport is based
on hopping and tunneling of the charge carriers between states. The probability
for a transition varies with the separation R of two sites as exp(—2R/Ry), where
Ro is the localization radius of the state (equal to the effective Bohr radius for
localized carriers) [68]. If the mean intersite distance R is large compared to Ry,
one will observe a wide spread of the probabilities to escape from a state and
the broadening of the charge carrier packet is highly pronounced. The dispersion
arises from the random distribution of the site separation. The immobilized car-
riers are trapped in centers more isolated from their neighbors than the average
distance. With increasing time, the drifting carriers will be more and more accu-
mulated in more isolated sites with longer release time constants. This results in
the observed continuously decaying current even for very long times.

Hopping in an exponential band-tail has been applied to describe the transport
behavior of uc-Si:H in the low temperature region [46, 47] as well as the behavior
found at elevated temperatures [46, 48].

Multiple Trapping in Band-Tails

A number of studies in 1977 showed that dispersive transport can also arise from
trap-limited band transport [100, 101, 98, 102, 103]. In a multiple trapping model,
charge transport only takes place in the extended states of the band. Charge car-
riers trapped in localized states are immobile and must first be thermally excited
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above the mobility edge to contribute to transport. It has been shown by Schmidlin
[98] that for anomalous dispersion to be generated, the concentration of the local-
ized states must accomplish the following two criteria. First, a charge carrier is
likely to be trapped in a localized state at least once during the transit and second,
the release time of a carrier trapped in a localized state must be comparable to the
transit time t; [98]. As has been discussed above (see section 2.2.1), the band-tails
in uc-Si:H are expected to decrease exponentially towards the gap. Provided that
the localized states in the vicinity of the mobility edge all to have the same ori-
gin, e.g. potential fluctuations, the energy dependence of the capture cross section
is probably weak [104], so that each localized state has the same probability to
capture a charge carrier. However, the exponential dependence of the thermal re-
emission leads to a broad distribution of release times. The dispersion arises from
the energy distribution of states and since thermal excitation is involved, both the
mobility and the dispersion strongly depend on temperature.
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Sample Preparation and
Characterization

This chapter summarizes the experimental methods used to prepare and charac-
terize the material investigated in this work. In the first section the measure-
ment techniques applied to study the material properties are discussed. The sec-
ond part describes the basics of the deposition techniques, namely plasma en-
hanced chemical vapor deposition (PECVD) and hot wire chemical vapor depo-
sition (HWCVD). As for different characterization methods different substrates
and device structures are needed, the last section will provide an overview of the
particular sample preparations and treatments.

3.1 Characterization Methods

The aim of this section is describe the potential, but also the limitations of the
individual techniques used for the material characterization. In this study, Raman
spectroscopy was used to determine the crystallinity of the material, paramagnetic
states were studied by electron spin resonance (ESR) and transport properties were
investigated using conductivity measurements and transient photocurrent experi-
ments (TOF).

3.1.1 Raman Spectroscopy

Raman spectroscopy can provide detailed information about the vibrational prop-
erties of solids, liquids, and gases. A detailed description of the underlying physics
can be found in the literature [105, 106]. Reviews of the application to uc-Si:H
can be found in [107, 108] and a detailed description of the setup used in this work
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in [109, 52]. Here Raman spectroscopy has been used to determine the crystalline
volume content of the uc-Si:H material.

As described in section 2.1 uc-Si:H is a phase mixture of crystalline and amor-
phous material. A typical Raman spectrum, as shown in Fig. 3.1, is a convolution
of a crystalline and an amorphous spectrum. Spectra of crystalline silicon are
dominated by a peak at 520 cm™! attributed to the transversal optical (TO) phonon.
Due to the finite grain size and internal stress in uc-Si:H this peak shifts to lower
values (usually found at 518 cm™1) and the peak width increases [110, 107]. As
a result of the absence of long range translation symmetry in a-Si:H, the quan-
tum number K is no longer well-defined and the excitation of a phonon is possible
without restriction of K preservation. In a-Si:H, one therefore observes a broad in-
tensity distribution of the TO-phonon at 480 cm~1. Besides these two peaks a third
peak at around 492 cm~! is often observed in uc-Si:H Raman spectra. This peak
is a result of stacking faults in the crystalline phase, also referred to as wurtzite
peak [111].

To account for the asymmetry, the crystalline peak was fitted by two Gaussian
lines centered at 518 cm~1 and 505 cm~1. As a measure of the crystallinity, the
Raman intensity ratio 13% was used, defined as

Is1g + Is05
RS _ _ B187 1505 3.1)
Is1g + ls05 + l4go

For a given sample, ISS was determined by de-convoluting the spectra into three
contributions at wave numbers of 518, 505 and 480 cm=. Although I13° is related
to the volume content of crystalline and disordered phase this evaluation must be
used carefully. The Raman cross sections for crystalline and amorphous silicon
are different and additionally they depend on the wavelength of the incident laser
light. Measured by Tsu et al. [112], the cross section ratio at 2 = 496.5 nm is
o¢/02=0.88. Additionally, grain boundaries may lead to a signal at 480 cm™!
[113]. For these reasons IES can be considered as a lower limit of the crystalline
volume content.

Information about the distribution of the crystalline volume fraction in the
growth direction can be obtained by using different excitation wavelengths A. In
this work laser wavelengths of 488 nm and 647 nm were used, that corresponds to
an information depth! of 150 nm and 800 nm, respectively.

The validity of the determination of the crystallinity by Raman spectroscopy
used in this work is still under discussion. While Ossadnik et al. [114] found no
correlation between the Raman intensity ratio and the crystalline volume fraction
obtained from X-ray diffraction measurements, recent work in the Juelich group

1The information depth is defined as half of the absorption depth (depth where the signal is
attenuated to a fraction of 1/e).
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Figure 3.1: Typical Raman spectrum of a pc-Si:H film.

shows a clear correlation between Igs, X-ray diffraction and TEM [115, 116].
However, there is broad agreement that the crystallinity is underestimated by the
Raman intensity ratio.

3.1.2 Electron Spin Resonance (ESR)

Since the first spectrum recorded in 1945 [117], electron spin resonance (ESR)?
has developed into a powerful spectroscopic technique used in many areas of mod-
ern physics, chemistry and biology. The subject matter of ESR is the interaction
of electrons with magnetic fields and with each other. In this section the physical
principles of ESR will be briefly discussed, followed by a brief description of the
actual measurement.

3.1.21 Spin Hamiltonian

For a system containing only one unpaired electron spins (S=1/2) the Hamilton
operator can be written as

H = gousBoS+pupBo[Ag]S. (3.2)

where gg is the electronic g-value for a free electron (~ 2.0023), ug the Bohr
magneton, By is the flux density, [Ag] is the interaction tensor of the spin orbit

2In the literature also referred to as Electron Paramagnetic Resonance (EPR)
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coupling, and S the spin operator [118]. For the following discussion, terms due
to hyperfine interaction, the interaction with the nuclei spin, and the spin-spin in-
teraction are neglected because they have no resolvable contribution to the spectra
measured in this work.

In Eq. 3.2 the second term describes the coupling of the electron spin with the
magnetic moment of the orbital angular moment L, whereas the tensor quantity
[Ag] describes the deviation of the g-value from that of the free electron go. In
covalent semiconductors, where the electronic eigenstates are usually described
in terms of s- and p-state wavefunctions, L, whose eigenstates are degenerate, has
a zero expectation value if the crystal field interaction greatly exceeds the Zeeman
term [24]. This effect is known as quenching of the orbital angular momentum by
the crystal field. In this special case the second term in Eq. 3.2 becomes zero.

However, due to the interaction with a magnetic field the degeneracy of the
eigenstates of L is lifted and the quenching is partly removed. For an unpaired
electron in the ground state, the elements of the g-tensor g;; in the second term of
Eq. 3.2 are given by [118]

< YolLi|¥h >< WnlLj|¥o >
gij=—2/12 olLi[¥n nl ]l 0 (3.3)

n(20) En—Eo

where A is the spin orbit coupling parameter. The index n counts all other orbitals
¥, Eo denotes the energy of the ground state and E,, the energy of the state ¥y,.
The g-value is therefore an important quantity in ESR measurements and serves
to distinguish and identify electronic states. However, in disordered or powdered
material the angular dependence is masked as all orientations can be observed at
the same time. The obtained spectra are called ”powder spectrum”.

3.1.2.2 Lineshapeand Linewidth

Besides the g-value, the shape and the width of the resonance line contains a num-
ber of information about the spin system [119, 118]. It is important to note that
in ESR one talks about the peak-to-peak width, which is defined as the width
between the maximum and minimum of the derivative of the absorption line. De-
pending on the specific lineshape of the curve this value differs by a numerical
factor from the linewidth at half maximum (FWHM) typically used in other spec-
troscopy methods.

In general one distinguishes between two different mechanisms broadening
the resonance line, first the "homogeneous” broadening which is caused by the
relaxation of the excited spin state and second the inhomogeneous broadening as
a result of an unresolved overlap of different ESR lines.
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Homogeneous Broadening

Because of the finite lifetime of an electron in the excited state, the uncertainty
principle leads to a finite so called "natural linewidth”. While an excited elec-
tron is re-enters its ground state its energy will be transferred to the surrounding
lattice. Within a time Ty the spin-lattice relaxation restores the system into its
the equilibrium state. In addition, there is an interaction of the spins with each
other. The time constant of this spin-spin relaxation process is typically denoted
T,. From the spin-lattice and spin-spin relaxation the lineshape is of the form of
a Lorentzian [118].

Inhomogeneous Broadening

Differences from the Lorentzian line shape discussed above can arise from g-value
anisotropy or an unresolved hyperfine interaction. Additionally broadening can
also result from structural disorder. In this case the overall resonance line consists
of a number of narrower individual lines, that are a result of the so-called spin
packets. Each spin packet can be seen as an individual system of spins, having
the same Lamor frequency wj around their” magnetic field vectors B;. In gen-
eral B; is given by the sum of the externally applied field By and the local field
B=°°. Due to inhomogeneities, like crystal irregularities, magnetic field inhomo-
geneities, or dipolar interaction between unlike spins, the local field B=°C differs for
spins belonging to different spin packets. The observed line shape is therefore a
contribution of several Lorentzian signals arising from different spin packets. For
disordered semiconductors like amorphous and microcrystalline silicon both, the
energetic position as well as the local environment of the spins may not be identi-
cal, which leads to numerous slightly different g-values. Both effects are expected
to be statistically distributed and thus the resulting line shape of the convolution
of the homogeneous lines is of the form of a Gaussian.

3.1.2.3 Experimental Setup

ESR has been measured using a commercial X-band spectrometer (BRUKER ESP
380E). A reflex klystron working at a frequency of around 9.3 GHz with a maxi-
mum power output of about 200 mW was used as the microwave source. During
the measurement the microwave frequency was kept constant while the resonance
conditions were reached by scanning the magnetic field Bg. The ESR signal was
recorded using phase sensitive detection so that the measured signal intensity is
proportional to the first derivative of the absorption signal. The area under the
absorption curve, which is proportional to the spin density Ns, was obtained by
double integrating the measured signal, numerically. For a quantitative analysis
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of the ESR spectra (calculation of the g-value and the spin density Ns) the ESR
signal was compared to that of a sample of un-hydrogenated sputtered amorphous
silicon, which was calibrated to a standard of Picein and DPPH [120]. For tem-
perature dependent measurements a He gas flow cryostat (Oxford ESR 900) was
used. To avoid condensation of water at the walls the cavity was purged with dry
nitrogen.

ESR measurements were performed in a temperature range between 4.5 K and
300 K using a modulation frequency of 100 kHz and a modulation amplitude of
2 G. The microwave power could be attenuated in the range between 200 mW -
0.2 uW and was usually set such that saturation effects did not occur. Details of
the sample handling and the preparation can be found in section 3.3.1.

3.1.3 Electrical Conductivity

Conductivity measurements were performed on specimens deposited on rough-
ened borosilicate glass prepared in the same run as the samples prepared for ESR
measurements. As contacts, coplanar silver pads were evaporated under high vac-
uum conditions having a thickness of 700 nm, an electrode spacing b=0.5 mm,
and a width I=4 mm. In order to avoid errors due to surface coverage all mea-
surements were performed under high vacuum (p < 0.01 Pa) conditions after an
annealing step of 30 min at 450 K (compare section 6 and 6.3). To ensure that the
determined conductivity is voltage independent (chmic contacts), I-V curves have
been measured between V = +100 V.

Having determined the current | for an applied voltage V (usually set to V=100
V) the specific dark conductivity op is given by

b-1
op = Tdv (3.4)

where d is the film thickness and |, b are determined by the contact geometry (see
above).

Temperature dependent measurements were performed between 100 K and
450 K using a nitrogen cooled continuous flow cold finger cryostat.

3.1.4 Transient Photocurrent M easurements (TOF)

The time-of-flight (TOF) technique was first described by J.R. Haynes and W.
Shockley in 1951 [121] and was further improved by R. Lawrence and A.F. Ribson
in 1952 [122]. The first application to an amorphous material (a-Se) was first done
by W. Spear in 1957 [123, 124, 125] and since then it has widely been used to
obtain valuable information on transport processes in a wide range of low mobility
amorphous and crystalline solids.
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Figure 3.2: Schematic view of a time-of-flight experiment.

3.1.4.1 Basic Featuresof the Time-of-Flight Technique

The aim of the experiment is to measure the time required for a charge carrier
packet to drift from one side of the sample to the other under the influence of an
applied electric field. The simplest embodiment of a time-of-flight experiment is
illustrated in Fig. 3.2. The material of interest is sandwiched between two con-
tacts; one, preferably both are semitransparent. Electron-hole pairs are injected
on one side of the dielectric at a time t = 0 using a short flash of strongly-absorbed
light. Depending on the direction of the applied electric field F = V/L, where V is
the applied voltage and L the thickness of the sample, either the electrons or the
holes are drawn across the material with a drift velocity of

Vg = ugF. (3.5)

This drifting charge carrier sheet will modify the applied field F. Simple electro-
static considerations show that the electric fields F; and F indicated in Fig. 3.2
are given by

Fa(t) = F—g%o(l—det) (3.6)
Fa() = F + ;TO(VTM) (3.7)

where q is the charge carrier density, ¢ is the dielectric constant of the material,
&o the dielectric constant of the vacuum, and t the time [125, 126, 127]. These
time dependent electric fields F1 and F» will in turn induce a redistribution of the
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Chapter 3: Sample Preparation and Characterization

charge at the electrodes. The current induced by this redistribution is called dis-
placement current. As the current has to be the same everywhere in the circuit, the
displacement current inside the sample has to be matched by an identical current
in the external circuit. The drift motion of the charge carrier packet can therefore
be detected by measuring the current induced in the external circuit. This current

Qv
L

is determined by the product of the injected charge g with its average drift velocity
vy normalized to the sample thickness L. While they are in motion the drifting
charge carriers generate a displacement current which terminates when reaching
the back contact. From the arrival time t, an average drift mobility ugq

I = (3.8)

2L
TVt Ft,

Hd (3.9)
can be determined.

Two facts are important to note at this point: (1) all generated charge inside
the sample contributes to the integrated current measured in the external circuit
to how far it moves through the sample, i.e. if an electron moves halfway across
the sample one-half electron charge will flow through the external circuit and (2)
for a constantly applied bias voltage the only way current can be induced in the
external circuit is by motion of charge inside the sample.

3.1.4.2 Requirementsfor a TOF-Experiment

From the section above one can deduce some basic conditions that must be met
for a time-of-flight experiment to be feasible. In general the description of charge
carrier transport used above can only be applied to insulating solids where the
transit time is short compared to the dielectric relaxation time 7y¢| = £gg/0 of the
material. Due to the redistribution of the background charge located inside the
material the dielectric relaxation causes a screen out of the injected charge. It also
affects the externally applied field by redistributing the space charge in response
to the applied potential and the applied field will no longer be uniform within
the sample [128]. Blocking contacts are used to avoid an additional injection of
charge carriers. To guarantee a uniform field during the period of carrier drift the
external voltage is usually applied as a pulse right before the carrier injection.

As shown in Eqg. 3.6 and 3.7 the drifting charge carriers may also perturb the
externally applied electric field within the sample. Time-of-flight experiments are
therefore performed in the space charge free regime, where the density of photoin-
jected charge carriers is low enough, so that the self-field has little influence on
the external field (Fseis < F). This is fulfilled when the integrated charge is small
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compared to CV, where C is the capacitance of the specimen and V the externally
applied voltage [129]. Within this limit the photocurrent scales linearly with the
density of injected charge.

In principle the lower limit of a transit time t. that can be measured is de-
termined only by the RC time of the electronic circuit. The overall rise time of
the system has to be shorter than the time scale of the experiment. On the other
hand, the drift length ugrpF of the charge carriers has to be longer than the sam-
ple thickness L. In other words the transit time t; has to be shorter than the deep
trapping life time 7p, the time until the charge carriers are finally trapped in deep
traps [99, 130].

Assuming that the charge induced by the laser is small compared to the CV
the limitations of a reliable time-of-flight experiment can be expressed by

RC < t; < Trel, T4 (3.10)

where the lower limit is the RC response time and the upper is determined by the
dielectric relaxation 7 and the deep trapping life time q.

3.1.4.3 Transit Time Evaluation

In contrast to Gaussian transport, in the case of dispersion the excess charge car-
rier packet spreads out to a much higher degree in a non-symmetrical way (see
section 2.3.2). In addition, the absence of a long time cut-off of the transient
current makes it rather complicated to define a characteristic transit time t;. A
number of different methods have been used in the past to evaluate the transit
time. This has led to different results for t. depending on the particular method
used and therefore has to be taken into account if one wants to compare mobility
results obtained and published by different groups.

This section will provide a short overview about the different methods. A more
detailed review has been presented by Qi Wang et al. [131].

Transient Photocurrent Method

The "Transient Photocurrent Method” was used by a number of authors, e.g.
Scharfe et al., Pai et al., Tiedje et al. and Serin et al. [76, 132, 133, 49]. Mea-
suring the transient photocurrent as shown in Fig. 2.4, the characteristic transit
time t; is simply defined as the "kink” in the power law.

Method of Nor malized Photocurrents

For the determination of t. using the "Method of Normalized Photocurrents”, the
photocurrent transients measured at different applied fields are normalized using
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Figure 3.3: Graphical evaluation of the transit time using the (a) method of normalized
photocurrents, (b) the half-charge method, (c) the normalized photo charge technique as
described in the text. Each panel shows 4 different curves taken on a uc-Si:H sample at
different applied voltages V.

1(t)d2/(QoV), where d equals the specimen thickness, Qq is the total charge of the
excess charge carrier package, and V the applied voltage. As shown in Fig. 3.3 (a)
the pre-transients overlap establishing an “envelope” curve u(t). The “envelope”
curve u(t) is used to determine the transit time. About the exact evaluation of the
transit time there is still some controversy. While Marshall, Street, and Thompson
defined the transit time as the crossing point of the measured transient with the
curve 0.8 x u(t) [134], Nebel et al. used 0.5 x u(t) which gives somewhat larger
values of t; as can be seen in Fig. 3.3 [135, 136].

Half-Charge Method

The evaluation of the transit time using the "half-charge” method is based on the
same principle as used for Gaussian transport. The procedure to determine t; is
illustrated in Fig. 3.3 (b), where the transient photocharge obtained by integrating
the transient photocurrents is plotted versus the time. As the number of charge
carriers in the packet is determined by the value where the charge transients show
an asymptotic behavior, the transit time can be extracted by evaluating the time
where half the charge has been collected. This method is typically applied to
determine t; for Gaussian transport behavior. However, Wang et al. have shown
that this evaluation is also valid in the case where transport is dispersive [131].
This method has widely been used by the Schiff group [131, 137, 138].

Normalized Photo Charge Technique

The "half-charge method” described above is based on the fact that at times before
the charge carriers have reached the collecting electrode, the photocharge Q(t) is
proportional to the distance moved by the mean position of the photocarrier distri-
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bution. This can be written as the following equation, derived from calculating the
electrostatic energy dissipated by a charge Qg in a uniform electric field F which
is QoF x(t). Equating this with the energy furnished by the externally applied bias
voltage Q(t)V one gets
X(t) = d%. (3.11)
Qo

From Eqg. 3.9 one concludes that the transit time is solely determined by the ratio
L/F. Doubling both, electric field F and distance L, the transit time remains
unchanged. Generalizing the distance L to x(t) Eq. 3.9 can be written as:

L x(b) d?

E=F - Q(t)QW for (t<ty) (3.12)
Equating the transit photocharge, by integrating the photocurrent, L/F can be
determined by using Eq. 3.12 and can be plotted as a function of time. These
graphs are referred to as “displacibiliy plots”; a typical example is shown in fig-
ure 3.3 (c). The transit time for a chosen value of L/F can be determined di-
rectly from the graph, as indicated in the figure. As this method is simply an
enhancement of the half-charge method it is clear that transit times obtained are
consistent with the other methods. However, there are two advantages of using
this method. First, only a handful of transients are enough to obtain a continuous
curve of transit times and secondly one can obtain the displacibility for transit
times shorter than would be accessible by increasing the applied voltage. This
method introduced by Schiff et al. in 1993 has been used by a number of other
authors [131, 139, 140, 141, 142].

3.1.4.4 Experimental Arrangement

The experimental arrangement used for time-of-flight measurements is illustrated
in Fig. 3.4. The charge carriers were excited using a nitrogen laser pumped dye
laser (Laser Science Inc.) with a pulse width of 3 ns. As laser dye Coumarin 500
with an emission maximum at A = 500 nm was used, so the carrier generation took
place within the first 160 nm of the illuminated side of the intrinsic layer. Stronger
absorbed light was intentionally avoided to prevent back diffusion problems. The
intensity of the laser was attenuated with neutral density filters until the photogen-
erated charge was below the CV—limit (see section 3.1.4.2). The repetition rate
of the laser was chosen to a value low enough to avoid a build up of charge in the
material. A value of 2 Hz was allowable for temperatures between T = 300 K and
100 K.

The specimens were mounted on the cold finger of a commercial vacuum cryo-
stat (Oxford Instruments Model DN1754). This allowed measurements in the
temperature range between T = 77 K and 350 K. Additionally, the cryostat acted
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Figure 3.4: Schematic view of the experimental setup for time of flight measurements
used in this work.

as a shield against electromagnetic interferences and also avoided influences of
optical bias effects from accidental room light illumination. Great care was taken
that the series resistance of the contacts was sufficiently small not to limit the time
resolution of the system. To induce photocarrier drift an electric field was applied
by a bias voltage across the sample. A step voltage was used to assure that the
applied field was uniformly distributed (see section 3.1.4.2 and [128]). The pho-
tocurrent transients were measured by recording the voltage across a 50 Q resistor
in the time range between t = 0—10 us. For longer times a larger resistor of typ-
ical 0.3—-33 kQ was used. In order to reduce the signal-to-noise ratio the average
of 100 pulses was taken. For data acquisition and averaging of the transients a
digital oscilloscope (LeCroy Model 9400, 500 MHz bandwidth) was used. The
oscilloscope was connected to a computer for storage and analysis of the measured
currents.

3.1.5 Thickness M easurements

In this work, thin films of uc-Si:H as well as pin diodes containing a pc-Si:H i-
layer were prepared and investigated. Details of the preparation and particular
structures can be found in section 3.2 and 3.3. For most of the methods presented,
a knowledge of the film or the i-layer thickness is of great importance. Two differ-
ent methods for thickness measurements were applied, namely mechanical step
profiling and capacitance measurements. The advantages and limitations of both
methods will be discussed in the following.

Mechanical measurements of the film thickness were performed using a me-
chanical step profiling system (Sloan DEKTAK 3030 Auto Il). This method has
been used for the measurements of both thin films and pin diodes. For films de-
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posited on molybdenum and glass substrates the abrupt step necessary for the
measurement was created by scratching the film and then applying and tearing off
an adhesive tape. Thereby, a part of the film teared off from the substrate leaving
a sharp edge. In the case of the pin diodes the step was created by mechanically
scratching away the Si-layers using a scalpel. The bottom ZnO was then etched
away with an HCI solution. Afterwards the thickness of the thin films or diodes
could be measured using the mechanical step profiling system. To determine the
i-layer thickness of the diodes, the thickness of the doped layers as well as the
thickness of the ZnO has to be subtracted. The advantage of this method is that
it measures the thickness directly with a precision of not less than 10 nm for thin
films and about 50 nm in the case of the diodes. The shortcoming of this method
is that an abrupt step right next to the position of interest has to be created, which
especially in the case of the pin structures might destroy the device by creating
shunt resistances.

Measuring the capacitance of the pin structure provides a simple, nondestruc-
tive way to determine the i-layer thickness of the PIN-diodes using:

_ &g

C="g— (3.13)

Here &, A, and dy, are the dielectric constant, the area of the contacts, and thick-
ness of the depletion layer, respectively. The dielectric constant of silicon is e=11.
Capacitance measurements were performed using a pulse generator (Avtech, Av-
1023-C) and a digital oscilloscope (LeCroy, Model 9400). Two different methods
were used to estimate the capacitance. The first is to determine the RC-time con-
stant of the sample/load resistor system, by measuring the current decay following
the application of the external field on the sample. The second approach was to
determine the charge induced by a voltage step. Therefore a known capacitance
(Cext.) was connected in series with the sample. As the charge between the two
capacitors can only be displaced, both capacitors Ceyt. and Csample store the same
amount of charge. By measuring the voltage Vey;, across Ceyt, the capacitance of
the sample can be calculated using:

Cext. Vext.

—_— 3.14
Vappl. — Vext. ( )

Csam ple =

The induced charge has been measured 500 ns after the application of a voltage
step. This method is commonly applied to amorphous silicon diodes and gives
values which are in agreement with values obtained from physical measurements.
However, it was found that for uc-Si:H structures sometimes the capacitance is
up to one order of magnitude higher than calculated from the geometry of the
specimen [143, 144].
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3.2 Deposition Technique

Two well established and widely used techniques for the deposition of thin films
of silicon are plasma enhanced chemical vapor deposition (PECVD) and hot wire
chemical vapor deposition (HWCVD). Both methods are based on the decompo-
sition of silicon containing gases. The major difference between both processes is
the way how the precursors are made. While in PECVD the gases are decomposed
by a plasma, in HWCVD the reaction takes place at a hot wire usually made of
tungsten or tantalum. Both deposition techniques will be briefly described in the
following section.

3.2.1 Plasma-Enhanced Chemical Vapor Deposition (PECVD)

A very common method for the preparation of microcrystalline silicon is plasma
enhanced chemical vapor deposition (PECVD), also known as glow discharge de-
position. Detailed information about this technique and the underlying physics
can be found in the literature, e.g in the books by Chapman [145], Haefer [146],
Frey and Kienel [147], or Luft and Tsuo [148]. In this work, a 6-chamber depo-
sition system with designated chambers for p—, n—, and intrinsic layers was used.
A detailed description of the technical realization can be found in the work by
Vetterl [12].

In the PECVD process the source gases are decomposed by an electrical dis-
charge. The main mechanism for the decomposition is the impact of electrons,
that take up sufficient energy from an alternating electrical field with typical fre-
quencies in the range between 13.56 and 150 MHz. The precursors arising dif-
fuse and drift to the substrate, usually placed on one electrode, and contribute to
the film growth after several secondary gas phase reactions. The detailed plasma
chemistry and growth mechanism are of course much more complex. A major ad-
vantage of PECVD is that the activation energy for the dissociation of the source
gases comes from an externally applied alternating electric field and does not need
to be supplied thermally. Therefore the substrate temperature Ts can be adjusted
independently, allowing the use of low Ts.

Deposition Parameters

The main source gas for the deposition of amorphous and microcrystalline silicon
is silane (SiH4). An overview about the possible reactions in a silane plasma was
given by e.g. Perrin et al. [149]. The structure and the electro-optical properties
of the silicon films depend on various deposition parameters. It has been shown
that with the admixture of hydrogen (Hz) to the silane plasma or by the use of high
discharge powers microcrystalline growth can be achieved [150]. In particular the
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admixture of hydrogen (H,) offers a straightforward way to change the growth
conditions all the way from highly crystalline to amorphous growth. The silane
concentration SC defined as the ratio of silane gas flow and the total gas flow, is
therefore one of the main parameters varied in this work.

[SiH4]

SC = il + Ha]

(3.15)

Besides the gas composition several of other parameters are significant in deter-
mining the properties of the deposited films; the deposition pressure p, the sub-
strate temperature Tg, and the plasma power density P. The plasma excitation fre-
guency vex is also very important for the film properties and classifies the process
into RF-PECVD (standard frequency of 13.56 MHz) and VHF-PECVD (higher
frequencies up to 150 MHz). Doping can be achieved by adding trimethylboron
(TMB) or diborane (B2Hg) and phosphine (PH3) for p-type and n-type doping,
respectively®. Deposition parameters used throughout this work are listed in ta-
ble 3.1

Table 3.1: Typical PECVD-Deposition Parameters used within this work.

Parameter value
Excitation frequency  vex  95MHz (VHF)
Plasma power density P 0.07 W/cm?

Substrate temperature  Tsyp 200°C
Pressure p 40 Pa
Silane concentration SC 2 - 100%
Phosphor doping PC 0-20 ppm
Boron doping BC 0-70 ppm

3.2.2 Hot-Wire Chemical Vapor Deposition (HWCVD)

Hot-wire chemical vapor deposition (HWCVD), also known as catalytic chemical
vapor deposition (CAT-CVD) [151, 152, 153], is becoming increasingly popu-
lar in the field of silicon thin film deposition, particulary since recently it was

3Doping densities are typically measured in parts per million (ppm). Taking the density of
crystalline silicon a doping density of 1ppm corresponds to about 5 x 101® doping atoms per cm®.
However, the built-in factor as well as the doping efficiency of the dopant have to be taken into
account in order to determine the active doping density.
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demonstrated that solar cells prepared with HWCVD can show power conversion
efficiencies comparable to solar cells prepared with PECVD [13]. The use of
HWCVD instead of PECVD promises higher deposition rates for uc-Si:H (30 A/s
and higher [154, 155]) and prospects for upscaling [156], which however has only
partly been fulfilled so far [13].

Although the dissociation of silane is of catalytic nature, wire temperatures of
T >1500K are necessary for the decomposition of silane and hydrogen that are
used as source gases for the film growth. The choice of material used for the
wire is therefore limited by thermal stability; tantalum and tungsten are typical
choices. Both materials desorb only atomic silicon and hydrogen at temperatures
higher than 1700K [157]. Only at lower temperatures the dissociation into silyl
radicals like SiH, and SiH3 is of some importance. For a detailed discussion about
the HW deposition technique, gas phase reactions, and the technical realization of
these processes see [13] and references therein.

Deposition Parameters

As in PECVD, the main source gases for the deposition of amorphous and micro-
crystalline silicon are SiH4 and Hy. The structure and composition of the resulting
films can be varied by simply changing the hydrogen dilution. A second param-
eter varied in this work is the substrate temperature, which has a major influence
on the properties of the deposited films. Typical hot-wire deposition parameters
used throughout this work can be found in table 3.2.

Table 3.2: Typical HWCVD parameters used in this work.

Parameter value
Filament temperature  Tg  1530°C-1650°C
Substrate temperature  Tsy,  180°C —450°C
Pressure p 3.5-5 Pa
Silane concentration SC 3-25%

3.3 SamplePreparation

In this work material prepared by HWCVD as well as PECVD has been investi-
gated. For the different experimental methods applied (see section 3.1), different
substrates and structure configurations are necessary. Details of the preparation of
the different samples and structures will be given in the following sections.
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3.3.1 Sample Preparation for ESR and conductivity measure-
ments

For ESR measurements the use of powdered samples allows large amounts of
material to be placed in the resonant cavity. This results in high signal intensities
and thereby an improved signal-to-noise ratio. Therefore, material investigated
by ESR, is usually deposited on aluminum (Al) foil. For the deposition standard
household foil (brand ”Alio”) was cleaned with 2-Propanol (99.5% purity) and
wrapped around four glass substrates, each of 25x 100 mm? size. Usually one
of the substrates was equipped with one or two square holes (10 x 10 mm?) in
which a different substrate could be placed, e.g. roughened glass substrates for
conductivity measurements. A typical arrangement of the substrates is shown in
Fig. 3.5.

After deposition the chamber was flushed with argon for 5 minutes and then
evacuated. To cool down, the substrate was kept in vacuum (p ~ 10~° mbar) for
at least 3 hours. Afterwards, the material was immediately prepared for the mea-
surement. The Al foil was etched away with a 16% HCI solution. The remaining
flakes of pc-Si:H material were filtered out and thoroughly rinsed in de-ionized
water. Finally the material was dried for about 24 hours at ambient (T ~ 30°C).
The uc-Si:H powder was then inserted into quartz tubes with an inner diameter of
4 mm and a wall thickness of d = 0.5 mm. If the powder consisted of very loosely
packed flakes, which was the case for highly crystalline films, the material was
additionally crushed to obtain comparable packing densities and filling heights.

100 mm

SH=

100 mm

Figure 3.5: Typical substrate arrangement for the deposition of uc-Si:H thin films using
Al foil. The Al foil is wrapped around 4 glass substrates (25x 100 mm?). The square
holes in one of the substrates were used to mount roughened glass substrates, which were
co-deposited and later used for e.g conductivity measurements.
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Figure 3.6: Schematic picture of a pin diode prepared for time-of-flight measurements.

This procedure also made sure that the material fits into the homogeneous part of
the magnetic field. To maintain a defined environment, the powdered material was
sealed into the quartz tubes under He atmosphere. This procedure yielded filling
heights of about 0.5 -1 cm with a material mass between 22 — 300 mg.

During this process the uc-Si:H is in contact with water and air for several
hours. Alternatively, material has been also deposited on molybdenum foil (Mo).
The foil had a size of 100 x 100 mm, a thickness of d = 0.05 mm, and a purity
of 99.9%. From the Mo foil the material peeled off in flakes after bending the
foil and could be sealed immediately without further treatment. As for the Al
substrates, the Mo foil was equipped with a hole so that e.g. glass substrates
could be deposited in the same run.

To study the influence of different environments during storing or annealing,
the material was removed from the He filled tubes and sealed into Ar or O, atmo-
sphere or was treated in HCI solution or water as discussed above. Samples for
conductivity measurements have been prepared on roughened borosilicate glass
(4 x 15 mm?) in the same run as their ESR counterparts. Roughened glass was
used because films with a thickness larger than d =1 um tend to peel off from a
smooth substrate. After deposition, coplanar silver contacts were evaporated un-
der high vacuum conditions having a thickness of 700 nm, a width of 4 mm, and
a distance of 0.5 mm.

3.3.2 PIN-Diodesfor Transient Photocurrent M easurements

Besides limitations due to the material investigated, the main criterion for a spec-
imen suitable for time-of-flight (TOF) measurements is the existence of blocking
contacts. The samples used for time-of-flight measurements were pin structures as
shown in Fig. 3.6 which were prepared using VHF-PECVD (for details about the
process see section 3.2.1). As in forward bias the pin diode passes the current, in

36



3.3 Sample Prepar ation

reverse bias mode the contacts do not inject charge. Another advantage of the pin
structure is that it is essentially the same as used for solar cells, so the measured
TOF properties can be directly related to the device performance.

Sodium-free laboratory glass (Corning 1737) was used as substrate. To con-
tact the diode to the external circuit, silver stripes with a thickness of d = 700 nm
and a width of b=1 mm were evaporated on to the glass. As transparent con-
ductive oxide (TCO), aluminum doped zinc oxide (ZnO:Al) was deposited by
rf-magnetron sputtering; for a detailed description of the process see [158]. To
avoid contamination the deposition of the p, i, n layers took place in designated
chambers of a PECVD system. The p-layer was prepared in the highly crystalline
growth regime (S C=1.5%) with a thickness of d = 30 nm. Doping was achieved
by adding trimethylboron (TMB - B(CH3)3) to the silane-hydrogen gas mixture.
To avoid contamination of the i-chamber after deposition of the p-layer, the p-
chamber was purged with argon for 5 minutes and afterwards pumped below a
pressure of p < 2 x 10~ mbar before the substrate was transferred. The intrin-
sic uc-Si:H layers were prepared using a silane-hydrogen mixture of SC=5-6%.
Several diodes with varying i-layer thicknesses in the range between d=2 um and
d=6.5 um were prepared. After the deposition of the i-layer, the chamber was
again purged with argon and pumped to a pressure of p < 2 x10~8 mbar before the
specimen was transferred into a n-chamber and a d=30 nm n-layer was deposited
on top of the structure. The n-layer was amorphous silicon a-Si:H(P) where phos-
phine was used as doping gas. As contacts RF-magnetron sputtered ZnO:Al dots
with diameters between 1—2 mm and a thicknesses of d=100 nm were used. Af-
ter deposition, the top surface of these structures were plasma-etched (SFg-gas
process), in order to remove the n-layer from regions not under the ZnO:Al.

Solar cell "sister” samples were prepared in the same run as the diodes used
for the TOF measurements. Here the ZnO:Al on top of the n-layer was replaced
by a silver (Ag) back reflector. These structures showed lower power conversion
efficiencies compared to the best solar cells obtained for this material [159]. The
lower conversion efficiencies are due to a decrease in short circuit current density
Jsc by the smooth TCO as front contact and the choice of the back-reflector.
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Chapter 4

Intrinsic Microcrystalline Silicon

The relation between the structure properties, in particular the ratio between crys-
talline and amorphous volume content, and the electronic properties of the ma-
terial is of great interest. Especially since it has been shown, that contrary to
what one might expect, material prepared close to the transition to amorphous
growth yields the highest solar cell conversion efficiencies, rather than material
with the largest crystalline grain size and the highest crystalline volume fractions.
In this Chapter, paramagnetic states found in intrinsic uc-Si:H are identified and
correlated to the structure properties of the material. ESR measurements, on in-
trinsic uc-Si:H prepared by HWCVD under various deposition conditions leading
to material with structure compositions varying from highly crystalline to fully
amorphous are described. Additionally, data from a PECVD series prepared and
studied by Baia Neto et al. [17, 18, 160] is reanalyzed and compared with results
obtained for the HWCVD material.

4.1 Raman Spectroscopy

In Fig. 4.1 Raman spectra of uc-Si:H prepared on different substrates are shown.
The silane concentration SC=[SiH4]/([H2]+[SiH4]) was chosen to result in (a)
highly crystalline material and (b) material at the transition between crystalline
and amorphous growth. With increasing SC the amorphous phase content in the
film increases, resulting in an increasing contribution of the amorphous signal in
the Raman spectra around 480 cm~2. While the highly crystalline material, shown
in panel (a), shows no difference in the spectra of films prepared on glass or alu-
minum, the structure of the material prepared at the transition between crystalline
and amorphous growth depends strongly on the substrate used (see panel (b)).
Material deposited on glass substrates shows a much stronger contribution of the
amorphous peak than that deposited on aluminum. This substrate dependence has
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Figure 4.1: Raman spectra of material prepared on different substrates under deposition
conditions resulting (a) in highly crystalline material and (b) material at the transition
between crystalline and amorphous growth.

to be kept in mind, as in the following chapters conductivity measurements are
compared with results obtained from ESR, for which glass and aluminum sub-
strates have been used. In particular, a comparison of material properties near
the transition between microcrystalline and amorphous growth has to be made
carefully.

The structural properties of the deposited films are not determined solely by
the silane concentration and the substrate. In Fig. 4.2 the Raman intensity ra-
tion Igs, determined as described in section 3.1.1, is shown as a function of
SC for a number of samples prepared with (a) PECVD (taken from reference
[160]) and (b) HWCVD prepared at different substrate temperatures ranging from
Ts = 185°C to Tg = 450°C. For all series, the silane concentration was varied
covering the complete range from highly crystalline to predominately amorphous
growth. Except for the HW material prepared at Ts = 450°C, for which glass
substrates were used, all spectra were taken from material deposited on aluminum
substrates. Independent of the particular deposition parameter or deposition pro-
cess, one observes a decrease of Igs with increasing SC. The qualitative behavior
upon changes of SC are the same and is discussed for the VHF material, plot-
ted in Fig. 4.2 (a). Between SC =2 —4%, IRS decreases only slightly, from 0.80
to 0.74, indicating a highly crystalline structure. Above SC = 4% an increasing
amorphous phase content results in a decreasing Igs and for silane concentrations
higher than 7% only an amorphous phase contribution can be observed in the Ra-
man signal. The region SC = 4% —7% is referred to as the transition zone. Within
this regime of deposition parameters, the material structure changes from crys-
talline to predominately amorphous. The position and width of the zone strongly
depends on the deposition parameters used, e.g. the substrate temperature during
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Figure4.2: Raman intensity ratio of (a) VHF-PECVD material and (b) HWCVD-material
deposited at different substrate temperatures ranging from Ts = 185°C to Ts = 450°C
taken from reference [17, 18, 160] and [13], respectively.

the process plays an important role for the structural development of the films.
This is shown in Fig. 4.2 (b), where the |§s of HW-material prepared at different
Ts is shown. An increasing Tg leads to a shift of the transition to higher values of
SC. The dependency on Ts has been also observed for PECVD material [161].

The observed shifts of the transition under different deposition conditions
make it difficult to use the silane concentration as a single parameter to predict
the electronic properties of samples prepared under different conditions. Even
material prepared in the same run, but on different substrates, may show differ-
ent properties. Therefore, in the following sections the Raman intensity ratio IES,
rather than SC, will be used to compare electronic properties of different samples.

4.2 Electrical Conductivity

Within this section, a short review of the conductivity data of both the PECVD
and the HWCVD material taken from references [17] and [13], respectively, will
be given. These results are of particular importance for the following Chapters
and will therefore briefly be reviewed in this context.

The transition in growth is directly reflected in the conductivity as shown in
Fig. 4.3. Here, results of dark conductivity op measurements are plotted versus
the Raman intensity ratio |§s for material prepared using (a) VHF-PECVD and
(b) HWCVD. Plotting oy versus |§s has recently become a widely used method
to compare material prepared under different deposition conditions and in dif-
ferent systems (see e.g. [16, 13]). All samples show the same general depen-
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Figure4.3: Dark conductivity op as a function of IES of material prepared with (a) VHF-
PECVD and (b) HWCVD at various substrate temperatures, taken from reference [17, 18]
and [13], respectively.

dency of op upon I(F.fs. Material prepared in the crystalline growth regime shows
a dark conductivity of 104 to 10~7 S/cm, which is of the same order of magni-
tude as observed for crystalline silicon. However, in c-Si the electron mobilities
(1 ~ 1500 cm?/Vs [91]) exceed by far the electron mobilities in uc-Si:H (a few
cm?/Vs [49]). This suggests a considerable background doping in intentionally
undoped uc-Si:H. As a consequence of the structural transition, for material with
an IES lower than 0.4 op decreases by several orders of magnitude, resulting
in values below 1071% S/cm, which is typical for a-Si:H [65]. When compar-
ing material prepared in the transition regime, the drop in op occurs at slightly
higher values of I3 for the material prepared with PECVD compared to that pre-
pared with HWCVD. For material prepared with HWCVD one observes subse-
quent lower values of the conductivity for substrate temperatures of Ts = 450°C
and 185°C. Anticipating results obtained in the next section, the low op of the
Ts = 450°C material can be explained by a high defect density. On the other
hand, the Ts = 185°C material shows very low spin density. The low values of
op might therefore be a result of a reduced impurity level or reduced mobility
caused by grain boundary effects.

4.3 ESR Signalsand Paramagnetic Statesin Intrin-
sic uc-Si:H

ESR measurements were performed on powdered material deposited on aluminum
substrates. Details of the powder preparation process can be found in section 3.3.1.
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Figure 4.4: Typical ESR spectra of VHF-PECVD and HWCVD material with structure
compositions varying from highly crystalline ( Igs ~ 0.75) to fully amorphous (| Igs ~0).
The discrepancy for the crystalline HW-material is a result of post-oxidation of these
highly porous structures. A detailed study of these effects can be found in Chapter 6.

Fig. 4.4 shows typical ESR spectra taken on material with different crystallinity
prepared with VHF-PECVD and HWCVD. The structure varies from highly crys-
talline (I(F:*S ~ 0.75) to material at the transition between crystalline and amorphous
growth (12° ~ 0.4) and finally to material which shows no contribution of the
crystalline phase in the Raman spectra (|§s = 0). All spectra show the typical
asymmetric line shape with contributions at g=2.0043 and g=2.0052, in the fol-
lowing denoted as dby and db,, respectively. Numerical fits to the measured data
are included in the graphs, as gray lines. Interestingly, the line width of the two
resonances changes only little upon different structure compositions and the width
is also similar for material prepared with either PECVD or HWCVD. Optimum
fits of the superimposed lines could be performed using Gaussian lines with line
widths of AHpp =5.6+0.3 G for the db; and AHp, = 9.7+0.5 G for the db; res-
onance. However, while these fits work perfectly for the PECVD material, some
deviations can be observed for the HWCVD material. In particular, at the high
g-value site of the spectra, the two resonances does not fit the spectra correctly.
This is a result of post-oxidation of these highly porous structures and will be
extensively studied in Chapter 6.

Looking at the VHF-PECVD material (uppermost spectra), one observes that
for the highly crystalline material the spectrum is dominated by the db; resonance,
while for material prepared at the uc-Si:H/a-Si:H transition with |(F:es ~ 0.40 the
resonance at g=2.0043 contributes much more to the overall ESR signal, resulting
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Figure4.5: Spin density as a function of I§5 for uc-Si:H prepared with (a) VHF-PECVD
and (b) HWCVD deposited at various substrate temperatures. The values for the VHF-
PECVD material were taken from reference [17].

in a shift of the average g-value® with respect to lower values. For material with
no discernable crystalline signal in the Raman spectra (IES =0, right panel), the
g-value shifts to higher values, however, without reaching the value of g=2.0055
characteristically observed in a-Si:H. The signal is clearly dominated by the res-
onance at g=2.0052. The same trend can be also observed for the HW mate-
rial prepared at Ts = 285°C (see Fig. 4.4). For the highly crystalline and amor-
phous material the spectra are dominated by the db, resonance at g=2.0052, while
for the material at the uc-Si:H/a-Si:H transition an increasing contribution of the
db line can be observed. Material prepared at substrate temperatures as high as
Ts = 330°C, regardless of the structure composition all spectra are dominated by
the db, resonance. It is important to note, that for a fixed IES the increasing con-
tribution of the db, resonance goes along with an increasing overall spin density
Ns. This issue will be discussed in more detail below.

The spin density Ns obtained from numerical integration of the ESR spectra is
plotted in Fig. 4.5 versus the Raman crystallinity IES . Remarkably, independent of
the deposition technique and deposition conditions used, the highest spin densities
are always observed for the material with the highest crystallinity. For the VHF-
PECVD material, plotted in Fig. 4.5 (a), Ns decreases slightly between |§s =0.78
and 0.39. At the highest crystallinity, N5 increases steeply from 2.5 x 1016 cm=3
at 135 = 0.78 to values of 7.2x 10%® cm=3 at 13% = 0.80. Beyond the transition to
amorphous growth (I§S < 0.39), the spin density drops further down by one order
of magnitude to values as low as 2 x 101 cm~3.

1The average g-value is defined as the zero-crossing of the ESR signal.
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Figure 4.6: g-values as a function of Igs of material prepared (a) VHF-PECVD and (b)
HWCVD deposited at various substrate temperatures. The values for the VHF-PECVD
material were taken from reference [17].

For the HWCVD material, again the highest Ng is always found for mate-
rial with the highest crystallinity. Within the crystalline regime, the spin density
decreases considerably with increasing amorphous content for all substrate tem-
peratures Ts. For material dominated by amorphous phase content (I(F:*S <0.4), the
spin density increases, rather than staying constant or decreasing as observed for
the PECVD material. Only for the highest Ts of 450°C the spin density decreases
monotonously, however at very high values of Ns > 10" cm~2. Finally, indepen-
dent of the particular structure composition, Ng increases significantly when the
substrate temperature is increased by up to three orders of magnitude for ISS ~0.5.
It is important to note that the lowest spin densities of Ns = 4 x 101> cm~3 are ob-
served for material prepared at Ts = 185°C and a crystalline volume fraction of
IES ~ 0.4, and that solar cells prepared under similar conditions have shown max-
imum efficiencies of = 9.4% [162].

The corresponding average g-values are plotted versus IES in Fig. 4.6. For the
PECVD material shown in Fig. 4.6 (a), the average g-value shifts from a value
of 2.0043 to 2.0051, when going from crystalline to amorphous structure. This
means that with increasing amorphous content the g-value is clearly shifted to
higher values, however without reaching the value of 2.0055 usually found in a-
Si:H. As shown in Fig. 4.6 (b), the g-values for material prepared with HWCVD
are generally higher (note the different scaling of the y-axis in panels (a) and (b)).
The variations as a function of structure are considerably less for the HW-material.
Again, even for material with no contribution of the crystalline phase in the Ra-
man signal, the g-values do not reach the typical value of 2.0055 found in a-Si:H.
Generally, one observes an increasing g-value for increasing substrate tempera-
ture over the entire range of 13°.
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Figure 4.7: g-value vs. spin density Ns of material prepared with HWCVD for three
structure compositions ranging from highly crystalline to transition material. The data are
taken from Fig. 4.5 (b) and 4.6 (b).

Comparing Fig. 4.5 (b) and Fig. 4.6 (b), one can observe that both Ng and
the g-value increase with increasing substrate temperature Ts. In Fig. 4.7 the g-
value is plotted versus Ng for three different structure compositions, ranging from
highly crystalline to material prepared close to the transition between microcrys-
talline and amorphous growth. The values of Ng and g were taken from Fig. 4.5
and 4.6, respectively; the data points in Fig. 4.8 therefore correspond to mate-
rial prepared at different substrate temperatures. Although there is some scatter
of the data for the Igs ~ 0.65 material, there is a clear correlation between this
two quantities: For increasing spin density the g-value is clearly shifted to higher
values. This can be observed for all structure compositions between |§s =0.74
and 0.55. Assuming that within the crystalline regime the ESR signal is a compo-
sition of only two resonances at g=2.0043 and g=2.0052, the shift of the average
g-value is a result of a change in the ratio of these contributions. This of course
also assumes that the g-value of each line does not shift for different deposition
conditions, which is a rather strong postulation. Keeping this in mind, the re-
sults indicate that the increasing spin density Ns, as a function of increasing Ts,
is caused by an increasing number of paramagnetic states that belong to the db;
resonance.

The fact that high quality uc-Si:H material with no discernable crystalline sig-
nal in the Raman signal does not show the typical a-Si:H g-value of 2.0055 was
a little puzzling. Material has therefore been prepared with even higher silane
concentrations ranging from SC = 9% to 100% using VHF-PECVD. Spin densi-
ties and g-values measured for this material are plotted in Fig. 4.8 along with the
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Figure 4.8: (a) Spin density and (b) g-value of material prepared by VHF-PECVD vary-
ing the silane concentration in the range between SC = 2 —100%.

values previously plotted in Fig. 4.5 (a) and Fig. 4.6 (a). The dotted vertical line
indicates the threshold to fully amorphous growth. For SC higher than this value,
the Raman spectra show no contribution of the crystalline signal on both, material
prepared on aluminum and glass substrates. As shown before, the spin density
decreases monotonously between SC = 2 and 9% from Ns = 7.2 x 101 cm=2 to
very low values of Ns = 2x 10 cm~3. With increasing silane concentration Ng
increases again reaching a value of 1 x 10 cm~3 for a source gas mixture con-
taining only SiHg4, which is a typical value for high quality amorphous silicon
[65]. Far more interesting is the development of the g-value shown in Fig. 4.8 (b).
Right beyond the transition, although no contribution of a crystalline signal can be
observed in the Raman spectra, the g-value is still at low values of g=2.0050. A
further increased silane concentration then leads to a shift of the g-value towards
g=2.0054 typically observed for a-Si:H.

4.4 Discussion - Relation between ESR- and Struc-
tural Properties

Independent of the particular deposition process, VHF-PECVD or HWCVD, the
ESR signal of intrinsic uc-Si:H shows an asymmetric line, which could be well
fitted by two Gaussian contributions, db; and dby, at g=2.0043 and g=2.0052 with
line widths of AHpp =5.6+0.3 and AHpp = 9.7+ 0.5 G, respectively. For struc-
ture compositions of the full range, from highly crystalline to fully amorphous,
the highest spin densities Ng are always observed for material with the highest
crystallinity, while an increasing amorphous content leads to a decreasing num-
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ber of paramagnetic states. This also applies for the substrate temperature Tg,
where an increasing Ts results in an increasing Ngs. Interestingly, an increasing
spin density also leads to a shift of the average g-value with respect to higher val-
ues, as has been shown in Fig. 4.6. As the ESR signal of uc-Si:H generally can
be deconvoluted into two contributions db; and dby, it is tempting to relate the
shift of the average g-value to variations of the intensity ratio of these two sig-
nals. Whereas the ESR spectra of highly crystalline, but well passivated material
is dominated by the db; resonance, additional defects result in the db, resonance
at g=2.0052 (compare also Fig. 4.4). On the other hand, an increasing amorphous
phase content leads to a higher contribution of the db, resonance to the overall
signal. Interestingly, the peak to peak line width AHp, of the individual signals
(dby, dby) changes only little upon variations of the defect density or the structure
composition. If the line width is dominated by inhomogeneous broadening, i.e.
disorder effects, this suggests little variation of the local disorder surrounding the
DB-defects, for the various samples investigated.

There is still no conclusive evidence on what is the origin of the resonances
dby (g=2.0043) and db, (g=2.0052), typically found in uc-Si:H. The particular
structure of uc-Si:H allows for a number of places where dangling bond defects
are possibly located: the crystalline regions; the grain boundaries; the amorphous
phase or in connection with impurity atoms, e.g. oxygen. However, some con-
clusions can be drawn from these results. Assuming that the two resonances are
the result of two independent states, which is not yet proven, the contribution of
dby resonance increases upon increasing Ts and amorphous phase content. Over
this wide range of samples, the line width AH,p remains fairly constant at val-
ues of AHpp =9.7+0.5 G, which is close to the value of AHp, = 10 G found in
a-Si:H [85]. However, because of the two facts that (i) the overall Ns strongly
decreases with increasing amorphous content and (ii) poor passivated highly crys-
talline material with no amorphous phase content is also dominated by the reso-
nance at g=2.0052, it seems unlikely that the amorphous phase itself is the origin
of the paramagnetic states. More likely, the defects are located at grain bound-
aries, whether on the crystalline grains forming the columnar structures or at the
outside of the columns. From X-ray analysis one derives typical sizes of the crys-
talline grains between 4 —20 nm [58]. Assuming an average size of a coherent
region of 12 nm edge length, cubic grains, and a sample average spin density of
Ns = 2 x 1016 cm=3, there is only one defect per 30 grains. This is in agreement
with the fact that the small crystalline grains are separated from each other by
twin boundaries and stacking faults, which are known to preserve the local tetra-
hedral coordination and are not expected to lead to paramagnetic defects. It seems
therefore more likely that the defects are located at the boundaries of the columnar
clusters, as has been suggested before [161].

This is supported by the ESR data obtained for different substrate tempera-
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tures. As observed in Fig. 4.5 (b), Ns increases as a function of Ts, independent
of the structure composition. Infrared studies have shown that with increasing
Ts, the amount of hydrogen incorporated in the material decreases significantly
[13], which can be ascribed to an aggravated desorption of hydrogen during the
growth process. The increasing Ns, which is accompanied by a shift of g to higher
values, indicates that the increasing spin density is associated with an increas-
ing number of db, states. Because the bonded hydrogen is located mainly at the
column boundaries, which passivates dangling bonds, one can conclude that the
desorption leads to un-terminated db, states residing at the column boundaries.

The question whether the ESR signal for both materials, prepared at high Ts
or high amorphous phase content, is a result of the same paramagnetic states can-
not be decided. In this context it is interesting that even fully amorphous ma-
terial prepared at the microcrystalline/amorphous transition shows the resonance
at g=2.0052, rather than the expected value of g=2.0055. Also, the observed
line width of the db, resonance is essentially the same as observed in the highly
crystalline regime. The differences of the g-value, compared to that observed
in a-Si:H might be a result of a different medium range order in this so-called
”polymorphous”, ”protocrystalline”, or ”edge-material” [163]. Speculatively, one
might conclude that the degree of disorder around the defects is comparable to
that found around the paramagnetic states located at the column boundaries. To
answer this question remains a challenge for future investigations.

Similarly to a-Si:H, in the microcrystalline regime (13° = 0.85-0.4), the ob-
served spin density correlates nicely with the energy conversion efficiency of the
solar cells, containing the same absorber layer. Independent of the particular de-
position process, it was found that not, as one might have expected, material with
the highest crystalline volume fractions, but material prepared close to the tran-
sition to amorphous growth yields the highest solar cell conversion efficiencies.
The performance of the solar cell increases slightly with increasing amorphous
content from |§s =0.71-0.5. On the other hand, material with the highest crys-
talline volume fraction leads to very poor conversion efficiencies. Apparently, the
highest crystallinity and the largest grain size is only obtained at the cost of a poor
defect passivation. By contrast, the increasing amorphous phase content incorpo-
rated between the crystalline columns, is a highly efficient passivation layer and
the increasing hydrogen content leads to a better termination of surface states. A
critical relation between Ns and solar cell performance is also found for the vari-
ation of the substrate temperature. Again, material which shows the highest solar
cell conversion efficiency is found to have the lowest spin density. It is likely, that
the optimum of Ts is because of this hydrogen desorption problem, just as for
a-Si:H deposition.
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45 Summary

In the previous section, the results of the study on paramagnetic defects in un-
doped uc-Si:H were presented. For structure compositions ranging from highly
crystalline to fully amorphous, the highest Ns is always found for material with
the highest Igs. While the preparation within this regime leads to the highest crys-
tallinity and the largest grain sizes, this can be achieved only at the cost of a poor
defect passivation. The increasing S C during the process leads to a better termina-
tion of the surface states caused by the increasing hydrogen content. On the other
hand, additional amorphous phase content, incorporated between the crystalline
columns, acts as a passivation layer and leads to a better termination of surface
states. Very low Ng are found for material close to or beyond the transition to
amorphous growth (see Fig. 4.5 (a)). For HWCVD material a strong dependence
of the spin density Ns on the deposition temperature Ts was found. Generally,
the increasing spin density, caused by either low SC or high Ts during the de-
position process leads to an increasing contribution of the db, resonance. On the
other hand, the g-value shifts to higher values with increasing amorphous con-
tent. Surprisingly, even material prepared close to the structural transition, with
no discernable crystalline signal in the Raman spectra, does not show the typical
a-Si:H value of g=2.0055. In fact, the ESR signal is clearly dominated by the
resonance at g=2.0052. Only for material prepared at yet higher silane concen-
trations can g=2.0055 be detected (see Fig. 4.8). Whether the differences of the
g-value compared to that observed in a-Si:H are the result of a different medium
range order [61] cannot be determined from these data and remains e a task for
future investigation. A detailed study of material prepared at transition between
microcrystalline and amorphous growth using TEM and ESR, could provide fur-
ther information on how changes of the structure, in particular the medium range
order, affect the position of the resonance line observed in ESR. This might also
provide further details concerning the nature of defects in uc-Si:H.
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Chapter 5
N-Type Doped uc-Si:H

In section 4 results of intrinsic films of uc-Si:H with a systematic variation of ma-
terial structure ranging from highly crystalline to amorphous growth were shown.
ESR measurements have been used to determine the spin density Ns. However,
from these investigations it is not clear how far Ns correlates with the defect den-
sity in the material and if the spin density Ns is a measure of the real defect density
Npg. This is the subject of the following section.

For this purpose, material prepared with different SC=[SiH4]/([H2]+[SiH4])
and phosphorous doping levels PC =[PH3]/([PH3]+[SiH4]) will be studied. The
silane concentration was varied in the range from SC = 2% to 8%, resulting in
structure compositions comparable to those studied in Chapter 4. The doping
concentrations PC of 1, 5, and 10 ppm were chosen to be of the order of the
intrinsic spin density Ns (see Fig. 4.5 (a)). To study effects of doping on the
position of the Fermi level and the occupation of defect states, electrical dark
conductivity op and ESR measurements have been performed.

5.1 Structure Characterization

In order to obtain a measure of the crystalline volume content, Raman spectra were
recorded on both glass and aluminum substrates. The results are summarized in
Fig. 5.1 (a), showing the Raman intensity ratio IZ° plotted versus the silane con-
centration SC. For doping concentrations in the range of 1—10 ppm the transition
from highly crystalline to predominantly amorphous growth can be observed. In
the highly crystalline growth regime between SC=2% and 5%, the Raman in-
tensity ratio decreases only slightly from |§s =0.85 to 0.74 and the spectra are
dominated by the crystalline signal. Above SC=5% the transition to amorphous
growth can be observed. An increasing amorphous phase contribution results in
a fairly steep decrease of IES between SC=5% and 7%. For silane concentra-
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Figure 5.1: (a) Raman intensity ratio ( |§s) for samples deposited on aluminum (closed
symbols) and glass (open symbols). (b) Raman spectra of uc-Si:H prepared at SC = 7%
with varying doping concentrations of PC =1, 5, and 10 ppm). With increasing doping
concentration the crystallinity increases.

tions higher than SC=7% the Raman spectra show only the amorphous peak at
480 cm~1. Comparing samples deposited on glass and aluminum, the well known
substrate dependence on the material structure can be observed (compare with
Fig. 4.1). Samples deposited on glass in general show a higher amorphous phase
contribution and therefore a smaller value of |(F:€S compared to material deposited
on aluminum.

This has to be kept in mind as in the following section results from con-
ductivity measurements as well as ESR measurements will be compared, where
glass and aluminum substrates were used, respectively. Also with increasing
doping concentration PC the Raman intensity ratio increases. This is shown in
Fig. 5.1 (b), where for a given silane concentration SC the crystallinity increases
with increasing doping concentration.

5.2 Electrical Conductivity

Conductivity measurements, as described in section 3.1.3, were performed on
films deposited on glass substrates. The results are shown in Fig. 5.2 (a), where the
dark conductivities op of phosphorous doped material with PC =1, 5, and 10 ppm
are plotted together with conductivity data of undoped material taken from refer-
ence [18]. For the undoped material the conductivity op decreases only slightly
between |(F:€S =0.82 and 0.47. As a consequence of the structural transition, for
material with an IES lower than 0.4 op decreases by several orders of magnitude,
resulting in values below 1019 S/cm typical for a-Si:H [65]. Doping effects can
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5.2 Electrical Conductivity
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Figure 5.2: Room temperature conductivity op of uc-Si:H films with doping concentra-
tions of 0 ppm (m), 1 ppm (o), 5 ppm (a) and 10 ppm (v) as a function of (a) Raman
intensity ratio (IES) and (b) gas phase doping concentration. The data of the undoped
material were taken from reference [18].

be observed for all structure compositions from highly crystalline to amorphous.
However, unlike the undoped material for the n-type doped samples the highest
op Vvalues are not found for the samples with the highest crystallinity. In fact, for
all doping concentrations PC = 1 —10 ppm an increase of op by more than one
order of magnitude can be observed if the crystallinity decreases from ISS =0.82
to 0.77. This indicates that the doping induced free charge carrier concentration
is considerably less for the highly crystalline material. Between Igs =0.77 and
0.4 op stays almost constant before it drops down by about 5 orders of magnitude
as result of the structural transition to predominantly amorphous growth, indepen-
dent of the particular doping concentration.

In Fig. 5.2 (b) the conductivity is plotted versus the gas phase doping con-
centration PC. In these plots the correlation between doping and conductiv-
ity becomes more obvious. Within the microcrystalline growth regime between
I(Efs ~0.82-0.40 (upper three curves in the figure) the doping induced changes of
op are highest for samples with Igs ~ 0.77 and 0.4 and considerably less for the
sample with the highest crystallinity. Applying a doping concentration of PC = 1
ppm, the dark conductivity of the 18° = 0.77 and 13° = 0.4 material changes by
more than three orders of magnitude, compared to the undoped material. On
the other hand, for the highest crystallinity, where the highest Ns is observed in
the undoped material, op increases by only a factor of 6. Plotting op on a lin-
ear scale, one observes that for doping concentrations higher than PC = 1 ppm
all microcrystalline samples (I('§S =0.82-0.4) show an almost linear increase of
the conductivity with a structure independent slope. For amorphous or almost
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amorphous samples (13° = 0.04 to 0) the dark conductivity shows much lower
values over the whole doping range investigated. However, for the |§s =0.04
material op increases exponentially by about 4 orders of magnitude, while for
the fully amorphous material op changes by almost 7 orders of magnitude from

op =2x10"11 S/em to 1x 1074 S/em.

The dark conductivity follows nicely the expected behavior. Considering the
characteristic of the spin density of the undoped material (see Fig. 4.5 (a)), the
results are in agreement with the proposed doping mechanism of compensation of
gap states as described in section 2.2.2. Doping induced changes are highest for
material for which low spin densities are found in the undoped state. For highly
crystalline material, which also exhibits the highest spin densities, the doping in-
duced changes are considerably less, as more defect states have to be compensated
before the Fermi level moves up into the conduction band-tail.

5.3 ESR Spectra

Samples prepared for ESR measurements have been deposited on aluminum sub-
strates in the same run as that used for conductivity measurements. The material
was then powdered using the procedure described in section 3.3.1. ESR mea-
surements were performed at a temperature of T = 40K. All spectra were normal-
ized to the same peak height and plotted in Fig. 5.3. Fig. 5.3 shows stack plots
of samples with different crystallinity ranging from |§s =0.82 -0 and doping
concentrations of 1, 5, 10 ppm. The fact that the Raman intensity ratio for the
predominantly amorphous material |(F§s = 0.08 deviates slightly from that found
in Fig. 5.2 (|gs = 0.04) is a direct result of the substrate dependence. The ver-
tical dotted lines in Fig. 5.3 indicate the resonances at g=2.0043, g=2.0052, and
0=1.996-1.998, typically found in uc-Si:H (see section 2.2.2).

All spectra show contributions of the three well-known signals at g-values
of 2.0043 (dby), 2.0052 (db,), and g=1.996-1.998 (CE) (for details see section
2.2.2), except for the spectra taken from the purely amorphous material (I(F:*S =0).
Quite surprisingly, the CE resonance can be observed in all spectra of the doped
samples, in the highly crystalline material as well as in material where very little
Raman intensity due to the crystalline phase is found (IES < 10%). Only samples
with no detectable contribution from the crystalline volume to the Raman signal
show only the dangling bond signal at g=2.0052. For a given doping level, the
intensity of the CE-line is highest for highly crystalline material with an |§s of
0.77 or 0.47. The CE line is much less pronounced for the highest crystallinity
(|gs = 0.82), which is in agreement with the high spin densities found in this ma-
terial (see Fig. 4.5 (a)). As expected, the intensity of the CE resonance increases
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Figure5.3: ESR spectra of samples with crystallinities of 13° ~0.82, 0.72, 0.47, 0.08, and
0 with gas phase doping concentrations of PC =1, 5, and 10 ppm measured at T=40K.
The vertical dotted lines indicate the position of dby, db,, and CE resonances at values of
g=2.0043, g=2.0052, and g=1.996-1.998, respectively, typically found in uc-Si:H.

with increasing doping level PC. In addition to the CE signal, the DB signal
(db1+dby) is visible in all samples, although in the case in which the CE line is
most dominating (e.g. I&® =0.77 and with PC = 10 ppm) the DB signal is at the
lower limit for a multi-peak de-convolution analysis to be feasible.

Doping induced effects can be observed in all spectra of material where a
crystalline phase can be observed (IgS > 0). The existence of the resonance at
g=1.996-1.998 is a direct result of a shift of EF up into the conduction band- tail.
With increasing doping concentration, more and more states in the conduction
band-tail are getting occupied and contribute to the intensity of the resonance.
The shift of the Fermi level, however, is governed by the compensation of gap
states. For a fixed doping concentration, the high defect density in the |(F:es ~ (.82
material leads to a considerable lower CE spin density Ncg compared to the low
defect material I3° ~ 0.77 and 0.47. It is quite surprising, that even for material
with crystalline grains that are highly diluted in an amorphous phase (IE‘S ~ 0.08)
a strong CE line can be observed.

5.4 Dangling Bond Density
To obtain the spin density of each superimposed line shown in Fig. 5.3, a numer-
ical fitting procedure was applied. The DB-signals at g=2.0043 and g=2.0052

could be well approximated by Gaussian lines. For the CE line at g=1.996-1.998
a convolution of a Gaussian and Lorentzian curve was used. However, a separa-
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Figure5.4: Dangling bond spin density versus ISS obtained from numerical fitting of the
ESR line shown in Fig. 5.3 (a) vs. the Raman intensity ratio |§s and (b) vs. the gas phase
doping concentration PC .

tion of the two DB signals is impossible from the spectra shown above; therefore
only the sum of both will be analyzed in this section.

Fig. 5.4 (a) shows the dangling bond (DB) density obtained from this decon-
volution procedure versus the Raman intensity ratio IES. Additionally, the DB
density Npg for the undoped material is shown. As already shown in Chapter 4
for the intrinsic material, the DB density Npg decreases with increasing amor-
phous phase contribution. In principle one can observe the decrease of Npg upon
decreasing |§s for all doping concentrations, but with increasing doping level this
phenomena is less pronounced. It is surprising indeed that even for the high-
est doping concentrations of PC = 10 ppm, DB states can still be observed in
all samples. However, depending on the crystallinity there are some distinct dif-
ferences in how the dangling bond density Npg changes as a function of PC.
This is shown in Fig. 5.4 (b), where the spin density is plotted versus the gas
phase doping concentration. For the highly crystalline sample (IgS = 0.82) the
spin density decreases steeply from 0 ppm to 1 ppm and stays almost constant at
Npg ~ 1016 cm~2 for higher doping concentrations. For the highly crystalline sam-
ples (18% =0.77-0.47) the spin density stays almost constant or slightly decreases
from already low values of Npg = 1x10% cm=2 for PC=0 ppm to Npg = 6x10%°
cm~3 for PC=10 ppm. This is a result of compensation. For samples with an
even higher amorphous phase contribution (|§s < 0.10), an increasing dangling
bond density can be observed. It seems unlikely that the reason for the increasing
Npsg is caused by the doping induced dangling bond creation, known from hydro-
genated amorphous silicon [89, 90], because these states can not be observed in
ESR. It is more plausible that within the investigated doping range, the occupation
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Figure5.5: (a) Spin density of the CE resonance (Ncg) in the doped samples and the DB
resonance (Ncg) in undoped material; (b) CE intensity of the microcrystalline phase as a
function of conductivity.

of D* states by an electron creating an DU state exceeds the compensation of D°
states. This would be the case if in the undoped state the mean energy position
of the defect is above Eg. Material prepared at yet higher doping concentration
could give additional proof for this thesis.

The dangling bond signal can be detected in all spectra for all gas phase doping
concentrations investigated. Within the highly crystalline regime, Npg decreases
between PC = 0 ppm and 1 ppm, but stays almost constant for higher doping
concentrations.

5.5 Conduction Band-Tail States

The deconvolution into the individual lines can also be used to determine the num-
ber of paramagnetic states in the conduction band-tail. The results for the calcu-
lated CE spin density Ncg for different doping levels are shown in Fig. 5.5 (a)
as a function of I, Additionally, the dangling bond densities Npg for undoped
material are plotted in the graph. The variation of Ncg as a function of |§s and
PC follows nicely the same qualitative behavior as the conductivity plotted in
Fig. 5.2 (a). This confirms earlier studies on n-doped highly crystalline material
[35, 39]. As expected, the intensity of the CE signal seems to be moderated by the
dangling bond density. Material exhibiting the highest crystallinity 13° = 0.82 and
also the highest Npg shows lower CE line intensity compared to the |§s =0.72
and I(EfS = 0.47 material, where lower Npg are observed. For samples with a crys-
talline volume fraction lower than |(F:€S = 0.47 the influence of Npg on doping is
masked by effects of the structural change. ESR as an integrating measurement
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technique measures the number of spins in a particular amount of material. Be-
cause the CE resonance only originates from the crystalline phase, one would
expect that the density decreases with increasing amorphous content. This can
be seen for the low level doped samples, where the spin density Ncg decreases
by about one order of magnitude with decreasing crystallinity from IES =0.47to
0.08. Fig. 5.5 (b) shows Ncg against the gas phase doping concentration. For the
crystalline low defect material (I(F:*S =0.72-0.47) Ncg increases nearly linearly
with a structure independent slope as a function of increasing gas phase doping
concentration. On the other hand, the influence of the high dangling bond density
Npg = 7.2x 10'® cm~2 (for 13% = 0.82 material) and the low crystalline volume
fraction (|§s = 0.08) results in lower CE intensities. For higher doping concentra-
tions these effects are less pronounced and result in higher CE spin densities.

To account for the fact that the CE signal originates only from the crystalline
phase of the uc-Si:H material, the CE spin densities Ncg were normalized with
respect to the crystalline volume content IES. The results are plotted in Fig. 5.6.
Also indicated in Fig. 5.6 are the maximum dopant densities calculated with a
built-in factor of one and a doping efficiency of unity, taken with respect to the
atomic density of silicon of 5x 1022 cm~3. For example, PC = 1 ppm corresponds
to a donor density of 5x 101 cm=3. Apparently, with this simple normaliza-
tion procedure, the influence of the structural change on Ncg (Fig. 5.5 (a)) can
completely be compensated. Independent of the structure composition, Ncg(norm)
increases as a function of the doping concentration. On the other hand, Ncg(norm)
increases with decreasing IES, saturating at the value of the maximum doping
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concentration evaluated from the gas phase doping concentration PC. This is in
agreement with the decreasing defect density observed in undoped material (com-
pare Fig. 4.5 (a)), proving that the occupation of conduction band-tail states is
governed by the compensation of gap states.

5.6 Discussion

In section 4.4 the spin densities Ng of intrinsic microcrystalline material of vari-
ous structure compositions were discussed. However, as ESR only detects single
occupied states DO it remains unclear to what extent the measured Ng is related
to the real defect density of the material. In this Chapter, ESR in combination
with conductivity measurements were applied on n-type uc-Si:H with different
phosphorous doping concentrations PC and different structure compositions |§s
to study the density of gap states and the influence of these states on the free
charge carrier density. PC was chosen to be close to the defect density, where the
doping induced Fermi level (Ef) shift is determined by the compensation of gap
states.

The results confirm that in pc-Si:H, like in a-Si:H, the doping induced Fermi
level shift is governed by the compensation of gap states for doping concentrations
up to the dangling bond density Npg. Doping induced changes can be observed in
both, the ESR signal and the electrical conductivity. While the electrical conduc-
tivity increases, in ESR the increasing intensity of the CE resonance indicates a
shift of E as a function of PC. This confirms the close relation between the dark
conductivity op of uc-Si:H at 300K and the spin density of the CE resonance Ncg,
that have led authors to assign the CE signal to localized states close to the con-
duction band [30, 29, 36, 72]. However, this is known for a long time. Far more
interesting is the fact that both o-p and Ncg are moderated in the same way by the
defect density Npg. Doping induced changes are highest for material where low
spin densities are found in the undoped state. For highly crystalline material, that
also exhibits the highest spin densities, the doping induced changes are consid-
erably less. In other words, the higher DB density observed in highly crystalline
material results in lower values of conductivity and lower Ncg as a function of
the doping concentration. On the other hand, for samples with a low crystalline
volume fraction of 13% = 0.08 the much lower DB density allows much higher op
and Ncg, the latter normalized to the crystalline volume fraction (Fig. 5.6).

Itis surprising, that by doing this normalization the maximum N¢g obtained at
|§s =0.08 is in very good quantitative agreement with the values of the maximum
dopant concentration calculated from the gas phase doping concentration, PC.
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This suggests a built-in coefficient of phosphorous into the Si-matrix and active
donor concentration of unity, if one excludes charge transfer from the amorphous
phase. Keeping in mind the characteristic of the spin density Npg of the undoped
material, the results are in agreement with the proposed doping mechanism and
confirm that the measured Npg represents the defect density in the material. In a
simple picture, defects in the gap of uc-Si:H, or more precisely, states in energy
below the phosphorus donor states, have to be filled up first before the Fermi level
can be shifted into conduction band-tail states, where the majority of the elec-
trons is located which contribute to the CE resonance at 40 K. Tacitly also this
assumes, that the phosphorus donor states are located in a position close to the
conduction band like in crystalline silicon and that the majority of defects con-
tributing to Npg, no matter where they are located (inside the crystalline cluster
columns; at the cluster boundaries; in the disordered regions) affect the Er shift.
It seems important to note, that the observed built-in ratio of P into the Si-matrix
of unity somewhat differs from values observed in earlier investigations, where
within some scatter a value of about 0.5 has been found [30, 32]. As these authors
studied only highly crystalline material, the built-in ratio might vary upon differ-
ent growth conditions.

From great importance is the energetic distribution of the paramagnetic states
within the band gap of the uc-Si:H material. While the intensity of the CE res-
onance increases with increasing doping concentration, surprisingly the DB res-
onance is observable in all spectra. From the measurements presented in this
chapter it is, however, not possible to distinguish between both DB centers (db;
and dby) and therefore only their sum will be discussed here.

The rather strong overlap of more than 0.1 eV suggest that the CE and DB
states are spatially separated from each other. This further supports the sugges-
tions made in section 4.4, where the DB resonance, in particular the db,, was at-
tributed to states located in hydrogen reach regions at the column boundaries. On
the other hand, it is a widely accepted fact that the CE signal originates from the
crystalline phase of uc-Si:H. Additional support for this thesis comes from Zhou
et al., who used electron-spin-echo envelope modulation (ESEEM) to measure the
interaction of the unpaired electron with its surrounding nuclear spins [165]. The
finding was that the echo decay of the DB signal is modulated by the *H nuclei,
while no modulation of the CE echo decay could be found. This suggests, that
the DB centers are located in hydrogen rich regions, whereas the CE centers arise
from hydrogen depleted parts of the uc-Si:H films. Although these results could
not be confirmed yet, they still support the considerations made in this work.

Why does the spatial separation lead to an energetic overlap of the db, and
the CE states? Keeping in mind that the column boundaries also represent the
interface between the crystalline phase and the disordered material a schematic
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Figure 5.7: Schematic band diagram of the transition region between the crystalline and
disordered phase in uc-Si:H.

band diagram as shown in Fig. 5.7 can be drawn. The results support an earlier
suggestion that in uc-Si:H there should exist a considerable conduction band off-
set between the crystalline regions (for which the crystalline silicon band gap Eg =
1.1 eV is assumed) and the disordered regions (for which the a-Si:H gap Eg = 1.8
eV is assumed [65]). This would result in a significant overlap between the energy
of DB and CE center as shown in Fig. 5.7. Otherwise the simultaneous occurrence
of the CE and the DB signal for significant E¢ shifts are difficult to explain if one
does not allow for strong potential fluctuations in the material. Apparently, this
earlier assumption concluded from dark and light induced ESR studies on highly
crystalline material is valid even in material with very small crystalline volume
fraction [30]. Even for material with IES = 0.08 containing only a minute amount
of the crystalline phase, i.e., crystalline grains strongly diluted in the amorphous
matrix, doping concentration as low as 5x 108 cm~2 can shift the Fermi level into
the conduction band-tail of the crystallites and activate a stable CE resonance.

57 Summary

The doping induced Fermi level shift in uc-Si:H, for a wide range of structural
compositions, is governed by the compensation of defect states for doping con-
centrations up to the dangling bond spin density. For higher doping concentrations
a doping efficiency close to unity is found. The close relationship between the
CE resonance intensity and the conductivity is confirmed, which means the elec-
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trons contributing to the CE signal represent the majority of the charge carriers
contributing to electric transport. The fact, that for low defect material the Ncg
approaches the value of the maximum doping concentration, proves the close re-
lation between phosphorus concentration Np and Nce. However, while in earlier
investigations a built-in factor of 0.5 and a doping efficiency of unity was found
the results presented here suggest that both are of the order of unity, assuming that
charge transfer from the amorphous phase can be excluded. Measuring the real
phosphorous concentration using high resolution ion mass spectroscopy (SIMS)!
could resolve this puzzle and will be a task for future experiments. A significant
conduction band off-set between crystalline and disordered regions in uc-Si:H is
suggested in agreement with earlier studies.

INote, that the sensitivity limit of a quadrupole mass spectrometer for the measurement of P-
concentrations exceeds several 1018 cm~3, due to the presence of silicon hydrides of nearly the
same mass as the phosphorous ions. Using a high resolution mass spectrometer, the mass defect
between 3P and the different silicon hydrides can be used to discriminate between the respective
ions.
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Chapter 6

Reversbleand Irreversible Effects
In uc-Si:H

Even though highly crystalline pc-Si:H does not suffer from light induced degra-
dation, known as Staebler-Wronski-Effect [7, 86], the particular structure proper-
ties, described in section 2.1, suggest that instabilities and metastable phenomena
may also occur in this material. In particular, uc-Si:H grown at high hydrogen
dilution, which yields the largest grain sizes and the highest crystalline volume
fraction, shows a pronounced porosity. The existence of crack-like voids in this
material facilitates the diffusion of atmospheric gases into the structure. Adsorp-
tion and/or chemical reactions, e.g. oxidation, at the column boundaries, might
lead to the creation or termination of surface states and might significantly affect
the electronic properties of the material.

In the following Chapter, we want to investigate and identify instability effects
caused by adsorption and oxidation in uc-Si:H and want to relate them to chang-
ing structure compositions, ranging from highly crystalline porous, to highly crys-
talline compact and mixed phase amorphous/crystalline material.

6.1 Metastable Effectsin uc-Si:H

In this section, reversible phenomena in undoped uc-Si:H with various structure
compositions are identified and their investigation by the use of electron spin res-
onance and electrical conductivity measurements is reported.

6.1.1 Influencesof Sample Preparation

Material with different structure compositions deposited on both Al and Mo sub-
strates was prepared using VHF-PECVD and studied extensively by ESR. The
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Figure 6.1: (a) Spin density Ns of uc-Si:H powder obtained from Al substrates (%) and
Mo (m). In panel (b) the corresponding g-values are plotted.

use of these different substrates requires a different handling of the material as de-
scribed in section 3.3.1. While material deposited on aluminum foil is in contact
with acids, water, and air for a fairly long time, material prepared on molybde-
num substrates can be peeled off and sealed into inert gas atmosphere immediately
without any further treatment.

In Fig. 6.1 the spin densities Ng and average g-values of samples deposited
on both aluminum and molybdenum substrates are shown. Material prepared on
Al and Mo, shows the same characteristic upon decreasing |§s_ The highest Ng
values are observed for the highly crystalline samples and Ns decreases mono-
tonically with increasing amorphous phase content. However, there are some re-
markable influences of the etching (HCI + H20) and drying process on the spin
density Ns and on the average g-value. Compared to samples deposited on Mo,
for material prepared on Al substrates one observes a considerable increase of Ng
(Fig. 6.1 (a)) accompanied by a shift of g to higher values (Fig. 6.1 (b)). Influ-
ences can be observed for all structure compositions from highly crystalline to
amorphous. The changes in Ns and the g-value are highest for material with the
highest crystallinity (IgS = 0.81), that also possesses the highest porosity (com-
pare section 2.1). For highly crystalline porous material deposited on Al sub-
strates, the spin density is a factor of three higher than compared to that deposited
on Mo. The increasing Ns, from values of N = 2.2x 106 cm~3 (Mo substrates) to
7.2 x 10 cm~3 (Al substrates), is accompanied by a shift of the average g-value
from g = 2.0044 to 2.0046. For higher amorphous phase content the absolute
changes in Ns are considerably less with ANs ~ 106 cm=2 for I?® = 0.71 and
they further decrease with increasing amorphous content.

To determine whether the HCI, the water, or the drying in air atmosphere
causes the changes in Ns, powder obtained from samples deposited on Mo sub-
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Figure 6.2: (a) ESR spectra of highly crystalline material (I(EfS = 0.82) before and after
treatment in HCI, H,O, and storage in air atmosphere. Panel (b) shows the measured
values of the spin densities, (c) the g-value, and (d) the peak to peak line width AHpp
before and after treatment, respectively.

strates was rinsed in either H,O or HCI/H,O solution, or was just kept in air at-
mosphere for 24 hours. In each case ESR spectra were recorded before and after
the treatment. The results are shown in Fig. 6.2 (a). The spectra were normalized
to the same peak height allowing differences in the line shape to be compared.
The vertical dotted lines indicate the resonances with g-values at g=2.0043 and
g=2.0052, typically observed in uc-Si:H (see section 2.2.2). Independent of the
particular treatment the line shape changes significantly. The intensity of the ESR
signal increases for higher g, which is equivalent with the low magnetic field site.
The increase of the signal intensity at higher g-values is accompanied by a shift
of the zero crossing of the ESR line towards higher values, observable in all spec-
tra. Besides these effects, which are similar for all sample treatments discussed
here, slight differences occur for the case of the H,O treatment. Here the spectra
taken before the treatment already show a higher intensity of the signal at high g-
values. However, the characteristic changes upon the treatment and the observed
shift of the average g-value are a general trend for all treatments. This indicates
that the pre-treatment differences in the "H,O”-spectra are a result of the fact that
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instability effects already affected the material before the first measurement has
been performed. This is in agreement with the observed values of the spin den-
sity Ns, the electronic g-value, and the line width AHpp plotted in Fig. 6.2 (b,
¢, d). Independently of the particular treatment one observes an increase of all
these three quantities. For all treatments (i) the spin density increases by up to
a factor of three, saturating at values of Ns ~ 6x 101® cm=3, (ii) the electronic
g-value shifts to higher values starting from g=2.0044 (2.0045 for H,O) and final
values of g=2.0046, and (iii) the line width increases from AH,, =6.8+0.1 G
(7.3+0.1 G for H,0) to 8.7 0.1 G. Quite surprisingly, the final values of Ns, g,
and AHpp are the same for all treatments.

This result clearly indicates that it is not the HCI etching step, which causes
the additional increase in Ns, the shift of the electronic g-value, and the increased
AHypp. In fact, the observed changes are essentially the same if the powder is just
treated in water and even a simple storage of the material in air leads to a similar
effect. The fact that the pre-treatment values of the "H,O”-material are slightly
higher, compared to the material treated in HCI and air supports the assumption
that in this case instability effects already set in before the first measurement could
be performed.

The study of different treatments, described above, was performed on material
with a pronounced crystallinity. The effects of an increasing amorphous phase
is now discussed. For a better understanding of the results shown below, it is
important to note, that with increasing amorphous content of the films the film
structure may change as well as the film composition. While 13° = 0.82 material
shows a high degree of porosity, ISS = 0.71 material is still highly crystalline,
but compact. Finally |§s = 0.47 material is prepared at the transition between
microcrystalline and amorphous growth and shows a rather compact structure with
a high a-Si:H contribution (see section 2.1).

Fig. 6.3 (a) shows the ESR spectra of material with three different structure
compositions ranging from highly crystalline porous (I(F:*S = 0.82) over highly
crystalline compact material (I(F:‘S = 0.71) to material at the threshold between
crystalline and amorphous growth (IES = 0.47). The spectra were taken before
and after a H,O treatment and then normalized in order to show differences in the
line shape. Also indicated as vertical dotted lines are the resonances with g-values
at g=2.0043 and g=2.0052. Changes in the shape of the ESR spectra can be ob-
served for the 13° = 0.82 and I® = 0.71 material, while on the other hand the
line shape of the IES = 0.47 spectra remains unchanged upon the H,O treatment.
As for the I(F.fs = 0.82 material, which was discussed above (see Fig. 6.2), in the
|(F:es = 0.71 samples the intensity at the high g-value site of the spectra has a larger
contribution to the total ESR intensity after the treatment. In Fig. 6.3 (b, c, d)
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Figure 6.3: (a) ESR spectra of material with three different structure compositions rang-
ing from highly crystalline porous over highly crystalline compact material to material at
the threshold between crystalline and amorphous growth, before and after a H, O treat-
ment (see section 3.3.1 for details). Panel (b) shows the measured values of the spin
densities, (c) the g-value, and (d) the peak to peak line width AHpp versus | gs , before and
after treatment.

the absolute values of N, the g-value, and AHp versus 135 before and after the
treatment are shown. As can be seen from the figure, the magnitude of instability
effects decreases with increasing amorphous phase content. While for the highest
crystallinity (ISS =0.82) Ns increases by about a factor of three, the changes for
the ISS = 0.71 material are considerably less and almost disappear for the material
prepared at the transition between microcrystalline and amorphous growth. The
same effect can be observed for the values of g and AH,p. Both quantities in-
crease upon treatment, the absolute changes however are less pronounced for the
transition material.

Because the ESR spectra of uc-Si:H can be described by two contributions at
0=2.0043 (db1) and g=2.0052 (dby), it is interesting to see in which way and to
what degree the respective spin states are involved in the increase of Ns, AHpp,
and the average g-value. The ESR spectra of Fig. 6.3 (a) therefore have been de-
convoluted into these two contributions. The fits were performed using Gaussian
lines with a line width of AHpp =5.6 G and AHpp = 9.7 G for the dby and db,
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Figure 6.4: De-convolution of the ESR spectra already shown in Fig. 6.3 (a) into the
two signals at g=2.0043 and 2.0052 before (upper traces) and after the treatment (lower
traces).

resonance, respectively. For fitting, the line width and the peak position were kept
fixed, and only the amplitude of the Gaussian was varied. The results are plotted
in Fig. 6.4. In the figure the measured data, the fit curve as well as the individual
resonances are shown. The vertical dotted lines indicate the g-values at g=2.0043
and g=2.0052. All spectra show the asymmetric uc-Si:H line shape and can be
well approximated by the two resonance lines at g=2.0043 and g=2.0052. Unsur-
prisingly, for the transition material the relative contribution of both resonances
changes only slightly. Before and after the treatment the spectra are dominated
by the db; signal, which increases slightly after the treatment. Looking at the
|§s = 0.82 material the picture changes considerably. While in the original state
the spectrum is dominated by the db; signal, the post-treated spectrum is clearly
determined by spin centers contributing to the db, signal. The same effect, but
less pronounced, can be observed for the highly crystalline but compact material.
To determine the absolute changes Ns was evaluated for each resonance (db; and
db,) by integrating the individual fit and comparing the contributions to the total
intensity of the spectra. The values of Ns determined by this procedure are shown
in Fig. 6.5. The plot shows the spin density of the individual lines before and after
the treatment in H,O for each crystallinity investigated. Quite surprisingly, the
treatment only effects paramagnetic states resulting in the db, resonance, while
the line at g=2.0043 remains unaffected. For the IES = 0.82 material Ng of the
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Figure 6.5: Spin density of the resonances at g=2.0043 and g=2.0052 before and after
treatment in H, O.

db, line increases by more than a factor of 6 from values of Ng = 8 x 101° cm=3
to Ns = 5x 101 cm=3 while the db; resonance remains constant at values of
about Ns = 1.5x 10 cm=3. As expected from the overall spin density plotted
in Fig. 6.3 (b) the absolute changes decrease with increasing amorphous content,
the characteristic, however, remains the same. The line analysis shows that the
increasing spin density can be attributed to an increase of the db, resonance while
the db; resonance at g=2.0043 stays constant.

In this section, it has been reported that the spin density of uc-Si:H increases
as a result of contact with atmospheric gases or by a treatment in H,O. In partic-
ular, the number of spin states contributing to the db, resonance increases, while
the spins of dbs remain unaffected. The magnitude of the instability changes thus
depends strongly on the particular structure. With increasing amorphous content
and more compact structure the changes are reduced or may even disappear. How-
ever, so far the reason for these changes and the particular processes involved are
unclear. It is interesting to consider if, and how, the material can be returned
back to its initial state. The clear dependency of the magnitude of the changes
in Ns on the structure, in particular the porosity, suggests that surface processes
are involved. Assuming that the changes in the ESR signal intensity are a result
of adsorption of atmospheric gases or water, annealing in inert gas atmosphere
or vacuum might restore the initial material properties. This is the subject of the
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Figure6.6: ESR signals of highly crystalline porous (IgS =0.82), highly crystalline com-
pact ( Igs =0.71), and from material at the transition from crystalline to amorphous growth
(I8 =0.47 for different annealing periods.)

following section.

6.1.2 Reversible Effectsin the ESR Signal

Material as studied above, i.e. with structure compositions including highly crys-
talline porous, highly crystalline compact, and transition material with a consid-
erable amount of a-Si:H phase, has been stored in air for a prolonged period and
afterwards sealed into argon atmosphere. The samples were then annealed at a
temperature of 80°C for several hours. At regular intervals the annealing pro-
cess was interrupted in order to measure ESR. The resulting spectra are plotted
in Fig. 6.6. Unlike the ESR measurements shown before, these spectra are not
normalized to the same peak height, but relative to the initial curve, denoted as
(1.). Again the vertical lines indicate the position of the g-values at g=2.0043 and
g=2.0052.

The most outstanding result in Fig. 6.6 is that quite moderate annealing tem-
peratures of T = 80°C strongly influence the ESR signal. As expected from the
instabilities observed above, the magnitude of the effects is closely connected to
the structure of the material. Significant changes can be observed for the highly
crystalline porous material (IgS =0.82). The ESR signal decreases strongly af-
ter one hour annealing in argon atmosphere. With increasing annealing period
tann the signal intensity decreases further. On the other hand, the ESR signal of
the highly crystalline compact material (|(F:es = 0.71) changes only slightly. This
is quite surprising as instability effects could also be observed for these types of
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sample! (see Fig. 6.3). Looking at the initial spectra of this sample, one can not
see the typical shoulder at the high g-value site, expected for material exposed to
air or water. The reason for the quite constant resonance upon annealing might
therefore be a result of a higher stability of the material upon treatment in air
or water. The transition material (IE‘S = 0.47) shows the same behavior like the
IES = 0.82 material. The ESR signal intensity decreases after annealing in argon
atmosphere at T = 80°C. As expected from the instability results described in sec-
tion 6.1.1 the effect is less pronounced, compared to the highly crystalline porous
material.

As already mentioned above, the decreasing ESR signal intensity directly
scales with Ns. In fact, from Fig. 6.6 it is clear that the spin density decreases
for the Igs =0.82 and 0.47 material, as a function of annealing period tan,. While
the increase of the spin density exposure to air or water has been attributed to an
increase of the number of spins with a g-value of g=2.0052, the annealing also just
affects the db; resonance. This is shown in Fig. 6.7 (a, b), where the spin densities
of the individual resonances db; and db; are plotted versus tan,. Except for the
IES = 0.71 material, Ngb, decreases, while Ngp, remains constant. The decrease
of the spin density at g=2.0052 is accompanied by a shift of the average g-value
and a decrease of the line width AHp,. Both quantities are plotted in Fig. 6.7 (c)
and (d), respectively. For the |(F:es = 0.82 material, annealing for 250 hours the spin
density decreases from 4 x 1016 cm=3 to 9 x 101® cm~3, while the average g-value
shifts from 2.0047 to 2.0044 and line width decreases from AHp, =8.8 Gto 7.6
G. The final values after 250 hours annealing in argon atmosphere at 80°C are
close to the initial values of the material before the exposure to air, as can be seen
from Fig. 6.3 and 6.5. In fact, the increase of the spin density Ngp,, the shift of
the g-value, and the increase of the line width AH,, can be reversed by a simple
annealing step in argon atmosphere at temperatures of T = 80°C. Interestingly,
the reversible behavior in the ESR signal, particular the strong changes found in
IES = 0.82 material upon air-exposure and annealing can be repeated many times
without any sign of fatigue.

However, while the spin density decreases upon annealing the question arises
at what point the decrease will saturate. After 250 hours Ns shows an asymp-
totic behavior, but still does not saturate. Assuming the involved processes are
thermally activated an increase of the temperature might accelerate the procedure.
Annealing/air-exposure cycles have therefore been performed at a temperature of
T = 160°C. The temperature was carefully chosen to considerably activate the
process without leading to a desorption of hydrogen, which in term would lead
to the creation of additional dangling bond defects. Fig. 6.8 shows the results

'Note, that the samples used for annealing are not the same as the once used for the treatments
in H,O. However, the particular deposition parameters have been kept constant.
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Figure 6.7: The absolute values of Ns for the individual lines at (a) g=2.0052 and (b)
g=2.0043 were determined by deconvoluting the spectra shown in Fig. 6.6. In panel (c)
and (d) the extracted values of g and AHp, are plotted versus the annealing period.

obtained from annealing the highly crystalline porous material (I(F:*S =0.82) inar-
gon atmosphere. For the experiment the sample was stored in air for about 50
hours (upper trace in Fig. 6.8). After annealing the material at T = 160°C for one
hour, the ESR spectrum as shown as the middle trace in Fig. 6.8 was recorded.
Quite surprisingly, the spectrum shows a strong contribution of the conduction
electron resonance, after annealing (compare section 2.2.2). This suggests a con-
siderable shift of the Fermi level up into the conduction band-tail. To determine
Ns of the individual lines, the spectra were deconvoluted as indicated by the gray
lines, shown in Fig. 6.8. The spin densities of the two resonances at g=2.0043 and
g=2.0052 decrease as a result of the annealing. The particular values are plotted
in table 6.1. The high number of electrons trapped in conduction band-tail states
(Nce = 6x10® cm~3) suggests a considerable background doping in this sample.
Quite surprisingly, these changes are reversible and the material can be treated
back to its initial state by simply exposing it to air atmosphere, as shown in the
lower trace of Fig. 6.8.
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Figure 6.8: ESR signal of highly crystalline porous uc-Si:H after storage in air (upper
trace), after annealing at T = 160°C for one hour (middle trace), and after an additional
air-exposure. The vertical dotted lines indicate the g-values of g=2.0043 and g=2.0052
and g=1.998.

6.1.3 Reversible Effectsin the Electrical Conductivity

The changes in the ESR signal described above suggest that reversible effects
might also affect the electrical transport. In particular, the emergence of a strong
CE signal after annealing the highly crystalline porous material at elevated tem-
peratures (see Fig. 6.8) suggests considerable shifts of the Fermi level, which
might also be visible in the electrical conductivity. Fig. 6.9 shows a tempera-
ture cycle taken after the material was stored in air atmosphere for about one
week. The samples were measured in a temperature range between T = 100K
and 450K (e). The material was than kept in vacuum and annealed for 6 hours
at T = 450K. Afterwards the dark conductivity op(T) has been measured again
(a) in the temperature range between T = 450K and 100K. Reversible effects as a
result of air-exposure and annealing cycles, as observed in ESR, can also be seen
in op. The dark conductivity of Igs = 0.82 material, shown in Fig. 6.9 (a), shows
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Table 6.1: Spin densities of the individual resonances of the ISS = 0.82 material after
air-exposure and followed by annealing for one hour at 160°C in argon.

Resonance Ns (storage inair) Ng (after annealing) Ns (air exposure)
0=2.0043 1x10%® cm=3 2x 105 cm=3 1x10® cm=3
g=2.0052 5x 1016 cm~3 1x1016 cm3 5x 1016 cm~3
0=1.998-1.996 - 6x10% cm—2 -

considerably lower values after contact with air, over the entire temperature range
investigated. After exposing to air the room temperature conductivity decreases
by more than one order of magnitude. The conductivity can be restored to its ini-
tial values by annealing the material, just like for the changes observed in ESR.
However, there is a distinct difference of the electrical dark conductivity op be-
tween the porous and compact highly crystalline material upon storage in air and
annealing steps. As for the highly crystalline porous sample (I(F:*S = 0.82) the room
temperature dark conductivity decreases after storage in air, one can observe the
opposite for the compact material, as shown in Fig. 6.9 (b). For the IES =0.71
material the dark conductivity increases upon contact with air. Material prepared
at the transition between microcrystalline and amorphous growth does not show
any changes upon contact with air or annealing. Again the air-exposure/annealing
cycles can be repeated many times without any sign of fatigue. The observed

- 10° 10

g .2! (a) ICRS=0'82 (b) ICRS=0'71 {1 2 S‘DJ
@, 10 : e after air break i 0 §
> 10°] 4 after annealing for 6h | 1 g
= 6] 5 5
B 10°] 10 2
ER o* 2
s 1 0° p10° <
o 4 @
x 10" ) (10" 2
© { 2 annealing for 6 hours r 8
Q 1o —— 10™ =

234567891011 2345678 91011
1000/T [K"] 1000/T [K"]
Figure 6.9: Dependence of the temperature dependent dark conductivity op(T) on

annealingyair-exposure cycles of (a) highly crystalline porous and (b) highly crystalline
but compact material.
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Figure 6.10: ESR signals of highly crystalline and porous (IgS =0.81), highly crystalline
compact (IE‘S = 0.72), and of material at the transition from crystalline to amorphous
growth (135 =0.47)

reversible effects in op show many similarities to earlier investigations made on
material which was grown using the chemical transport technique [20] or hot wire
chemical vapor deposition [166].

6.2 Irreversible Oxidation Effects

As shown above, storing highly crystalline uc-Si:H in air atmosphere results in
a reversible increase of the spin density accompanied by a shift of the average
g-value. However, it has been shown by e.g. infrared spectroscopy, that highly
crystalline uc-Si:H is also susceptible to oxidation effects [11, 20, 51, 13], form-
ing Si-O bonds at the grain boundaries, which are stable up to temperatures of
T =1050 K [20]. In the following section, effects of the oxidation of the grain-
or column boundaries on the ESR signal will be studied. Therefore, samples
with different structure compositions, in fact material prepared in the same run
as the one used for the air-exposure/annealing cycles (section 6.1), have been
sealed into oxygen atmosphere and annealed at temperatures of T = 80°C. Af-
ter selected time intervals the annealing process was interrupted and ESR spectra
were recorded. The spectra measured for the three structure compositions are
shown in Fig. 6.10. As for the reversible changes discussed above, the magni-
tude of the observed changes strongly depends on the structure composition of
the uc-Si:H. However, in contrast to the treatment in argon, annealing in oxygen
atmosphere at a temperature of T = 80°C leads to an increase of the ESR signal
intensity. The observed line shape of the resonance differs significantly from that
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Figure 6.11: Absolute values of (a) the spin density, (b) the g-value, and (c) the peak to
peak line width as a function of the annealing period.

observed in uc-Si:H. In fact, it is impossible to fit the measured data with any
combination of the two resonances at g-values of g=2.0043 and g=2.0052. Fit-
ting with three resonance lines might appear promising, but cannot be justified
without more experimental evidence. On the other hand, a fit with three signals
(either Gaussian or Lorentzian) using as many as 9 free parameters (peak posi-
tion, width, amplitude for each signal) is most questionable. The absolute values
of Ns, g, and AHpp shown in Fig. 6.11 are therefore extracted from the over-
all signal without deconvoluting the spectra. The spin density, plotted in panel
(a), increases with increasing annealing period. The changes are highest for the
highly crystalline porous material (I(F.fS = 0.82), where the overall Ns increases
from values of Ns (t = 0) = 5x10% cm~3 to Ng (t = 250h) = 1.5x 1017 cm~3. With
increasing amorphous content the porosity of the material and therefore the active
surface area decreases. The increase of Ns within 250h is less pronounced, with
ANg ~2x10® cm™ for I8 = 0.71 material, or even disappears for 13° = 0.47.
The increase in the spin density is accompanied by a shift of the average g-value,
which is shown in Fig. 6.11 (b). Again the changes are highest for the porous
sample where the g-value increases from g=2.0046 to g=2.0051; the shift be-
comes less pronounced upon increasing amorphous content. As can be seen in
Fig. 6.10, while the oxidation process proceeds, the peak to peak line width of
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the overall signal increases. The absolute values, plotted in Fig. 6.11 (c), con-
firm that the magnitude of the changes strongly depends on the structure of the
material. While for the porous material the line width increases from values of
AHpp =85 G to 11.5 G, AHp) of the transition material increases only slightly.

In contrast to the air-exposure/annealing cycles described in section 6.1, an-
nealing of oxidized samples in argon at temperatures below T = 200°C does not
have any effect on the ESR signal. For higher temperatures than T = 200°C
bonded hydrogen, used to terminate vacant Si bonds, will desorb, resulting in
a further increase of the dangling bond density. However, assuming that the in-
creasing spin density, observed in Fig. 6.11, is a result of the oxidation, a dip
into hydrofluoric acid (HF), well known from silicon wafer cleaning technology,
provides a simple way to remove the oxide from the surface and by the way pas-
sivating dangling bonds by establishing Si-H bonds.

6.2.1 Reversbility by Chemical Reduction

In order to remove the oxygen surface layer a 5% HF solution was used. The
sample was etched in the acid for 30 seconds, carefully rinsed in distilled wa-
ter, and dried by flushing with nitrogen. To avoid as much re-oxidation and
post-contamination as possible the sample was immediately sealed in argon at-
mosphere and measured within 5 min after the cleaning process. For the ease of
sample handling material has been prepared on glass substrates. The price to pay
is a considerably lower signal to noise ratio due to the reduced sample volume.
Additionally, the ESR spectra of the uc-Si:H is superimposed by signal traces
from the borosilicate glass at g=2.001. However, still one can easily observe the
effects as shown in Fig. 6.12 (a). The figure shows three spectra of highly crys-
talline porous material (i) taken right immediately after the deposition, (ii) after
an annealing step in O, atmosphere for two hours at T = 160°C, and (iii) after
the treatment in HF acid. The spectra shown are not normalized, so differences in
the signal intensity are a result of a change in the spin density. After annealing in
O, atmosphere for two hours the spectrum shows a higher intensity compared to
the “as deposited” signal, indicating an increase of Ns. In fact, the spin density
increases from values of Ns = 5x 101 cm=2 to Ng = 2 x 1017 cm~3, resulting in
the same line shape as observed for the Oz-annealed material in Fig. 6.10. After
the HF-dip the intensity decreases again and the line shape returns back to its ini-
tial form. Looking at the absolute values of Ns, the g-value, and AHp, plotted
in Fig. 6.12 (b, c, d) the success of the HF-dip becomes more obvious. While all
three quantities increase after annealing in oxygen, which in fact is the same effect
as observed for the powder samples, all three quantities restore back to their initial
values, after the treatment in HF acid.
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Figure 6.12: (a) ESR spectra of a porous uc-Si:H sample ( IES = 0.82) deposited on glass
substrate measured right after deposition, annealing in O,, and after etching in HF. In
panel (b) the measured values of Ns, (c) the g-value, and (d) AH,, before and after the
HF-dip are shown.

6.2.2 Charge Transfer caused by Oxidation of N-Type uc-Si:H

As shown above, annealing uc-Si:H in oxygen atmosphere leads to an increase
of the spin density. The fact that the corresponding resonance appears at higher
g-values and exhibits a different line shape than observed for the resonances at
0=2.0043 and g=2.0052 suggests that the additional spin states are somehow dif-
ferent. In Chapter 5 the use of phosphorous doping to probe the density of gap
states was described and it was found that the shift of the Fermi level is governed
by the compensation of gap states. In fact, states within the band gap have to be
filled before states in the conduction band-tail can be occupied.

The aim of this section is to use the n-type doping experiment just in the
opposite direction. The question is, if and how the spin states created by the
oxidation of the surface affect the position of the Fermi level and lead to a de-
population of conduction band-tail states. Annealing experiments have therefore
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been performed on |(F:es = 0.82 material with phosphorous doping concentrations of
101 ¢cm=3. The highly crystalline porous material was chosen because it showed
the biggest changes upon oxidation (see Fig. 6.10). The measured spectra taken
after different stages of the oxidation process are shown in Fig. 6.13 (a). In the ini-
tial state the ESR signal is dominated by the CE resonance, which arises from elec-
trons trapped in conduction band-tail states. As expected from the experiments on
intrinsic material the intensity of the ESR signal around g=2.005 increases as a
function of the annealing period. With the creation of additional states, the CE
centers become depopulated resulting in a decrease of the signal intensity around
0=1.998. This will happen when the states created by the oxidation are located
lower in energy than the CE states. Providing that these states can accommodate
additional electrons they will become occupied, while states in the conduction
band become depopulated. The assumption that the electrons are transferred from
CE states to states created by oxidation of the surface is supported by absolute val-
ues of the spin density plotted in Fig. 6.13 (b). The spin density was determined
by integrating the ESR spectra over the entire range measured. It is surprising, that
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Figure 6.13: ESR signal of a n-type highly crystalline porous uc-Si:H sample with
10 ppm PH5 doping for different periods of storage in oxygen atmosphere. The mea-
surements were taken at T = 40K. In (b) the number of spins (Ns), contributing to the
spectra shown in panel (a) is shown; the spectrum taken in inert gas is arbitrarily set at
0.01 days.
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upon annealing the total number of spins observed in ESR does not vary, while
the g-value changes considerably. As the value of g is strongly connected to the
microscopic environment surrounding the paramagnetic state, this indicates that
only the microscopic location of the resonant electrons changes and defect states
created by oxidation are not involved in compensation effects. The reason for this
remains unclear and requires further investigation.

6.3 OntheOrigin of Instability Effectsin uc-Si:H

In- and out-diffusion of impurities and atmospheric gases leads to numerous insta-
bility and metastable phenomena on the ESR signal and the electrical conductivity
in uc-Si:H at or close to room temperature. It appears, that the amplitude of these
changes is connected to the surface area of the material. Reversible and irre-
versible changes in Ng are highly pronounced for I(F.fs = 0.81 material which ex-
hibit a very porous structure (compare section 2.1). In highly crystalline material
with only a minute amount of amorphous phase content, which has shown to be
compact, the effects are much less prominent and are almost absent for still lower
Igs. In the following section the observed meta-stable and irreversible effects in
uc-Si:H of various structure compositions will be discussed. The main effects to
consider are adsorption and oxidation on surfaces, caused by atmospheric gases.

6.3.1 Adsorption of Atmospheric Gases

The results presented in section 6.1 show that the spin density Ns, the average g-
value, as well as the electrical conductivity op strongly depend on the particular
treatment and the history of uc-Si:H material. While Ns increases upon storing
in air atmosphere, the effect can be reversed by a simple annealing step in argon
atmosphere. A detailed analysis of the ESR spectra shows that the changes in Ng
can be traced back to a varying number of spins with a g-value of g=2.0052, while
the db1 resonance at g=2.0043 remains unaffected. On the other hand, for op not
only the amplitude, but also the direction of the changes depends on the structure
of the material. While for the I = 0.82 material op decreases, an increase is
observed for the ISS = 0.71 material as a result of a storage in air atmosphere.
The airbreak/annealing cycles can be observed still after many cycles with no
fatigue or the appearance of any irreversible effect.

The question arises, how far the observed effects of the various structure com-
positions can be related to each other and/or have the same origin. Taking into
account the low energies required for the air-exposure/annealing cycles one can
exclude the possibility of breaking up and annealing of Si-DB as a possible origin
for the varying Ns. One could also speculate that adsorption leads to a strong
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Figure 6.14: Energy band bending and Fermi level shift due to (a) the adsorption and the
(b) desorption of oxygen on surface of uc-Si:H.

band bending, which could result in a bond breaking via weak-bond dangling
bond (WB-DB) conversion, similar to the field effect and doping induced defect
creation found in a-Si:H [167]. However, it is difficult to fit the reversibility of
the observed effects with the WB-DB conversion. Taking the reversible changes
of op into account, the adsorption of oxygen seems to be a most likely candidate
[20] to explain the observed metastable effects in ESR and electrical conductiv-
ity. In fact, while the material is in contact with air, additional surface states can
arise due to the adsorption of atmospheric gases. The following models have been
mainly developed and have widely been used to explain the gas sensing properties
of semiconducting oxides, like SnO2 and ZnO [168, 169, 170, 171, 172].

As determined by Hall measurements, for intentionally undoped wuc-Si:H one
generally observes n-type behavior. The in-diffusion of oxygen along the column
boundaries and the adsorption of O, on the surface of the crystalline columns will
therefore capture an electron from the conduction band forming an O state. The
capturing of the electron is equivalent to the occupation of a localized surface
state, induced by the adsorption of O,. This is possible, because the energy level
of the O; state is below the Fermi level of the material without the presence of
oxygen. This can be described by the following reactions

O2(gas) = O2(ads)

e~ + Oz(ads) = O, (6.1)

2(ads)”

The transfer of charge carriers will lower the Fermi level and the accumulation
of trapped charge carriers at the column boundary will lead to a band bending in
the material. This is shown schematically in Fig. 6.14. The changes of the dark
conductivity op are therefore a result of two different, however interconnected
effects. While the trapping of charge carrier at the surface leads to changes in
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the free carrier concentrations, the increasing barrier height handicaps the charge
carrier transport. As dark conductivity in uc-Si:H is usually measured perpen-
dicular to the growth direction, a charge carrier has to cross a number of column
boundaries before it reaches the other electrode (compare Fig. 2.1). To overcome
the barriers formed at the column boundaries, a charge carrier has to be thermally
excited. This model of barrier-limited transport is based on the ideas of Seto [41]
and has been successfully applied to explain the transport behavior of polycrys-
talline silicon. In the case that the free charge carrier concentration in the columns
is higher than the density of surface states induced by adsorption of O, the current
is given by
-Eg

I const-exp(w) (6.2)
and is so extremely sensitive to the barrier hight Eg. This assumption is plausible
if one bears in mind that a typical surface adsorption will exchange charge carriers
of the order of 101° — 1012 e/cm? [173]. Taken a charge carrier concentration of
Np = 1017 cm~3 in the bulk of uc-Si:H [96] and a column diameter of 200 nm the
free charge carrier concentration is about one order of magnitude higher than the
number of surface states created by adsorption. Upon annealing in argon atmo-
sphere, the desorption of oxygen will lead to a re-emission of the trapped charge
back into the bulk. The band bending will decrease to its initial state and restoring
the values of the electrical conductivity.

The considerations made above can explain the reversible effects observed in
highly crystalline porous material I(F:‘S = 0.82 very well. For highly crystalline but
compact material I = 0.71, on the other hand, the conductivity shown in Fig. 6.9
strongly deviates from the characteristic found in |§s = 0.82 material. While for
the later one op decreases, for |(F:es =0.71 material op increases upon contact with
air.

The key-issue for the different behavior is the porosity. While in highly crys-
talline porous material atmospheric gases can easily diffuse along the column
boundaries leading to the creation of surface states, the compact structure of
I(F:*S = 0.71 prevents the diffusion of atmospheric gases into the material. One
would therefore not expect any strong influence on the barrier height at the col-
umn boundaries upon contact with air atmosphere. However, oxygen can still be
adsorbed at the film surface. Providing that the charge carrier density within the
film is small, i.e. the Fermi level position is close to the mid gap, the creation
of O; states at the film surface might lead to the induction of holes. In fact, due
to the capture of an electron by the surface state, holes are induced into the film,
resulting in an increasing op. Adsorption processes could therefore also account
for the meta-stability of op in highly crystalline compact material. This assumes
that the O; surface states lies energetically below mid gap, which however re-
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mains speculative. However, this process was recently suggested to account for
the properties of porous silicon gas sensors [174].

Can this adsorption process, as described above, also account for the reversible
effects found in the ESR signal? Caused by the band bending, states located in
surface near regions become depopulated. The particular details are difficult to
predict as they will depend on the relationship between the effective correlation
energy, the energy position and the energy distribution of the defects. In a simple
picture, if one starts from a negatively charged D~ state, depopulation will lead to
a neutral DO state and one would observe an increase of the ESR signal intensity.
Upon annealing in argon atmosphere, the desorption of oxygen will lead to a re-
emission of the trapped electrons back into the film restoring the initial values of
Ns.

Compatible with the change in occupation of near-surface states is the effect
of annealing at 160°C in Ar. In highly crystalline porous material (|§s =0.82) this
leads to the appearance of a strong CE signal, resulting from a shift of the Fermi
level into the conduction band-tail (compare Chapter 5). The observation is in
agreement with the direction and magnitude of changes observed in op and indi-
cates considerable n-type background doping of this nominally un-doped sample.
A comparison with the data measured in Chapter 5 the magnitude of the CE res-
onance will correspond to a doping concentration of about Np ~ 7 ppm. Because
of the reversibility of these effect upon contact with air, one can exclude thermally
induced dopant activation as the dominating process. However, the reason for this
strong shift of Eg in |(F:€S = 0.82 material remains yet unknown.

Itis interesting, that the changes in Ns are due to an increasing number of spin
states at g=2.0052 while the resonance at g=2.0043 remains unaffected. The data
suggest that both states, dbs and dby, are located in different microscopic envi-
ronments, spatially separated from each other. In fact, from the study of intrinsic
uc-Si:H material, it was concluded that the db, signal arises from states located
at the column boundaries, while on the other hand, there are some indications
that the db1 is connected to the crystalline grains. Taking into account a Debye

screening length of
Lp = ﬁ ~12.5nm (6.3)
Npq

and a diameter of the columnar clusters of 200 nm, the observed processes are re-
stricted to the surface of the crystalline columns. In other words, the depopulation
of D~ states, caused by the band bending upon contact with air, only occurs in re-
gions close to the surface. Because the increasing ESR signal intensity is borne by
the db, states, it is tempting to relate the db, signal to states located at the colum-
nar surface. On the other hand, the fact that the db; states remain unaffected by
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the treatment suggest that they are located within the crystalline columns.

6.3.2 Irreversible Effects caused by Oxidation

Unlike the reversible adsorption effects, the effects of oxidation on the ESR signals
are not reversible by moderate temperature annealing or long time storage in inert
gas or in vacuum. The process seems to be thermally activated, starting already at
room temperature. The non-reversible occurrence of additional spins by annealing
in oxygen is linked to this oxidation process. The effect is again closely related
to the size of the surface area and the fact that the increase of Ns after annealing
in Oy or air can be restored by an HF dip supports that the observed effect is a
surface process. The depopulation of CE states due to creation of Si-O related
defect states supports the assumption that the energy of additional states observed
in ESR is below the energy of conduction band-tail states. In this context, it
is remarkable that electrons located in conduction band-tail states seems to be
transferred to states created by oxidation and are not involved in compensation
effects, as reported in Chapter 5. However, more evidence from experimental data
are need to resolve this issue. Infrared as well as secondary ion mass spectroscopy
combined with ESR and electronic conductivity of material in various oxidation
states seems a promising task for the future.

6.4 Summary

The instability and metastability phenomena in uc-Si:H are numerous and are a
matter of great concern for the understanding of the material properties as well
as for possible technological applications of these materials. It appears, that the
amplitude of these changes is connected to the surface area of the material. Ng
changes due to adsorption are highly pronounced for |§s = 0.81 material, which
is known to be very porous. At lower IES the effects are much smaller or absent.
With increasing amorphous content the material is getting more compact and the
additional amorphous phase, incorporated between the crystalline columns, leads
to a better termination of the crystal surfaces, which are therefore less susceptible
for adsorption of impurities and atmospheric gases. Note, that the optimum uc-
Si:H material for solar cells is found close to growth conditions of amorphous
material. The fact, that the changes only affect the db, resonance (g=2.0052)
supports an earlier assumption that the related defect is separated from the defect
resulting in the db; line (g=2.0043). Most likely, the db, defect is located at or
near the grain boundaries, while the db; states is located within the crystalline
columns. An alternative explanation for the increase of the db, resonance would
relate the resonance with states of the adsorbed species.
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Chapter 7

Transient Photocurrent
M easur ements

In the previous Chapters, the density and distribution of defects as well as band-
tail states in uc-Si:H were studied. The presence of these localized states strongly
influences the charge carrier transport in the material. Time resolved charge trans-
port measurements are a powerful tool, which have been successfully applied to
e.g. a-Si:H [97] to study charge transport mechanisms and electronic states asso-
ciated with the transport. In uc-Si:H there is, of course, a wide range of possible
structure compositions giving rise to the possibility that transport properties may
also vary considerably. In this section, a study of hole drift mobility measure-
ments performed on material prepared under conditions for optimum solar cell
performance will be presented. Various samples, as listed in table 7.1, have been
prepared as described in section 3.3.2 and charge carrier transport has been in-
vestigated by time-of-flight experiments. The specimens can be divided into two
groups. While for samples C and D the depletion width d,, extends over the entire
i-layer thickness dj, for samples A and B this is not the case.

7.1 Electric Field Distribution

The standard time-of-flight analysis requires a uniform distribution of the exter-
nally applied field within the specimen. The method relies on the fact, that a
typical time-of-flight sample acts as a capacitor, thus Eq. 3.13 applies. Ideally, the
film is fully depleted and the depletion layer d,, extends over the entire sample
thickness dj, indicating a uniformly distributed electric field within the specimen.
While this behavior is typically observed for a-Si:H diodes, capacitance measure-
ments performed on microcrystalline silicon diodes suggest that in pc-Si:H this is
not always the case [143, 144].
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Table 7.1: Properties of microcrystalline silicon pin diodes used in the TOF experiment.
Listed are the Raman intensity ratio IES, the i-layer thickness dj, the depletion width d,,
the capacitance C(4V,300K), and Cgeom calculated from the geometry (see section 7.1).

Sample |§S d; dv C(4V,300K) Cgeom
[um]  [um] [pF] [pF]

A 071 40 13 60 20
B 070 65 17 46 13
C 060 34 34 22 22
D 061 43 43 18 18

Depletion Layer Capacitance

Capacitance measurements have been performed on samples A-D (see table 7.1)
for different applied voltages V and varying temperatures T, as described in sec-
tion 3.13. The measured values of the capacitance are plotted in Fig. 7.1. Also in-
dicated are the geometrical values Cgeom calculated using Eq. 3.13 with dy, = d;. In
Fig. 7.1 (a) the measured values of the capacitance are plotted as a function of the
applied voltage, measured at a temperature of 300K. One can observe that, from
the characteristic of the capacitance the specimens can be divided into groups.
While for sample C and D the capacitance is independent of the applied voltage
and agrees very well with the values expected from the geometrical dimensions,
samples A and B significantly deviate from this behavior. For samples A and
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Figure 7.1: Sample capacitance of the samples A-D versus (a) the externally applied
voltage and (b) the temperature. The geometrical capacitance Cgeom Shown in the legend
has been calculated using Eq. 3.13 and dyy, = d;.
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B the capacitance decreases with increasing specimen thickness d;, as expected
from Eq. 3.13 (see table 7.1). However, for both samples the measured values are
higher than one would expect from the geometry of the structure. With increasing
applied reverse voltage the capacitance decreases, indicating an increasing deple-
tion layer width. The capacitance also decreases with decreasing temperature (see
Fig. 7.1 (b)). However, even for the highest voltage of V = 12 V or the lowest tem-
perature, the capacitance of samples A and B deviates considerably from Cgeom.
The excess of C indicates that the depletion width dy, (see table 7.1) does not ex-
tend over the whole sample thickness and the electric field is concentrated in only
a fraction of the sample.

From the capacitance measurements the specimen investigated can be divided
into two groups. For samples C and D the depletion width dy, is close to the
physical layer thickness d;. This criterion corresponds to a nearly uniform electric
field across the intrinsic layer during the time-of-flight experiment. On the other
hand, sample A, B do not satisfy this criterion. The shortage of the depletion
width, compared to the i-layer thickness, indicates that the electric field is not
uniformly distributed and rather concentrated to only a fraction of the sample.

7.2 Transent Photocurrent Measurements

Transient photocurrent measurements were applied to all samples listed in table
7.1, in order to determine the properties of the drift of holes. The first part of this
section deals with the transients taken of specimens A and B. Since a detailed anal-
ysis of these transients failed due to the unknown electric field distribution, results
will be discussed qualitatively only. In the second part photocurrent transients of
specimens C and D are presented. As shown above, for both samples the electric
field, applied during in the TOF experiment, is uniformly distributed across the
i-layer and the transients could be analyzed in terms of a standard time-of-flight
analysis.

7.2.1 Non-Uniform Electric Field Distribution

Although the electric field distribution within samples A and B is not uniform,
which is a basic requirement for a TOF experiment to be suitable, transient pho-
tocurrent measurements were also done on these samples. In Fig. 7.2 photocurrent
and photocharge transients for different applied voltages measured for specimens
A and B are shown. All transient currents were taken at a temperature of 300K;
the photocharge transients were determined by integrating the currents. The sam-
ples have been illuminated through the n-layer using an excitation wavelength of
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Figure 7.2: Transient photocurrent and photocharge measured for (a, b) sample A and
sample B are shown (a, b) and (c, d), respectively. The transients were taken at a temper-
ature of T = 300K for different applied voltages at room temperature.

A=500 nm (Epnoton=2.48eV). For samples A and B with a Raman crystallinity of
I8 ~0.7 the absorption coefficient is @ ~5.5x10* cm~1, which corresponds to an
absorption depth in the intrinsic layer of about 0.16 um [175]. While the elec-
trons, generated very close to the n-layer, are swept away very quickly (within
nanoseconds), the photogenerated holes have to traverse most of the thickness of
the intrinsic layer before reaching the p-layer. Thus nearly the entire photocurrent
corresponds to hole motion (see section 3.1.4 for a detailed description).

As discussed above, for both samples A and B the depletion layer width dy, is
considerably lower than the real i-layer thickness d; (see table 7.1). This indicates
a nonuniform distribution of the electric field within the specimen and, therefore,
unsurprisingly the transients do not show any typical shape, i.e. neither Gaussian
nor dispersive transport behavior (compare section 2.3.2 and Fig. 2.4). In fact, an
interpretation of the transients in terms of the properties of charge carrier trans-
port is impossible, because of the unknown electric field distribution. However,
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the transients show some interesting features which will be discussed below. In
Fig. 7.2 (a) photocurrent transients of sample A are shown. Capacitance measure-
ments have shown that the depletion layer has a width of dy, = 1.3 um and extends
to about 1/3 of the real i-layer thickness (see table 7.1). One can observe that, after
an increase of the current (t < 2x10~8 s), which is caused by the RC-constant of
the measurement circuit, the current starts to decrease with a power-law in time.
The decrease starts at earlier times for increasing bias voltage and a “crossover”
of the currents can be observed. The power-law decay is independent of the ap-
plied voltage and one does not observe any change in slope corresponding to a
transit time, as expected for dispersive transport (compare section 2.3.2). The
photocharge (panel (b)) determined by integrating the photocurrent transients ap-
proaches an asymptotic value at prolonged times, indicating that Qg is still a good
estimate of the photoinjected charge.

On the other hand, the transits measured on sample B show a quite unex-
pected behavior. The photocurrent transients and the photocharge are shown in
Fig. 7.2 (c, d). For this sample, the depletion layer width extends only to one
fourth of the i-layer thickness. The currents shown in panel (c) show a shape that
strongly depends on the applied voltage. As for early times (t < 2x 1078 s) the
current is determined by the RC rise time of the measurement circuit, the current
for e.g. the 1 V transient drops down to almost zero for about 80 ns before it in-
creases again. The current peaks at about 200 ns before it starts to decrease with a
power-law decay as observed for specimen A. In the photocharge transient plotted
in panel (d) this effect is observable in a plateau at times between t = 2x 1078 s
and 1x 1077 s. With increasing voltage the time range of “zero current” becomes
shorter, the effect is less pronounced and disappears for the highest voltage V = 10
V. The "zero-current” and the plateau observed in the charge transients indicate
that within the sample there are regions, where the energy of the externally applied
field is smaller than kT and the charge carrier packet has to cross this section by
diffusion. As diffusion is a statistical process no current can be observed. At the
time the packet has crossed this low electric field region, the charge carrier drift
can again be measured in the external circuit. With increasing applied voltage the
depletion width increases and therefore the electric field penetrates deeper into the
film; the effect becomes less pronounced.

Unfortunately, because of the unknown electric field distribution within the
sample, the transients can not be readily analyzed to obtain drift-mobilities. Even
if the field distribution were known, there are no established techniques for ana-
lyzing transients with nonuniform fields to obtain dispersive mobility parameters.
The reason for the nonuniform electric field might be a high concentration of free
charge carrier in this intentionally undoped material. A series of samples with
different compensation levels could provide additional information [143].
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7.2.2 Uniform Electric Field Distribution

Unlike samples A and B, in samples C and D the depletion layer thickness dy
extends over the whole i-layer, indicating a uniform distribution of the electric
field. Fig. 7.3 (a) and (c) show photocurrent transients taken at T = 250K on
specimens C and D for several applied bias voltages.

The transient photocurrents were measured for several bias voltages in the
range between V=0 V and V=6 V. The transient at 0 V is due to the "built-in”
electric field, and indeed such transients have been used to infer the internal fields
(see e.g. [176]). Each transient shows two power-law segments, the “pretransit”
with a fairly shallow power-law decay and the “posttransit” regime with a steep
decay. This is a signature of dispersive transport (compare section 2.3.2). The
currents, obtained for different voltages, do intersect, which indicates a voltage
dependent transit time t;. In other words, with increasing voltage the change in
the power law occurs earlier, resulting in a crossover” of the currents. Because
the time where the change in the power law occurs is interpreted as t, this indi-
cates a decreasing transit time upon increasing V. Fig. 7.3 (b, d) show the transient
photocharge Q(t, V) for varying externally applied voltage obtained by integrating
the transient photocurrent I(t) (shown in Fig. 7.3 (a, ¢)). The photocharge at longer
times and for higher voltages approach a constant value, denoted as Qg, which was
used to estimate the total photogenerated charge. The fact, that the charge mea-
surement for the higher voltages approach the same asymptotic value for the total
charge of Qp=25 pC and Q=20 pC for sample C and D, respectively, indicates
that Qg is likely a good estimate of the charge of photogenerated holes. It seems
important to note, that the difference of Qg between both samples is due to differ-
ent laser intensities and not due to any loss of photoexcited charge carriers within
the intrinsic layer. This is different for the 0 V applied voltage. Even though the
photocurrent transient has the form expected for time-of-flight, it does not show
the correct asymptotic photocharge. In this case holes are indeed trapped, pre-
sumably in dangling bonds, before they could reach the collecting electrode. The
time required for a charge carrier to reach the collecting electrode is of the order
of the deep trapping life time tp, hence not all the photoinjected charge can be
collected. In Fig. 7.4 the collected photocharge Q(co) for sample C and D is plot-
ted versus the externally applied voltage V. The value of Q(c0) was determined
after t = 6 x 10~%s for both samples; for higher voltages Q() saturates indicating
that all the photoinjected charge has been collected. Determining the photoin-
jected charge from the high voltage transients, the deep trapping mobility-lifetime
product uh can be evaluated using
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Figure7.3: Panel (a) and (c) show transient photocurrents taken at T = 250K on specimen
C and D for several applied bias voltages. The corresponding Q(t) (b, d) were determined
by integrating the transient photocurrent. The asymptotic value Qg is a measure of the
photogenerated charge.

where V is the externally applied and Viq the voltage due to the built-in field of the
pin structure [177]. For low voltages Q(co) increases linearly and from the slope
a pthy product of urhy = 1x 1077 cm?/V for specimen C and urht = 2x 1077
cm?/V for D can be extracted. The crossing point of this line with the x-axis is an
estimate of the internal voltage Vi, caused by the built-in field of the pin-structure,
which amounts to Vin; = 0.4 V for specimen C and Vjn; = 0.3 V for specimen D.
This analysis assumes that the internal field is uniform for an external voltage of
V=0 V. Evidence for this assumption comes from the normalized photocurrents
discussed below.

For Fig. 7.5 the transient photocurrents of Fig. 7.3 were normalized using
Inorm = I(t)diz/(Qo(V +Vint)). Qo is the total charge generated in the structure, d; is
the i-layer thickness, V is the externally applied voltage, and Vijy; is the correction
for the built-in field. This normalization procedure eliminates the simple Ohmic
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Figure 7.4: Total photocharge Q(co) of holes collected aftert = 6 x 1085 as a function of
applied voltage ("Hecht Plot”). The data points were taken from Fig. 7.3 (b) and (d).

scaling of I(t) prior the transit time. If one allows for the built-in field by adding
a correction of Vjnt=0.40 V and V;t=0.30 V to the applied voltage for sample C
and D, respectively, the currents prior to the transit of the charge carriers depend
linearly on the total voltage (V + Vint). The various transients establish what has
been termed an “envelope” curve [131], illustrated as the slow decreasing line in
Fig. 7.5.

Such envelope curves indicate that transport is ohmic” and for a given time
t, the drift velocity of holes in uc-Si:H is proportional to the electric field (Note,
that the normalized photocurrent has the dimensions of a mobility (cm?/Vs)). The
fact that even the 0 V transients agrees with the envelop curve indicates that the
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Figure 7.5: Normalized transient photocurrents of (a) sample C and (b) sample D. The
original, as measured, transients are shown in Fig. 7.3.
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assumption of an uniformly distributed internal field, made above, is valid. At
this temperature, the envelope declines as a power-law (t~1+¢) where ¢=0.70 and
a=0.67 are the dispersion parameter for sample C and D, respectively. From the
“pretransit” regime the individual transits break at increasingly earlier times with
increasing voltage. These breaks can be used to obtain a rough estimate of the
transit times. For e.g. sample C the current transients exhibit "transit times” vary-
ing from about 500 ns (for 0.5 V) to 70 ns (for 4V). For earlier times there is
a noticeable increase of the photocurrent above this envelope, especially for the
lower voltages. As already discussed above the absorption depth of the laser light
was about 160 nm, which is about 5% of the sample thickness; electron motion
is thus responsible for about 5% of the total photocharge. The excess current be-
tween 2 x 1078 s and 6 x 10~8s is consistent with a rapid collection of this charge
of electrons.

To summarize: Allowing to correct the externally applied voltage by a voltage
due to the internal field the photocurrent transients show typical features expected
for conventional time-of-flight interpretation. (i) Each transient can be divided
in a "pretransit” with shallow and ”posttransit” region with fairly steep power-law
decay. (ii) The current transients exhibit "transit times” increasing with decreasing
applied electric field. (iii) The charge measurement for the high voltages approach
the same asymptotic value for the total photocharge, indicating that Qg is likely a
good estimate of the charge of photogenerated holes.

7.3 Temperature Dependent Drift Mobility

To get a closer insight into the processes determining the transport, transient pho-
tocurrents were measured in a range of temperatures between 125K and 300K.
Fig. 7.6 displays, as an example, the transient photocurrent of sample C taken at
V =1V for several temperatures T in the range between 300K and 200K. The pho-
tocurrent transients show typical signs for temperature activated hole drift mobil-
ities un 1. With decreasing temperature a declining magnitude of the current and
a shift of the ”kink” to higher values can be observed. The photocharge transients
Q(t), determined by integrating the currents I(t), approach the same asymptotic
value for all temperatures. This indicates that the photogeneration quantum effi-
ciency is independent of temperature and deep trapping is negligible in the mea-
sured temperature range. The dashed line in Fig. 7.6 (b) indicates the value of half
the total collected photocharge Qp/2. The times, where the photocharge transits
cross this line can be interpreted as the time where half the charge has been col-
lected (see section 3.1.4.3 for a detailed discussion). This value will be used as an
estimate for the transit time t, used to calculate hole drift mobilities.
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Figure 7.6: (a) Temperature dependence of the transient photocurrent of sample C and
(b) of the transient photocharge calculated by integrating the corresponding currents in
panel (a).

In Fig. 7.7 the temperature dependence for the average drift mobility of holes
determined for sample C and D is illustrated. This average drift mobility is calcu-
lated as

Hdh = (7.2)

Ft,

where t is the transit time for a particular ratio of a hole displacement L and the
electric field F. Within this work

L d?

—_—=— = -8 2
F = s aviy XL emtV (7.3)

was used. Note, that for dispersive transport systems, drift mobilities for different
materials must be compared at a specific value of L/F [131]. The straight line
is a fit to the data of sample D, for which the measurement had the least scatter.
However, sample C and D have essentially the same average hole drift mobility.
The drift mobilities are simply activated with an activation energy of Ex = 0.13eV.

7.4 Multiple Trappingin Exponential Band-Tails

For sample C and D the model of multiple trapping in an exponential band-tail
[100, 101, 98, 102, 103] was applied to the drift mobility data presented in sec-
tion 7.2.2. The basic features of the model, which has been successfully applied
to amorphous semiconductors, are discussed in section 2.4 and appendix A. In the
multiple trapping model electronic states are simply divided into transport states
(where the charge carriers are mobile) and traps, which simply immobilize the
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Figure 7.7: Temperature dependence of the average hole drift mobility up for samples C
and D; up was evaluated at a displacement/field ratio L/F = 7x10~8cm?/V.

charge carriers until they are thermally re-emitted into transport states. Although
the physical mechanism of multiple trapping in exponential band-tails is rather
complicated and involves a number of processes, the charge transport is mainly
determined by the properties of the band-tail. In fact, the transport mechanism
can be described by a set of only three parameters describing the band-tail. The
model assumes a "band mobility” ug for the holes. Measured drift mobilities are
lower than this value because of the multiple-trapping of holes by localized states
distributed as an exponential band-tail. The width of this band-tail, which lies
just above the valence band edge, is denoted AEy. The third parameter is the
“attempt-to-escape” frequency v, that characterizes thermal re-emission of holes
from a band-tail trap back to the valence band. For fitting, the following function
derived from the exponential band-tail model (see appendix A) was used:

L)  sin(an)

- HoY (e i
F T an(l-a) ( v )(Vt) with “

kT

Here L(t) is the carrier displacement after a delay time t in an electric field F.
In Fig. 7.8 the open symbols represent normalized transient photocharge mea-
surements Q(t)d?/(Qo(V + Vint)) for several temperatures. It has been shown
by Wang et al. [131], that for times prior t; (t < t;) the normalized charge
(Q(t)d?/(Qo(V + Viny))) equals L(t)/F. The physical meaning of the applied nor-
malization is to consider the time t which is required for a carrier to be displaced
by a distance L in an electric field F. The normalized photocharge transits have
been recorded at bias voltages of V = 0.5V and V = 1 V for specimen C and D,
respectively, and were corrected by the internal voltage Vin:. As already discussed,
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Figure 7.8: Symbols are the normalized photocharge measurements taken on (a) sample
C (V =0.5V)and (b) sample D (V =1 V) at the indicated temperatures. The solid lines
are the corresponding calculations using Eq. 7.4 with the parameters indicated.

due to the absorption depth of the laser, which is 160 nm, about 5% of the charge
is attributed to electron motion! and has been subtracted from the transient pho-
tocharge. The portions of these transients at early times close to the electronic
rise-time (t < 5x 1078 s) have been excised, as have the late-time portions where
most holes have been collected. The solid lines in Fig. 7.8 are a fit to the exper-
imental measurements using the parameters listed in table 7.2. Additionally, the
multiple trapping parameter of a typical a-Si:H sample taken from Dinca et al.
[142] are shown. From the fitting a valence band-tail width of AEy = 31 meV for
sample C (AEy = 32 meV for sample D) was derived, which is much narrower
than the widths of AEy = 40—50 meV reported for amorphous silicon [140, 142],
but is still substantially larger than the values as low as 22 meV that are reported
for the conduction band-tail in amorphous silicon [131]. Remarkably, the values
for the band mobility of ug =1 cm?/Vs for sample C and po = 2.3 cm?/Vs for
D, are essentially the same as has been reported in amorphous silicon (for both
electrons and holes) [131, 140, 142]. In this context it is interesting to note, that
the attempt to escape frequency v = 9x 108 s71 (v = 5x 107 s71) is approximately
two to three orders of magnitude smaller than values that have been reported for
holes in a-Si:H [140, 142].

7.5 Discussion
Transient photocurrent measurements have been performed on microcrystalline

material prepared under plasma-deposition conditions similar to those where best
solar cell performance can be achieved. As pointed out above, for conventional

1For a detailed discussion of the topic see section 3.1.4
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Table 7.2: Multiple trapping fitting parameters

Multiple trapping Parameter uc-Si:H  uc-Si:H  a-Si:H
sample C sample D ref. [142]
Valence band mobility zo [cm?/Vs] 1.0 2.3 0.7
Band-tail width AEy [meV ] 31 32 45
Attempt-frequency v [s1] 9x108  5x10° 1x10%

time-of-flight measurements, estimation of drift mobilities is best done in samples
for which the depletion width d,y is close to the physical layer thickness d;, which
corresponds to a nearly uniform electric field across the intrinsic layer during
the time-of-flight experiment. As can been seen in table 7.1 this criterion is not
always fulfilled for the specimens investigated. In this section, the data of the
samples where a standard time-of-flight analysis could be successfully applied
will be summarized and discussed in more detail.

7.5.1 Photocurrent and Photocharge Transients

The photocurrent and photocharge transients presented in section 7.2.2 show sev-
eral features expected for a conventional time-of-flight interpretation. First, the
charge measurements for the higher voltages approach the same asymptotic value
for the total photocharge Qo. This indicates that Qg is likely a good estimate of the
charge of photogenerated holes and that for the higher voltages no loss of photo-
excited charge carriers occurs, e.g. due to deep trapping. Plotting the currents on
a log-log scale, the photocurrent decays consist of two linear branches, indicating
a power-law behavior typical for dispersive transport. Additionally, the current
transients exhibit "transit times” (where the power-law decay steepens markedly)
varying from about 500 ns (for 0.5 V) to 70 ns (for 4 V). Even the 0 V transient
has the form expected for time-of-flight, but does not have the correct asymptotic
photo-charge. It seems reasonable that for OV bias voltage applied the holes were
ultimately trapped by deep levels (not band-tail states) during transit. Plotting
the collected photocharge versus the voltages, a deep-trapping mobility-lifetime
product for holes uth of about 1 x 10~7 cm?V could be evaluated. This value is
in quite good agreement with earlier reports from Brueggemann et al. [23]; how-
ever, JuSka and coworkers found a value which is about one magnitude lower than
the one reported here [178]. These Hecht plots (see Fig. 7.4) have also been used
to determine the internal field caused by the pin structure of the specimen. The
obtained values of Vi, = 0.3 V and 0.4 V are quite reasonable and expected for
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a semiconductor device with a band gap of Eg = 1.1 eV. Considering the internal
electric field, the normalized currents shown in Fig. 7.5 establish an "envelope”
curve, indicating that, for a given time, the drift of holes depends linearly on elec-
tric field.

7.5.2 HoleDrift Mobilities

The drift mobilities have been evaluated using Eq. 3.9. At room temperature hole
drift mobilities of ugp ~ 1 cm?/Vs are obtained from these results. Addition-
ally, temperature dependent photocurrent transients have been recorded in a range
between 100K and 300K. The average drift mobility was evaluated at a particu-
lar "displacement/field” ratio of L/F = 7 x 10~8 cm?/V. The hole drift mobilities
derived are much larger than that of a-Si:H, where typical values are about two
orders of magnitude smaller [142]. However, a direct experimental comparison at
the same value for L/F is not possible, because the transit times t. in amorphous
silicon expected for this L/F value would by far exceed the deep trapping life time
74. Thus, holes would already be captured by deep traps without any chance of
release before they can reach the collecting electrode. Plotting g in an Arrhe-
nius plot shows that the hole drift mobility is simply activated with an activation
energy of Ex = 0.13 eV. The physical meaning of Ea for multiple trapping in an
exponential distribution of traps is still unclear. It has been suggested that Ea cor-
responds to an average energy required for a charge carrier trapped to release it
above the mobility edge [100], but does not describe any particular feature, like a
band-tail width or the depth of any particular trap.

Although electron and hole transport are crucial properties of these films, there
are only few conclusive data regarding the drift mobilities of these carriers in uc-
Si:H, and even less understanding of the physics governing carrier drift. The main
experimental problem has been the high dark conductivity of many of the micro-
crystalline materials, which militates against conventional photocarrier time-of-
flight estimation of drift mobilities. Mobility estimates have been reported us-
ing time-of-flight on specially compensated samples [143] and also using a novel
”photo-CELIV” approach [179]. The results presented here differ qualitatively
from these works performed on different samples of uc-Si:H, which found only a
weak temperature-dependence [143, 179] and a strong electric-field dependence
of the hole drift mobility [179]. The previous work differs from this both in sam-
ples measured and methods applied. However, recent work also performed on
one sample prepared under conditions for optimized solar cells agrees in both the
magnitude of the hole drift mobility and activation energy of uqn [49].
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7.5.3 TheMeaning of Multiple Trapping

One approach to analyzing mobilities in polycrystalline materials is to invoke the
effective masses, that would obtain for electrons and holes in the single crystal,
and assume that the grain boundaries act as scatterers or barriers and as the lo-
cus for traps for the carriers [42]. It is instructive to use this approach crudely to
calculate an effective-mass carrier mobility” for holes x;™ utilizing the expres-
sion up™ = vl /(KT /€), where vy, is the "thermal velocity” for holes (about 107
cm/s in c-Si near room-temperature)? and | is a scattering length. If the scattering
length is identified with a typical crystallite size of 3 nm, one infers y™ = 120
cm?/Vs, which is about 100 times larger than the estimate in Table 7.2. The effects
of traps and barriers do not seem to explain the discrepancy for the samples, since
these were already (implicitly) incorporated in the analysis that led to the estimate
uo =1cm?/Vs.

It is therefore most likely that the existence of band-tail states strongly effects
the charge carrier transport. The disorder within the investigated material is suffi-
cient to strongly alter the band edge states from their crystalline counterparts. In
particular, a mobility-edge has been formed within the band-tail® (i.e. states lying
deeper in the energy gap are localized).

The mobility-edge has been widely applied to amorphous semiconductors
[97, 131], and has recently been applied to microcrystalline samples with a large
fraction of amorphous tissue” [73]. Here the suggestion is that it also applies
to samples that are predominantly crystalline. In the mobility-edge model, hole
states with energy levels below the mobility-edge (E < Ey) are completely de-
localized (by definition), although with very different wave functions than the
effective-mass states of crystals. Hole states lying above the mobility-edge (E >
Ey) are localized. Both analytical and computational studies of mobility-edges
[164, 180] indicate that the localization radius for a hole state grows very rapidly,
and may even diverge, as the energy state approaches the mobility-edge. It is not
clear theoretically how particular atomic-scale features such as ”strained bonds”
are incorporated into the band-tail states.

The estimates of 31 meV and 32 meV (see table 7.2) for the microcrystalline
material seem unremarkable in the context of work on holes in amorphous silicon,
which yields values in the range 40 — 50 meV. It is worth noting, that disorder af-
fects holes and electrons very differently. The conduction band-tail in amorphous
silicon has a width around 22 meV [97, 131]. Electron properties in samples quite

2The concept of a "thermal velocity” vy, = (2kg T /me)Y/2 is based on effective-mass theory, and
has no meaning in other transport models.

3The multiple-trapping model invokes a “transport edge” that most workers associate with
Nevill Mott’s "mobility-edge;” however, alternate views have been proposed, in particular "hop-
ping only” and "potential fluctuation” models.
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similar to the present ones have been studied using post-transit time-of-flight [73].
However the finding was that band-tail multiple-trapping did not apply for these
transients. An interesting possibility is therefore that electron transport may be
governed by effective masses in exactly the same material for which holes require
a mobility-edge approach. The fact that the hole band-mobility wg is about the
same in the present microcrystalline samples and in amorphous silicon seems to
support the mobility-edge interpretation, and more broadly suggests that a value
near 1 cm%/Vs may be a universal property of a mobility edge. Such "universality”
is also suggested by the fact that electron band-mobilities in amorphous silicon are
also around 1 cm?/Vs [97, 131]. Interestingly, a band mobility of 1 cm?/Vs is not
an obvious implication of the existing theoretical treatments of mobility-edges.

It is quite interesting, that the value of the attempt-to-escape frequency for
microcrystalline silicon is substantially (about 100 times) smaller than the lower
values reported for a-Si:H. However, even for a-Si:H, there is no well-accepted
physical interpretation for this parameter. One often-mentioned interpretation is
that v be identified as a "typical phonon frequency,” but this association fails to
explain either the very low magnitudes or the enormous range of magnitudes that
have been reported experimentally [181, 182]. Yelon and Movaghar have sug-
gested that multi-phonon effects lead to the variations and this perspective has
been applied by Chen et al. to drift mobility measurements [183]. Another possi-
bility originating with high-field drift mobility measurements in a-Si:H has been
that v reflects the bandedge density-of-states g(Ey) [184], which suggests that
the present measurements be interpreted as indicating a substantially lower value
for g(Ev) in microcrystalline than in amorphous silicon. Plainly, one needs more
clues from experiment about the meaning of this parameter, however it seems
possible that its dramatic lowering in microcrystalline silicon could be providing
it.
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Chapter 8

Schematic Density of States

In Chapter 4-7, a study of electronic states located in the band gap of uc-Si:H
using different experimental techniques and conceptional methods was described.
However, all these experiments have certain limitations and therefore provide in-
formation only in a limited range. The aim of this section is to combine this
information into a schematic picture of the density of states in both a spatial and
energetic sense.

From the results obtained in the study of hole drift-mobilities in highly crys-
talline uc-Si:H it could be deduced that the disorder within the investigated ma-
terial is sufficient enough to strongly alter the band-edge states and affects the
charge carrier transport. Applying the model of multiple trapping it could be
shown that the band-tail falls exponentially towards the gap with a band width of
AEy =~ 31 meV. The existence of conduction band-tail states could be observed
by the well known CE resonance found in n-doped wuc-Si:H material, but neither
the shape nor a typical width can be derived from these data. However, recent
investigations using photoluminescence suggest that an exponential distribution
also applies for the conduction band-tail [75].

The ESR signal of intrinsic microcrystalline silicon shows an asymmetric line
shape which can be described by two Gaussian distributions db; and db, at g-
values of g=2.0043 and g=2.0052, respectively. The results presented in this work
suggest that these contributions are independent states located in different micro-
scopic environments. So far the exact location of the states remains unknown.
However, combining the results obtained in this work some speculations can be
made. The energetic position within the band gap can be determined from the
study of n-type material presented in Chapter 5. Together with the data derived
from transient photocurrent measurements presented in Chapter 7, a schematic
picture of the density of states for highly crystalline material can be drawn, as
shown in Fig. 8.1 (a). To provide a comprehensive view on the DOS, the ener-
getic distribution of the db; and db, states within the band gap has been included,
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Figure 8.1: (a) Schematic picture of the DOS of highly crystalline material as derived
from the results of this work. The distribution of the dby and db, states below mid-gap
has been taken from reference [30] and [40]. (b) Schematic band diagram of the transition
region between the crystalline and disordered phase in uc-Si:H (see the text for details).

that have been taken from reference [30] and [40], respectively. It can be seen that
the energy distribution of the db; signal is rather concentrated within the crys-
talline gap of Eg = 1.1 eV, while the db, resonance strongly overlaps with the
conduction band-tail. It was therefore suggested, that the db, resonance in highly
crystalline material are spatially separated from CE states presumably located at
the columnar boundaries. This was also concluded in earlier investigations [165].
Additional support for this thesis comes from the study of intrinsic uc-Si:H pre-
pared at different Ts. Due to the higher deposition temperatures hydrogen desorbs
during the process. As there are a number of indications that the bonded hydro-
gen is located at the column boundaries, terminating dangling bond defects, it is
therefore tempting to relate the higher Ns to a poor surface passivation caused
by the hydrogen desorption. In Chapter 4 it was argued that the increasing Ng
is borne by an increasing number of db, states, suggesting that these states are
located at the column boundaries. The assignment of the db, resonance to surface
states located at the column boundaries is supported by the reversible effects on
the ESR signal investigated in Chapter 6. These processes were attributed to the
adsorption of oxygen at the columnar clusters. As the adsorption mainly effects
the occupation of near surface states, the change of the db, resonance indicates
that the origin of this line are states within this region. Quite surprisingly, the db;
resonance at g=2.0043 stays unaffected by these processes. On might therefore
conclude that the origin of these states is within the crystalline columns, which is
in agreement with an energetic distribution confined within the crystalline band
gap. In conclusion, one can draw a schematic band diagram for microcrystalline
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silicon as shown in Fig. 8.1 b, which illustrates the transition between crystalline
and amorphous phase in uc-Si:H. It is important to note, that the amount of both
phases varies considerably as a function of the deposition conditions. While in
material exhibiting the highest crystallinity no amorphous phase can be observed
and the structure consists only of crystalline columns and column boundaries,
well beyond the transition to amorphous growth crystallites are highly diluted in
an amorphous matrix.

All results summarized in this section indicate that majority of db, states are
located at the columnar surfaces, while the states resulting in the db; resonance
are located within the crystalline grains. With increasing hydrogen or amorphous
content the spin density decreases, indicating that db, states can be passivated by
hydrogen, with an amorphous tissue around the crystallites acting as a passivation
layer.
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Chapter 9

Summary

In the present work, the electronic properties of microcrystalline silicon films have
been studied by using various experimental techniques and a number of concepts
and models used to explain them. Paramagnetic states in uc-Si:H have been in-
vestigated for a large variety of structure compositions ranging from highly crys-
talline, with no discernable amorphous content, to predominantly amorphous ma-
terial, with no crystalline phase contributions. For this material range, the density
of states within the band gap was studied by electron spin resonance (ESR) and
electrical conductivity. Moreover, the hole transport properties in highly crys-
talline material were studied by transient photocurrent measurements and have
been successfully interpreted by the model of multiple trapping in an exponential
band-tail.

The spin density Ns in pc-Si:H films is strongly dependent on the structure
composition of the material. The highest Ng is always found for material with the
highest crystalline volume fraction. With increasing SC during the process, the
spin density decreases, which was attributed to an increasing hydrogen content,
terminating unsaturated dangling bonds. Moreover, the additional amorphous
phase content incorporated between the crystalline columns acts as a passivation
layer, leading to a better termination of unsatisfied bonds at the surface. The strong
dependence of Ns on the deposition temperature Ts, found in HWCVD material,
was attributed to an increasing desorption during the deposition.

Generally, the ESR signal of intrinsic microcrystalline material shows contri-
butions of two resonances at g-values of 2.0043 (db;) and 2.0052 (dby), indepen-
dent of the particular deposition process and structure composition. The relative
contributions of the individual lines changes as a function of the crystalline vol-
ume content. While the ESR spectra of low defect material in the highly crys-
talline regime are dominated by the resonance at g=2.0043, with increasing amor-
phous content the intensity ratio is clearly shifted towards the db, resonance. An
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increasing intensity of the db, resonance is also observed as a result of increasing
Ts.

Reversible and irreversible changes in the ESR signal and the conductivity
found in wc-Si:H due to atmospheric effects are closely connected to the struc-
ture composition, in particular the active surface area. The porous structure of
highly crystalline material leads to the in-diffusion of atmospheric gases, strongly
affecting the density of surface states. Two processes have been identified, namely
adsorption and oxidation. Both processes lead to an increase of Ns. In the case of
adsorption the increase could be identified as arising from changes of the db, res-
onance, while the intensity of the db; resonance remains constant. With increas-
ing amorphous content the magnitude of both adsorption and oxidation induced
changes decreases as a result of a higher compactness of the films. The adsorp-
tion of O2 may be reversed by moderate temperature annealing, while a chemical
treatment in HF is required to reverse the effects caused by oxidation.

Measurements on n-doped uc-Si:H films were used as a probe for the density
of gap states. The results confirm that the doping induced Fermi level shift in uc-
Si:H, for a wide range of structural compositions, is governed by compensation of
defect states for doping concentrations up to the dangling bond spin density. For
higher doping concentrations a doping efficiency close to unity is found. It could
be shown that in uc-Si:H the measured spin densities represent the majority of
gap states (Ns = Npg). The close relationship between the CE resonance intensity
and the conductivity is confirmed, which means the electrons contributing to the
CE signal represent the majority of the charge carriers contributing to electrical
transport.

Transient photocurrent measurements were carried out on uc-Si:H material
prepared in the highly crystalline regime. It was found that in these materials
conventional time-of-flight interpretation is consistent and may be applied to ob-
tain hole drift mobilities. It has been shown that in this material hole transport is
dominated by effects associated with multiple trapping in valence band-tail states.
Analyzing the transient photocurrents it was found that the density of valence
band-tail states falls exponentially towards the gap with a typical band-tail width
of AEy ~ 31 meV.

Combining the information derived in this work a schematic picture of the
density of states in both a spatial and energetic sense has been obtained.
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Algebraic Description of the
Multiple Trapping Model

Dispersive transport is a characteristic observed in many disordered semiconduc-
tors and can be described by simple models of trap-controlled charge carrier trans-
port (see e.g. [97, 185] for a review). Within this section, the special case of
multiple trapping in an exponentially decaying band-tail is described analytically.
The calculations are adopted from Schiff [186], while the algebra is based on
the "TROK” approximations established by Tiedje, Rose, Orenstein and Kastner
[187, 188]. The model assumes that states in the valance band-tail are separated
by an mobility edge Ey, where transport takes place only in the extended states
located below Ey. Charge carriers trapped in states above Ey are totally immo-
bile. In this section, an approximate expression for the experimentally accessible
value of the displacement/electric field ratio L/F is given. For an exponentially
decaying distribution of traps the density of states g(E) in the valence band-tail
can be written as

9(E) = go-exp(—%), (A.1)

where go is the density of states at the mobility edge Ey (note that E is defined
as the zero of energy, which increases in the direction of the bandgap) and AEy
the width of the valance band-tail. One "TROK” approximation assumes that the
capture cross section of the localized states is energy independent and states above
Ev will initially be populated uniformly by carriers which are trapped following
the excitation. Somewhat later, charge carriers in shallow states will be released
thermally, while trapping processes remains random. The demarcation level Ep(t)
can be defined as the energy which separates those states who are so deep that
charge carriers trapped in them have not yet been thermally excited even once,
from those who are in thermal equilibrium with the conducting states. E4 can be
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written as
Eq(t) = Ev + KT In(vt), (A.2)

where KT is the temperature in energy units and v an attempt-to-escape frequency.
It has been shown by Tiedje, Rose, Orenstein, and Kastner that at any time prior
to the transit time and in the absence of recombination the carrier distribution is
determined by the demarcation energy as

N = F(t)f1+exp 3 e, (A3)

where F(t) is an occupation factor which acts to conserve the excitation density
N. For the occupancy factor F(t) one derives

N sin(an)

F(t) - kTogo an

(G (A4)

where a = kT /AEy, while the time dependent drift mobility can be written as

(t) Ny Sln(om)

l+a
O = Ho—y e - — )" (A5)

where Ny is the effective density of states at the mobility edge, n(t) is the density
of mobile charge carriers, and g is their mobility. Since u(t) is defined as

v(t)
=

where v(t) is the mean drift-velocity and F is the electric field, one can find the
displacement L(t) by integration:

u(t) = (A.6)

@ 3 & sin(ar) (,uo

F “kTgy an )( v A1

14

Using Eqg. A.1, the effective DOS in the valence band can be written as

0
N = [9®)-e() (A8)

For kT < AEy and assuming that the integral is dominated by an exponential re-
gion of g(E) below Ey one obtains for Ny

KT Jdo

_ kT -
AEy

Ny =

(A.9)
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Eq. A.7 then becomes

kT

@ _ sin(an) (@ _ kT
T AEy

F  ar(l-a)\v )(vt)” with @

(A.10)
Using this equation the displacement/field ratio only depends on three parameters,
the width of the exponential band-tail AEy, the band mobility o describing the
mobility of charge carriers in extended states and the attempt to escape frequency
v, all describing crucial properties of band-tail.

The analysis of the multiple trapping model presented above is based on the
(plausible) assumption that a Fermi-Dirac type of distribution applies to the car-
riers in traps [186, 128, 188]. This "TROK” approximation has been shown by
Monte-Carlo calculations to be quite good for exponential band-tails, and can
be shown to be exact for the special case @ = 1/2 [189]. For non-exponential
densities-of-states, the TROK approximation is unreliable.
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Appendix B
List of Samples

Table B.1: Parameters of intrinsic uc-Si:H prepared using a HWCVD process. The fila-
ment temperature was Tg = 1650°C, while the deposition pressure was p = 3.5 Pa, except
for samples 02C261-02C297 with p =5 Pa.

Sample [SiHs] m[mg] op[S/em] IES Ns g-value

185°C 01c297 5.0 348 521x10% 06 4.70x10"™> 2.0046
01c298 5.7 358 4.40x107%9 051 5.10x10*15 2.0046
01c299 5.7 375 5.38x107%97 0.4 4.30x10*15 2.0045

02C261 5.0 54.6 0.63 1.67x10%16 20047
02C260 6.3 63.3 7.57x10%1%  2.0048
02C287 55 31.1 0.58 7.01x10%15  2.0043
02C288 4.7 16.4 0.67 9.79x10*1°  2.0048
02C292 6.0 15.7 0 1.66x10*16 2.0047
02C291 7.0 20.7 0.23 8.29x10*15  2.0048
02C297 9.0 13.9 0 1.03x10*16 2.0049
250°C 02c128 3.0 34.8 0.74 8.82x10*6  2.0047
02c117 4.0 455 0.7 3.18x10*16 20049
02¢125 5.0 413 0.63 1.98x10%16 2.0049
02c113 6.0 41.5 0.59 7.76x10%15  2.0046
02c121 7.0 56.3 0.5 8.87x10*15 20047
02c134 9.0 46.3 0 1.17x10*16 2.0052
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Table B.2: Parameters of intrinsic uc-Si:H prepared using a HWCVD process. The fila-
ment temperature was T = 1750°C for samples prepared at Ts = 450°C and Tg = 1650°C
for the other. The pressure was p =5 Pa.

Sample [SiHs] m[mg] op[Sem] I Ns g-value

285°C 01c050 3.0 23.0 1.38x10°% 0.77 2.13x10"T" 2.0480
01c045 5.0 240 2.42x107% 065 1.36x10*16 2.0050
01c052 6.3 221 1.12x107% 054 8.67x10"1® 2.0048
01c047 75 153 1.03x10°% 0.4 2.28x10*16 2.0052
01c051 8.8 150 6.69x10°%7 0.29 1.46x10*16 2.0051
01c048  10.0 141 1.05x10710 0  4.84x10*16 2.0050

01c074  10.0 29.3 0.1 1.42x10*18 20049
01c077 113 248 0 1.18x10*16 2.0050
01c075 125 28.9 0 1.23x10*16  2.0049
330°C 01c067 5.0 316 2.74x1077 2.60x10*17 2.0050

01c073 5.0 356 2.74x10797 0.63 2.84x10*1" 2.0050
01c064 7.5 256 1.15x107% 058 1.29x10*1 2.0053
01c066  10.0 28.1 1.13x107% 042 7.70x10*16 2.0053
01c072 11.3 27.1 5.13x107% (.31 3.08x10*16 2.0051
01c068 125 295 9.38x10712 015 4.37x10*16 2.0053
01c065 15.0 179 1.95x10° 0  1.40x10*Y" 2.0038

01c070 190 195 0 8.30x10*16 2.0051
450°C 00C247 5.0 2.38x107%7 0.76 4.80x10"® 2.0050
00C235 7.5 6.94x107%7 0.66 1.70x1071® 2.0048
00C264 10.0 5.01x107%7 0.75 4.30x10"1® 2.0056
00C241 125 3.30x107%7 0.69 1.00x10® 2.0053
00C258 156 3.05x107%7 0.74 8.10x10"17 2.0050
00C266 15.6 2.46x107% 048 1.30x10*18
00C242 18.8 7.64x107% 058 5.20x10*17 2.0050
00C256 21.9 1.59x107% 055 1.00x10*1 2.0053
00C261 25.0 7.09x10711 0.1 9.00x10*16 2.0057
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Table B.3: Parameters of n-type uc-Si:H prepared using VHF-PECVD. The process pa-
rameters were Ts = 200°C, the pressure was p = 40 Pa and the plasma power density
P =0.07 W/cm?2.

Sample [SiHs] m[mg] op[S/em] 12° (glass) 13 (Al) Ng
1ppm

01B467 2.0 722 3.11x107% 0.81 0.82  2.36x10*16
01B363 4.0 69.3  6.78x107% 0.71 0.77  4.12x10*16
01B357 5.0 785  6.04x10704 0.66 07  5.17x10%16
01B399 6.0 919 1.66x107% 0.33 045  4.24x10*16
01B361 7.0 67.2  1.49x10°10 0 0.03  6.87x10*1°
01B466 8.0 91.1 3.76x10710 0 0 4.44x10%15
5ppm

01B390 2.0 420 2.11x107% 0.83 0.84  4.71x10*16
01B364 4.0 440  6.19x10793 0.78 0.78  1.69x10*Y7
01B385 6.0 83.4  4.24x107% 0.12 04  1.38x10*Y
01B391 7.0 812 2.94x107%8 0 0.05  2.56x10*17
01B468 8.0 93.3  1.90x10798 0 0 7.74x10%15
10 ppm

01B415 2.0 79.0 2.87x107°03 0.82 0.83  1.20x10*Y7
01B402 4.0 60.0  2.06x10702 0.74 0.76  2.52x10*Y7
01B410 6.0 83.0 1.12x107%2 0.38 051  2.72x10*Y7
01B413 7.0 109.0 1.45x10706 0 0.08  1.33x10*Y7
01B472 8.0 87.7  1.72x107%7 0 0 8.71x10*1°
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TableB.4: Parameters of intrinsic uc-Si:H prepared using a PECVD process. The process
parameters were Ts = 200°C, the pressure was p = 300 mTorr, and the was plasma power
density P = 0.07 W/cm?.

Sample [SiHs] m[mg] op[S/em] I8 Ns g-value

VHF 00B501 2.0 75.0 5.09x10°% 0.78 7.20x10"T® 2.0046
00B493 3.0 700 3.47x107% 0.68 2.50x10"16 2.0044
00B489 4.0 80.0 1.34x107% 061 2.15x10*16 2.0044
00B483 5.0 58.0 2.40x107% 053 2.00x10*16 2.0044
00B487 6.0 80.0 6.81x107% 043 1.30x10*16 2.0046
01B098 6.0 104.0 0.39 8.50x1071° 2.0046
01B103 7.0 88.0 0.16 2.80x10*1° 2.0047
00B497 7.0 910 150x1071° 0 266x10*15 2.0047
00B509 8.0 81.0 2.45x1071 3.20x10*1%  2.0048
01B096 9.0 1237 3.60x10*1>  2.0050
00B512 9.0 93.0 2.00x10°1 2.00x10*1>  2.0047
03B274 20.0 67.4 3.80x10*1®>  2.0053
03B275 300 929 5.00x10*1%  2.0054
01B163 50.0 158.0 7.00x10*1>  2.0054
03B277 100.0 655 9.50x10*1°  2.0054

OO oo ooo
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Abbreviations, Physical Constants
and Symbols

Abbreviations

a-Si:H Hydrogenated amorphous silicon

c-Si Crystalline silicon

CE Conduction electron

D* Positively charged dangling bond defect
Do Neutral dangling bond defect

D~ Negatively charged dangling bond defect
DB Dangling Bond

db; ESR line at g=2.0043

db, ESR line at g=2.0052

DOS Density of states

ESR Electron spin resonance

HWCVD Hot-wire chemical vapor deposition

IR Infrared spectroscopy

uc-Si:H  Hydrogenated microcrystalline silicon
MT Multiple trapping

PECVD  Plasma enhanced chemical vapor deposition
SWE Staebler-Wronski-Effect

TCO Transparent conductive oxide
TEM Transmission electron microscopy
TOF Time-of-flight

XRD X-ray diffraction
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Symbols
o Dispersion parameter
A Contact area
b Electrode spacing
Bo Flux density
C Capacitance
D Diffusion constant
d Thickness
di Thickness of the i-layer
dw Depletion layer width
AEc  Conduction band-tail width
AEy  Valence band-tail width
Ag g-tensor
AHpp  Peak to Peak line width
n Energy conversion efficiency
E Band gap
Ea Activation energy
Eg Barrier hight
Eo Energy of the groundstate
Ec Conduction band mobility edge
Ee Fermi level
Eg Energy band gap
Ety Energy of the transport path
Ey Valence band mobility edge
& Relative dielectic constant
F Electric Field
g Electronic g-value
Jdo Electronic g-value of the free electron
g(E) Density of states
L Orbital angular moment
| Current
n Solar cell efficiency
H Hamilton operator
I8 Raman intensity ratio
Jsc Short circuit current density
I width of electrode
L Displacement
Lp Debye screening length
A excitation wavelength
Ho Band mobility
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Q(t)
Q(0)

Trel
Ucorr
Urelax

Uett

Drift mobility

Hole drift mobility

Deep trapping mobility-lifetime product
Spin density of CE resonance
Number of active donors

Spin density of DB resonance (Ngb,; +Ndb,)
Spin density of db; resonance
Spin density of db; resonance
Phosphorous doping concentration
Concentration trapped charge carrier
Spin density

” Attempt-to-escape” frequency
Pressure

Phosphorous doping concentration
Charge density

Photoinjected charge

Transient photocharge

Collected Photocharge

Separation

Mean intersite distance
Localization Radius

Conductivity

Dark conductivity

Spin operator

Temperature

Substrate temperature

Time

annealing period

Spin-lattice relaxation time
Spin-spin relaxation time

Transit time

Substrate temperature

Lifetime

Deep trapping life time

Dielectric relaxation time
Correlation energy

Relaxation energy

Effective correlation energy
Applied voltage
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Vint Internal voltage
vq  Drift velocity

w Lamor frequency
w  Dispersion

Physical Constants

e 1602x107® C Elementary charge

g0 8.8542x10712  AsVv-m ! Dielectric constant

k 1.38066x107% JK-1 Boltzmann’s constant
up 9.274x107% )T Bohr Magneton
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