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The Scalability of Cluster Computers with Gigabit-Etherimterconnect is limited by the un-
availability of scalable Gigabit-Ethernet switches thah @chieve full bisectional bandwidth.
Clos’ idea of connecting small crossbar-switches to a lange-blocking crossbar is not ap-
plicable in a straight-forward manner on Ethernet fabritbis paper presents techniques to
realize large crosshar-switches built up on standard @igzbernet switches as components.
We show how to build Gigabit-Ethernet crossbar switcheh wjt to 1152 ports, achieving full
bisectional bandwidth at a cost of ab&&itL25 per port. The latency of our Clos-switch is less
than10 psec. These numbers are superior to any monolithic switcth@miarket. Using the
ParaStation cluster middle-watea full bisectional bandwidth is achieved and a bi-dirauio
point-to-point throughput of 220 MB/s is found.

1 Introduction

Sophisticated software accelerators render GigabitfBéfea true alternative as an inter-
connect for Cluster Computers. Since small- and mediumdssavitches are available at
attractive prices, this technology is able to serve as axpiersive network for clusters
with up to 64 nodes—as long as the applications do not require high-emiremication
technologies likee.g.Infiniband. However, Gigabit Ethernet networking technology suf-
fers from the unavailability of larger, reasonably pricedtshes. In order to build larger
clusters one either has to purchase an expensive mondiitliich or one is forced to use
a tree of cascaded switches with decreasing accumulatehividth from stage to stage.

A way out of this dilemma was proposed by Clos in the early Sisthe field of
telephony-networks by setting up a special topology of@dsd crossbar-switches provid-
ing full bisectional bandwidth; this scheme is used foranse by Myrinet or Infiniband.

In principle it is also possible to build a similar setup wiligabit Ethernet switches.
Unfortunately, some specific features of the Ethernet jpaittm a large extent inhibit the
exploitation of the bandwidth offered by this topology.

This paper shows how to solve the problem. The capabilitighe building-blocks
play an essential role for the construction of efficient Etle¢ Clos-switches. On the one
hand, they have to be able to support virtual LANs (VLANDn the other hand, it must be
possible to perform a modification of the routing tables anMAC level. Switches that
fulfill these conditions often are characterized as “levai@éhageable”.

The paper is organized as follows: In the next section, tineept of Clos-networks is
briefly reviewed. Sections 3 and 4 discuss spanning tregsal/LANs and multiple span-
ning trees, followed by a sketch of the the setup of cascadeeriget crossbar switches.
In section 6, we present the testbed used for prove of corarebgive results in section
8. We conclude and give a short outlook on further work to beeda the context of the
ALiICEnext project at Wuppertal University.
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Figure 1. Example of a full 3-stage Clos-network based on@-gwitches. The full hierarchical switch provides
8 x 4 ports with full bisectional bandwidth.

2 Clos-Switches

In 1953 Clo$ introduced the idea of multiple cascaded switches intereoted in a mesh-
like topology originally addressing telephone networkbeTnain idea behind this topol-
ogy was twofold: On the one hand, it should render the netwoke fault toleranti.e.
more robust in case of failure of one or more switches. On therdnand, scalability of the
accumulated bandwidth of such systems is by far superiarttiet of centralized systems.

Eventually, Clos’ topology paved the way to set up multgstarossbar networks with
full bisectional bandwidth. The maximum size of a fully ceeted network is no longer
limited by the numbers of ports offered by the biggest swighilable. With increasing
numbers of ports more switch levels are necessary, eachatidihe latency.

Today, all available switched high performance netwoekg.Myrinet?, Quadric$ or
InfiniBancP) make use of Clos’ idea in order to provide a full connegiir large net-
works. This is necessary since the switch boxes availatitetivese technologies typically
offer not more thar®(32) ports.

The basic topology of a 3-stage Clos-network is sketchedjindi 1. It is easy to show
that at any level the same number of connections is providddtet full bisectional band-
width is guaranteed in this manner. In order to make maxirsafja of the connectivity, an
appropriate routing strategy has to be introduced. The nesilt of the present work is a
technique devising such routing on a hierarchy of GigaltitetEhet switches. Furthermore,
figure 1 can serve us to introduce the nomenclature used foltbwing:

e Switches connected to nodes are calekl-1 switches In figure 1, these are the
switches 0, 1, 2, 3, 8,9, 10 and 11.

e Switches connecting level-1 switches only are calledel-2 switches Hence,
switches 4, 5, 6 and 7 are the example’s level-2 switches.
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Figure 2. Basic loop appearing in Clos-switch topologieskad red. In order to suppress such loops, STAs will
switch off the dashed links.

3 Spanning Trees

The major problem setting up a Clos-switch topology via HEikétechnology lies in the
fact that Ethernet switches build spanning trees in ordewtnd closed loops within the
network. While this feature is mandatory for an Ethernetitato function at all, it pre-
vents the parallel exploitation of more than one path betve® switches. Therefore, the
accumulated bandwidth of the network is the same as the lidtidef cascaded switches.

The very importance of spanning trees to avoid loops withifethernet fabric is due
to the fact that, on the Ethernet level, packets don’t hawsticted life time. On the one
hand, this will enable packets to live forever, if the rogtimformation within the switches
creates loops due to misconfiguration. On the other handn-évbe routing is set up
correctly—the existence of broadcast packets within tiheftet protocol provokes packet
storms inside the fabric: whenever a switch receives a lmasigacket on a given port, it
will forward this packet to all other ports irrespective ofyaavailable routing information.
E.qg, if there are two connections between two switches, a bemdackage sent from
one switch to another via one of the connections will be saoklbo its originating switch
via the second connection. Once the originating switchdashied again, the packet will be
sent along its former way once more, and a loop is created.

Unfortunately, Ethernet broadcast packets play a very mapbrole within the Internet
protocol family, since ARP messages on Ethernet hardwaréngplemented using this
type of communicatioh Every time the MAC-address corresponding to a destinstiéh
address is unknown, broadcast messages are sent on Etbeehet

In order to avoid this extreme vulnerability of the Ethernehcept, spanning trees
were introduce® The main idea behind this concept is the detection of loojpisiva
given network fabric and the selective deactivation of stmtmections which would close
possible loops. Unfortunately, the deactivation happeres guite fundamental level of the
switch’s functioning and thus it does not allow the link torgeany data at all.

For a Clos-switch topology one can find closed loops eventersimplest possible
example. Figure 2 sketches a loop in a setuf af 4 switche§. Many loops are found
preventing the fabric from working correctly.

%|n fact, closed loops already appearix 2 setups. Since figure 2 also illustrates the effects of ST tx 4
setup was chosen.
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4 Virtual LANs and Multiple Spanning Trees

In the context of Ethernet fabrics the concept of virtuakloarea networks (VLAN) is
particularly important for our purposes. The main idea isriplement multiple, virtually
disjunct local area networks (LAN) on top of a common hardayer. This is realized
through an additional level of indirection marking everyiva Ethernet packet with a tag
identifying the VLAN it belongs to. The benefit is twofold:ig possible to rearrange the
topology of the network’s fabric just by reconfiguration b&tswitches without touching
any hardware physically. Furthermore, with the supporthaf dperating system, it is
possible to assign a computer to different virtual netwatiksa single network interface
card. As this technology is very useful for mapping a comfgaoyganization virtually
onto a single physical network fabric it is available in maoycalled department switches.

For VLANS, the idea of spanning trees has to be adapted. B¥eAN requires its
own spanning tree for three reasons:

e For the sake of security, broadcast messages shall onlystidevivithin the VLAN
they where created. Otherwise, as far as the the high-lestdqol is concernét it
would be possible to spoof data transmitted within one VLAdI another.

e Within each VLAN there might be loops. The loops would compige the function-
ality of the fabric as a whole if they are not eliminated.

e Evenifthe various VLANs as a whole might build loops, the mectivity within each
separate VLAN has to be guaranteed as long as a physical diomis available. It
is possible to encounter situations where a connectiontiaes shut down for a given
VLAN butis mandatory for the correct functioning of anotMrAN. This dichotomy
can only be cured by spanning trees separately assignedhio/e@AN.

In order to meet these needs of the VLAN technology, the spgninee algorithm
discussed above has been extended to the concept of msfiguming trees (MST). Like
the STA, the MST is standardiz&d

In practice, this mechanism does not seem to help, howewethE experimental setup
described below, we found that the implementation of the M&jbrithm we have tested
is not robust enough to detect the—admittedly very specsaitap of our Ethernet Clos-
switch correctly. In fact, the switches locked up and thewoek was no longer usable.

We came to the conclusion, that one has to be very careful watimg up a Clos-
network based on Ethernet technology. One has to avoid ay Wathin the various
VLANS, because the automatic loop detection and elimimgtiovided by the MST mech-
anism has to be be switched off explicitely. In particulbe tefault VLAN which usually
includes all the ports of the different switches and thustaios many loops has to be
eliminated from the fabric.

5 Ethernet Clos-Network Configuration

Putting together the technologies described in the lagiosexit is possible to avoid the
problem of packet-flooding by loops in Ethernet fabrics. Wecped as follows:

bHere everything above Ethernet protocol level is seen dsleigel.
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Figure 3. Crossbar configuration with virtual switches. EES€ AN is depicted with a different color. The lines
between nodes and level-1 switches are only in nedswitch direction used exclusively by one VLAN; in
switch— node direction each link is used by all VLANSs.

e Various VLANSs are configured, each forming a spanning tree.
¢ In total, as many VLANSs are needed as nodes are attachedrigla #vel-1 switch.

e The node-portsfe. ports with nodes attached) are configured to use a specifidV/LA
(depending on the port) whenever they receive inbounddraffis implements the
required traffic shaping.

e All the node-ports are configured to send outbound trafficnfevery VLAN. l.e.
data from every VLAN (and thus from every node) can be sennhtoaher node,
independent of the VLAN the sending node is mapped to.

Itis essential that traffic sent from any switch directly tacale is not spoiled by VLAN
information. Hence from the nodes’ point of view the netwisrkcompletely transparent
and no modification of the configuration of the nodes has tcaleed out.

Figure 3 sketches the setup of the crossbar configuratiore YieANs are depicted
by the same colors.e., colored switches only carry traffic sent by nodes of the saohar
into the corresponding VLAN. On the other hand, nodes recdata irrespectively of the
sending node’s color. The traffic shaping is implementedbg\fs:

o Traffic sent from a node to another one connected to the samlelewitch does not
touch any other switch. Thusode6 will talk directly to node4.

e With respect to the color of a node the level-2 switch of thaeeaolor will be used in
order to talk to nodes connected to other level-1 switchéds &nsures the efficient
usage of the complete network fabric.

Lets assume the machinesdeO to node3 try to concurrently send data to the nodes
on swi tch2. The traffic fromnodeO will be sent viaswi t ch4, nodel will use
swi t chb, etc. Hence there are 4 independent routes between any two lesweitdhes in
this example. Thus, the full bisectional bandwidth of theeipés guaranteed.
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Furthermore, figure 3 shows another important detail. Ia $@tup,swi t ch4 and
swi t ch5 are only virtual switchesg,e. they are assumed to use the same hardware. As
only 4 ports of a virtual level-2 switch are occupied, onduat switch can use the first
4 ports of a physical switch while another virtual switch agse the remaining 4 ports.
Again the configuration is realized via the VLAN mechanismguarantees that there is
no exchange of data between ports of a level-2 switch destidatdifferent VLANS.

Note that no further effort is introduced since both—vittaad physical level-2
switches—have to handle the corresponding VLAN anyhow. Jdmae arguments hold
forswi t ch6 andswi t ch7.

6 Testbed ALICEnext

Our testbed consists of 144 nodes of the ALICEResiuster located at Wuppertal Univer-
sity, Germany. The dual-Opteron nodes are connected visD& 48T Gigabit-Ethernet
switched?. They are attached to 6 of the 48-port switches, and eachleswitch serves
24 nodes. The other 24 ports are connected to the 4 remainitches. Every level-1
switch is connected via 6 lines to each of the 4 level-2 sweisciT herefore, each physical
level-2 switch hosts 6 virtual ones with VLANS in total casponding to the number of
nodes connected to a level-1 switcihis setup delivers the full bisectional bandwidth.

In a first experiment the fabric was configured in such a waydhly 24 VLANS were
created for all the switches. Unfortunately, this apprdatioduced major problems which
resulted in a total inaccessibility of both the nodes andstligches. The main reason is
that the switches were unable to find a stable MST setup wlitheloops introduced by
our cabling. The only solution we found was to explicitelyitelv off the MST algorithm.

After switching off MST a first proof of concept was obtaingddonfirmation of com-
plete connectivity between the nodes; therefore every meake pinged from any other
node. Nevertheless, a detailed investigation of the fabmieiled a deeper problem lurk-
ing in this setup. In fact, communication between nodesh#d to the same VLAN,e.
connected to the same port number of different switcheskeebas expected. But while
communication from one VLAN to another worked in principlee observed a signifi-
cantly reduced performance.

7 Routing Tables

A detailed investigation of the dynamic routing tables ulagethe underlying problem:
they are created on the fly while the switch is listening to nleéwork traffic between
the nodes. Since all inbound traffic is sent via specific VLAM®Sst switches will never
see traffic sent by a given node. For the example of figusasBt ch5 will never see any
traffic fromnode0. As soon as a switch receives a packet addressed to a nodst imothe
routing tables, it will start to broadcast this packet topadtts. The broadcast introduces
a plethora of useless traffic within the fabric, leading tek® loss and a significantly
reduced performance.

In principle, 3 level-2 switches are sufficient to build a 1g8tt crossbar fabric. The extra ports in our setup
were used to implement a connection to the outside world.
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In order to prevent the switches from creating unnecessaffjctone has to harness
them with static routing tables. These tables explicithaph the traffic addressed to a
distinct node in a given VLAN to a specific port. One has to kieeind that the size of
such routing tables is proportional to both, the number oAWIs and the number of nodes
connected to the fabric. Thus the tables needed for thes@stbl have24 x 144 = 3456
entries. Correspondingly, the routing tables of the erilt6€CEnext machine (with 512
nodes) will containl2288 entries. Fortunately, switches providing this number afist
entries are available,.g.the SMC 8648T switch allows up to 16k entries.

8 Results

First we determined the basic parameters of the buildingkd. These measurements
where carried out using two nodes of the ALICEnext clustehwheir Gigabit-Ethernet
ports connected by a twisted pair cable and no switch in batw&Ve used the very ef-
ficient ParaStation protocol for low level communicatioroirder to reduce the latencies
as far as possibfe As a high-level benchmark the Pallas MPI Benchmark $ti{leMB)
was employed. Two tests have been applgidngpong to determine the latency and
sendr ecv for bandwidth measurements.

| | Back-to-back| single switch| 3-stage crossbalr

Throughput/ node [MB/s] 214.3 210.2 2104
Latency [us] 18.6 21.5 28.0

Table 1. PMB. Throughpusendr ecv for 512 kByte. Latencypi ngpong for O byte messages.

The performance numbers of the directly connected portbedound in the left col-
umn of table 1. The latency presented there is the half-rdatipdime for O byte length
messages as determined viafiiengpong test. The low latency found in our setup is due
to the ParaStation protocolOn the same hardware a fine-tuned TCP-setup will reach a
latency of abou®8 us on MPI-level; out of the box the MPI latency over TCP is ofilen
the range o0 — 100 us. The throughput numbers are for 512 kByte messages. Larger
messages give slightly less throughput of al2utMB/s. This is due to cache effects
when the main memory has to be accessed. The message sizdfftrrbughput was
found to be 4096 Byte for all setups.

In order to determine the influence of a single switch stag&emetwork performance
the same benchmark was carried out communicating via alswitc using two nodes
connected to the same level-1 switch. The correspondimdtsenarked as “single switch”
can also be found in table 1. It can be seen that there is amodsfluence of the switch
on the throughput. Since the latency rises frd®6 us to 21.5 us each switch stage is
expected to introduce a penalty of ordly us. The total latency when sending messages
through all three stages of our testbed is anticipated toboeite27.5 s which would
correspond to a latency of abauts from the switch alone. The throughputis not affected.

The above tests where done with a single pair of processeu®@$e in order to show
the full bisectional bandwidth of the crossbar switch camfagion one has to use as many

dparaStation uses a fine-tuned high-performance protodotieg the overhead of protocols like TCP.
€In fact on other hardware latencies as small@gs were found.
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pairs as possible concurrently. Furthermore, the prosdssee to be distributed in such a
way that a pair's ones are connected to different level-iches.

We have run our benchmarks on 140 processors accessible tiths70 pairs of
processes. The first 24 pairs where distributed over thairstevel-1 switchesetc. For
each pair the two processes were placed on different legelitthes. Therefore, all the
traffic had to be sent via the level-2 switches. Of courseisrasvorst case communication
pattern since real applications normally have traffic ragrdlso within a level-1 switch.

The numbers for the test case presented in table 1 are weeshoanberd.e.the result
for the pair giving the least throughput is displayed théfene would take the average
value of all pairs, the throughput is abdij larger, the best performing pair even gives a
result of abou218 MB/s. The total throughput is larger than 15 GB/s.

Based on the observed latency28f0 us the actual latency introduced by the crossbar-
switch was found to b@.4 usec. This result is far below the values of big Gigabit-Etle¢r
switches with full bisectional bandwidth—at a much loweicpt We expect this number
to be constant for up to 1152 ports.

9 Conclusion and Outlook

We have constructed a scalable crossbar switch using efitlelf Gigabit-Ethernet
components. We ran our performance benchmarks on the WappéiCEnext cluster
system. Full bisectional bandwidth could be achieved aticepf less thare€ 125 per
port’. So far we demonstrated our concept to work for 144 ports. Asxa step we will
scale up the ALICEnext cabling to 528 processors and inchaidéional mesh topologies.
An international patent for our approach was submitted amendind®.
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