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In this paper, we use SVM to construct classifiers to distinguish parallel and antiparallel beta
sheets. Sequences are encoded as psiblast profiles. With seven-cross-validation carried on a
2686 non-homologous protein dataset, we obtain MCC (Matthew Correlation Coefficient) of
0.539836. The result shows that this two categories are separable by sequence profile.

1 Introduction

Beta-sheets are important secondary structures in the three-dimensional structures of pep-
tides and proteins1. Analysis of their properties may therefore help us to understand the
general mechanism of folding in proteins. In this paper, we assume that we know which
part of the amino acid sequence is beta-sheet, and then use a SVM based classifier to
distinguish parallel and antiparallel beta sheets based onsequence profiles generated by
PSI-BLAST2.

2 Dataset

The original dataset includes 2686 non-homologous proteins with pairwise sequence iden-
tity less than 25%. The secondary structure is assigned fromthe experimentally deter-
mined tertiary structure by DSSP3. There are eight secondary structure classes: H (α-
helix), G (310-helix), I (π-helix), E(β-strand), B(isolatedβ-bridge), T(turn), S(bend)and
-(rest). There are 412,748 residues in the whole dataset. Inour experiments, we only use
E(β-strand), B(isolatedβ-bridge) are excluded. There are 89,500β-strand residues in the
dataset, 22.28% of them are parallel, 78.29% of them are antiparallel, and include mixed
samples. Residues from mixed samples are assigned as parallel.

3 Method

3.1 Coding Scheme

We use PSI-BLAST profiles (PSSM) to describe each amino acid.The PSSM has20 ×N
elements with N the length of protein sequence. Each elementof PSSM is an integer
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between -7 and 7, and is scaled to [0,1] range by the followingfunction:

f(x) =







0.0 if x ≥ 5;
0.5 + 0.1x if −5 < x < 5 ;
1.0 if x ≤ −5.

Herex is the value from the raw profile matrix4.

For each protein, we perform 3-iteration blast on non-redundant(nr) database to get
PSSM. The window length is 15 amino acid residues, and is fixedduring the whole process.
This value is commonly used from protein secondary structure prediction based on Support
Vector Machine and Neural Network.

3.2 Support Vector Machine

Support Vector Machine (SVM) is a machine learning method proposed by Vapnik and his
coworkers4. Some samples are inseparable in low dimensional space, SVMuse a kernel
function to map them into high dimensional space, and seek a hyper-plane to divide them.
It performs very well on a lot of pattern recognition problems. In our paper, we use C-
SVM. In this kind of SVM, we need to select a kernel function and the regularization
parameter C for the classifier. We use radial basis function (RBF):

K(Xi, Xj) = exp(−γ‖Xi −Xj‖2)

Different C andγ correspond to different classifiers, so we have to select best value for
them our problem. And we use libsvm toolbox to construct classifiers5, which can be
download from http://www.csie.ntu.edu.tw/ cjlin/libsvm/

4 Experiment and Results

To select the best C andγ for SVM, we randomly group the dataset (2686 proteins) into
56 subsets, and take seven of them to do seven-cross-validation. Each of the seven subsets
has similar parallel and antiparallel composition as the original one. Detailed information
about these seven subsets are omitted. All the results are evaluated by percentage and
Matthew Correlation Coefficient (MCC). Initial test shows C=512 andγ = 0.003175 as
the best parameters. With this values, we do seven-cross-validation on 2686 proteins.
Results are shown in Table 1.

From the results in Table 1, we can see that the total prediction accuracy on the whole
dataset for parallel and antiparallel beta sheets is 85.35%, with MCC of 0.539836, which
shows that sequence profiles are efficient to distinguish parallel and antiparallel beta sheets
using SVM classifiers.

5 Discussion

The presented results illustrate that parallel and antiparallel beta sheets residues can be
separated only using sequence information. Changing window length and adding penalty
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Test set Number of res Antiparallelβ-sheet% Total predict Accuracy MCC
Test1 11831 0.781844 0.860367 0.557849
Test2 13046 0.751265 0.84622 0.558996
Test3 11089 0.785824 0.847777 0.500422
Test4 13920 0.788578 0.863721 0.549801
Test5 12704 0.784635 0.854534 0.531594
Test6 14215 0.785227 0.858248 0.548517
Test7 12695 0.763056 0.840567 0.522223
Total 89500 0.7772 0.853552 0.539836

Table 1. Results on whole dataset

parameters in SVM may further improve the results. We shouldalso do the analysis about
which kind will the mixed samples be predicted to. An upcoming paper will discuss the
results in more details6.
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