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We present a systematic study of neutron-proton scattering in Nuclear Lattice Effective Field The-
ory (NLEFT), in terms of the computationally efficient radial Hamiltonian method. Our leading-
order (LO) interaction consists of smeared, local contact terms and static one-pion exchange. We
show results for a fully non-perturbative analysis up to next-to-next-to-leading order (NNLO), fol-
lowed by a perturbative treatment of contributions beyond LO. The latter analysis anticipates
practical Monte Carlo simulations of heavier nuclei. We explore how our results depend on the
lattice spacing a, and estimate sources of uncertainty in the determination of the low-energy con-
stants of the next-to-leading-order (NLO) two-nucleon force. We give results for lattice spacings
ranging from a = 1.97 fm down to a = 0.98 fm, and discuss the effects of lattice artifacts on the
scattering observables. At a = 0.98 fm, lattice artifacts appear small, and our NNLO results agree
well with the Nijmegen partial-wave analysis for S-wave and P -wave channels. We expect the pe-
ripheral partial waves to be equally well described once the lattice momenta in the pion-nucleon
coupling are taken to coincide with the continuum dispersion relation, and higher-order (N3LO)
contributions are included. We stress that for center-of-mass momenta below 100 MeV, the physics
of the two-nucleon system is independent of the lattice spacing.

PACS numbers:

I. INTRODUCTION

Nuclear Lattice Effective Field Theory (NLEFT) has
recently gained prominence as an ab initio method for
the study of nuclear structure formation at low energies.
The advent of NLEFT has largely been due to rapid de-
velopments in computational algorithms and resources,
which have enabled the efficient combination of lattice
Monte Carlo methods with the low-energy effective field
theory of QCD, known as Chiral Perturbation Theory or
Chiral Effective Field Theory. Such progress has greatly
increased our ability to exploit the advantages of the EFT
method in the realm of many-body nuclear physics, which
remains a highly challenging area of study. Hence, im-
pressive progress has been made within NLEFT in fur-
thering our understanding of the spectra, structure and
scattering of light- and medium-mass nuclei [1–7], see
also Ref. [8] for an early review.

Chiral EFT provides a model-independent approach to
hadronic interactions at the energy scales of interest for
nuclear physics. Based on the spontaneous and explicit
chiral symmetry breaking of QCD, Chiral EFT provides
a systematic treatment of such interactions in terms of a
generic soft scale (Q) which is commonly taken to refer
to the Goldstone boson mass (such as the pion massMπ)
or to external nucleon momenta. In the nuclear physics
context, the EFT is used to work out the interaction

potential between the nuclear constituents. These chi-
ral potentials are then used in an appropriate framework
to generate the bound and scattering states. For the
case of the nucleon-nucleon (NN) interaction considered
here, Chiral EFT also clarifies the observed hierarchy
between many-body contributions to the nuclear force.
This power counting can be expressed in terms of Q/Λχ,
where Λχ refers to the hard scale at which chiral sym-
metry is restored [9]. The contributions to the NN force
are then classified as leading order (LO) for (Q/Λχ)

0, fol-
lowed by next-to-leading order (NLO) for (Q/Λχ)

2, and
next-to-next-to-leading order (NNLO) for (Q/Λχ)

3
etc.,

in decreasing order of importance. For a recent review
of Chiral EFT in nuclear physics, see Ref. [10]. It should
also be noted that Chiral EFT provides a method to sys-
tematically estimate the uncertainty of a calculation at a
given order in the EFT expansion, which is of special rel-
evance is searches of physics beyond the Standard Model
(BSM). With the advent of precision experiments search-
ing for BSM physics, the importance of well-controlled er-
ror estimates for the nuclear contributions have become
essential for the statistical interpretation of purported
BSM signals and hence, ultimately, for any claim of de-
tection, see e.g. Ref. [11] (and references therein).

The fundamental problem of neutron-proton scatter-
ing in NLEFT was first studied at LO in Ref. [12], and
later extended to NLO in Ref. [13], with phase shifts
and mixing angles calculated on the lattice using the
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so-called spherical wall method [14]. This method was
used earlier in the context of variational calculations of
resonant states in 4He [15]. We shall here revisit, in a
systematical manner, the calculation of neutron-proton
scattering observables, which also serve to determine the
low-energy constants (LECs) of the NLO contact terms
of NLEFT. Our work is based on an improvement of the
spherical wall method known as the radial Hamiltonian
formalism, which was proposed and pioneered in Ref. [6]
in the study of alpha-alpha scattering on the lattice. In
this formalism, the two-nucleon problem is formulated in
terms of radial coordinates for each partial wave. Specif-
ically, lattice points with the same radial coordinate are
grouped together and weighted by the appropriate spher-
ical harmonics, which eliminates the need to work with
a computationally costly L3 × L3 problem (where L is
the linear dimension of the cubic lattice) without loss of
precision. This approach can be further accelerated by
binning lattice points with similar radial coordinates into
segments of width aR, as proposed in Ref. [16]. The ad-
vantages of the radial Hamiltonian method were already
demonstrated in Ref. [17] for the phase shifts and mix-
ing angles of a system of two nucleons with a simplified
model potential.

In the present work, we address the task of determin-
ing the LECs of the two-nucleon force at NLO and NNLO
in NLEFT, by means of a chi-square minimization with
respect to neutron-proton phase shifts and mixing an-
gles. This procedure also allows us to provide quantita-
tive estimates of the uncertainties of the NLO constants
in NLEFT, along with estimates of their systematical er-
rors and the impact of such errors on the binding energies
of nuclei. It should be noted that the pioneering calcu-
lations of Refs. [12, 13] (and almost all calcuations of
nuclear properties) were performed with a coarse lattice
spacing of a = 1.97 fm, which corresponds to a relatively
low momentum cutoff of π/a = 314 MeV ⋆. Here, we now
also study the effects of decreasing the lattice spacing to
a ≃ 1 fm, which greatly decreases the impact of lattice
artifacts and systematical errors, and discuss the possi-
bility of further improving the lattice action to decrease
remaining discretization effects. Note that a first study
of discretization errors and lattice spacing variation at
LO has been performed in Ref. [19]. Finally, our study
of lattice spacing variation requires that the two-pion ex-
change potential (TPEP) is explicitly accounted for. In
prior work at a = 1.97 fm, the TPEP at NLO and NNLO
contributions were integrated out by means of a Taylor
expansion in powers of q2/(4Mπ). Since we now use lat-
tice spacings as small as a ≃ 1 fm, we need to include
the full structure of the TPEP in our analysis.

Our paper is organized as follows: The lattice EFT for-

⋆ Note that such soft nucleon-nucleon interactions lead to better
convergence properties in the calculations of many-nucleon sys-
tems and nuclear matter, see e.g. [18].

malism, the radial Hamiltonian method, and the NLEFT
potentials up to NNLO are presented in Section II. In
Section III, we give the results of a fully non-perturbative
calculation of coupled-channel neutron-proton scattering
up to NNLO, followed by a treatment where the NLO
and NNLO contributions are computed perturbatively.
We also study the lattice spacing dependence of the cal-
culated phase shifts and mixing angles. Furthermore,
we investigate how the uncertainty in the four-nucleon
LECs propagates into the prediction of nuclear ground-
state energies. In Section IV, we conclude with a brief
discussion of planned N3LO calculations and other future
directions.

II. LATTICE FORMALISM

We begin with a detailed description of the NLEFT
lattice Hamiltonian on which our calculations are based.
We denote the (spatial) lattice spacing by a, the temporal
lattice spacing by at, and we also define αt ≡ at/a. Our
lattice is a periodic cube of volume L3. For non-zero
temporal lattice spacing, we define the transfer matrix
as [12]

M ≡ : exp (−αtH) :, (1)

with the Hamiltonian

H ≡ Hfree + VLO + VNLO + . . . , (2)

where Hfree is the free nucleon Hamiltonian and VLO,
VNLO, etc. contain nucleon-nucleon interactions of pro-
gressively higher order in NLEFT. The colons in Eq. (1)
denote normal ordering. The energy eigenvalues are
given by

Eλ = −
1

at
logλ, (3)

where λ denotes an eigenvalue of M .
Following Ref. [6], we construct the transfer matrix

in radial coordinates. Specifically, we group the lattice
points (nx, ny, nz) with the same radial coordinate, by
weighting them with the spherical harmonics. Thus, in-

stead of working with the full basis |~R〉, one obtains the
reduced basis

|R〉 ≡
∑

~R′

Yl,lz (R̂
′)δR,R′ |~R′〉, (4)

where Yl,lz is the spherical harmonic for angular mo-

mentum quantum numbers (l, lz) and δ denotes the Kro-
necker delta. We thus obtain the radial transfer matrix

M~R′, ~R
→ M̃R′,R . (5)

A similar approach with a refined grid for the radial lat-
tice was performed in [16].
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To determine phase shifts and mixing angles, we ap-
ply the method proposed in Ref. [17], whereby these are
extracted directly from the radial wave functions. Specif-
ically, one defines three radii, Rin, Rout and Rwall. The
NN interaction contributes in the range 0 < r < Rin,
while an infinite spherical wall barrier is applied for
r > Rwall. In the range Rin < r < Rout, the NN interac-
tion vanishes and the wave function can be expanded as a
linear combination of the spherical Bessel and Neumann
functions, according do

ψl(r) = Ajl(qr) +Bnl(qr), (6)

from which phase shifts and mixing angles can be ex-
tracted. For more details, see Ref. [17] and the ear-
lier work of Ref. [14]. Typical values used later are
Rin ≃ 24 fm, Rout ≃ 28 fm, and Rwall ≃ 30 fm.
We shall now give a detailed description of the Hamil-

tonian H , and its various contributions. The free nucleon
Hamiltonian is given by [12]

Hfree ≡
3ω0

mN

∑

~n

∑

i,j=0,1

a†i,j(~n)ai,j(~n) (7)

−
ω1

2mN

∑

~n

3∑

l=1

∑

i,j=0,1

×
[
a†i,j(~n)ai,j(~n+ êl) + a†i,j(~n)ai,j(~n− êl)

]

+
ω2

2mN

∑

~n

3∑

l=1

∑

i,j=0,1

×
[
a†i,j(~n)ai,j(~n+ 2êl) + a†i,j(~n)ai,j(~n− 2êl)

]

−
ω3

2mN

∑

~n

3∑

l=1

∑

i,j=0,1

×
[
a†i,j(~n)ai,j(~n+ 3êl) + a†i,j(~n)ai,j(~n− 3êl)

]
,

where the êl with l = 1, 2, 3 are unit vectors in the spa-
tial directions, and mN is the nucleon mass. In Table I,
we give the hopping coefficients ωk for lattice actions up
to O(a4). Throughout our work, we use the so-called
stretched action which is defined in terms of the O(a4)-
and O(a2)-improved actions [8]. This gives the stretched
hopping coefficients

ωstr
k ≡ ω

O(a4)
k +N

(
ω
O(a4)
k − ω

O(a2)
k

)
, (8)

where N = 10 is adopted in the present calculations.
In Chiral EFT, the NN force is decomposed into the

long-range components arising from the exchange of pi-
ons, and short-range contributions described by contact
interactions with increasing powers of momenta. Such
two-nucleon contact operators introduce unknown coeffi-
cients which we determine by fitting the data on neutron-
proton phase shifts and mixing angles. In what follows,
we present our contact and pion exchange operators.

TABLE I: Hopping coefficients ωi for the free nucleon action,
for different levels of improvement.

unimproved O(a2) improved O(a4) improved

ω0 1 5/4 49/36
ω1 1 4/3 3/2
ω2 0 1/12 3/20
ω3 0 0 1/90

A. Contact interactions

We begin our treatment of the lattice Chiral EFT inter-
action by considering the various contact operators that
appear up to NNLO in the chiral expansion. At LO, we
consider the following operators

O
(0)
1 ≡

1

2
:
∑

~n

ρ(~n)ρ(~n) :, (9)

and

O
(0)
2 ≡

1

2
:
∑

~n

∑

I

ρI(~n)ρI(~n) :, (10)

as the independent contact operators, with coefficients
C and CI , respectively. Here, ρ(~n) and ρI(~n) are the
local density and local isospin density operators on the
lattice, which are defined in App. A. At LO, the coeffi-
cients C and CI are determined by the spin-singlet (1S0)
and the spin-triplet (3S1) S-wave channels, and can be
parameterized as

[
C

CI

]
=

1

4

[
3 1

1 −1

][
C1S

0

C3S
1

]
, (11)

where C1S
0
and C3S

1
are determined by fitting scattering

data in the 1S0 and 3S1 channels.
In Ref. [12], it was shown that an on-site interaction

such as those shown in Eqs. (9) and (10) do not suffice to
provide a favorable description of the S-wave phase shifts
except at very low momenta. Hence, smeared contact
operators were introduced according to

O
(0)
1 →

1

2L3
:
∑

~q

f(~q )ρ(~q )ρ(−~q ) :, (12)

and

O
(0)
2 →

1

2L3
:
∑

~q

f(~q )ρI(~q )ρI(−~q ) :, (13)

where the smearing factor f(~q ) is

f(~q ) ≡ f−1
0 exp

(
−bs

~q 4

4

)
, (14)
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with bs a free parameter, and the normalization is given
by

f0 ≡
1

L3

∑

~q

exp

(
−bs

~q 4

4

)
, (15)

with

~q 2

2
≡

3∑

l=1

[
ω0 − ω1 cos

(
2π

L
ql

)
+ ω2 cos

(
4π

L
ql

)

− ω3 cos

(
6π

L
ql

)]
, (16)

where the ql are lattice momentum components, and the
O(a4)-improved hopping coefficients ωi are given in Ta-
ble I.
In the analysis of the Ref. [20], smeared contact opera-

tors were found to dramatically improve the convergence
of the NLEFT expansion in the S-wave channels, at the
price of introducing unwanted attractive forces in the P -
wave channels. By means of the projection operators [21],

P (0,1) ≡

(
1

4
−
~σ1 · ~σ2

4

)(
3

4
+
~τ1 · ~τ2

4

)
, (17)

P (1,0) ≡

(
3

4
+
~σ1 · ~σ2

4

)(
1

4
−
~τ1 · ~τ2

4

)
, (18)

for the (S, I) = (0, 1) and (1, 0) channels, good agree-
ment at LO in the P -wave channels can be recovered
(although a similar problem of unwanted forces in the
D-wave channels persists). In the present work, we use
the corresponding smeared LO contact operators

O
(0)
(0,1) ≡

3

32L3
:
∑

~q

f(~q )ρ(~q )ρ(−~q ) : (19)

−
3

32L3
:
∑

~q

f(~q )
∑

S

ρS(~q )ρS(−~q ) :

+
1

32L3
:
∑

~q

f(~q )
∑

I

ρI(~q )ρI(−~q ) :

−
1

32L3
:
∑

~q

f(~q )
∑

S,I

ρS,I(~q )ρS,I(−~q ) :,

for (S, I) = (0, 1), and

O
(0)
(1,0) ≡

3

32L3
:
∑

~q

f(~q )ρ(~q )ρ(−~q ) : (20)

+
1

32L3
:
∑

~q

f(~q )
∑

S

ρS(~q )ρS(−~q ) :

−
3

32L3
:
∑

~q

f(~q )
∑

I

ρI(~q )ρI(−~q ) :

−
1

32L3
:
∑

~q

f(~q )
∑

S,I

ρS,I(~q )ρS,I(−~q ) :,

for (S, I) = (1, 0), where ρS(~n) and ρS,I(~n) are local spin
density and local spin-isospin density operators, defined
in App. A.
According to chiral EFT power counting, there are

seven independent contact operators with two derivatives
at NLO. Here, we use the basis and lattice formulation
of Ref. [13], which leads to the following NLO contact
operators

O
(2)
1 ≡ −

1

2
:
∑

~n

∑

l

ρ(~n)∇2
l ρ(~n) :, (21)

O
(2)
2 ≡ −

1

2
:
∑

~n

∑

I,l

ρI(~n)∇
2
l ρI(~n) :, (22)

O
(2)
3 ≡ −

1

2
:
∑

~n

∑

S,l

ρS(~n)∇
2
l ρS(~n) :, (23)

O
(2)
4 ≡ −

1

2
:
∑

~n

∑

S,I

ρS,I(~n)∇
2
l ρS,I(~n) :, (24)

O
(2)
5 ≡

1

2
:
∑

~n

∑

S

∇SρS(~n)
∑

S′

∇S′ρS′(~n) :, (25)

O
(2)
6 ≡

1

2
:
∑

~n

∑

S

∇SρS,I(~n)
∑

S′

∇S′ρS′(~n) :, (26)

O
(2)
7 ≡ −

i

2
:
∑

~n

∑

l,S,l′

εl,S,l′

[
Πl(~n)∇l′ρS(~n)

+ Πl,S(~n)∇l′ρ(~n)

]
:, (27)

where Πl(~n) and Πl,S(~n) denote current density and spin-
current density operators, the lattice definitions of which
are given in App. A. Following the treatment of Ref. [13]

for the spin-orbit operator O
(2)
7 , we project onto I = 1,

giving

O
(2)
7 → −

i

2

[
3

4
:
∑

~n

∑

l,S,l′

εl,S,l′
(
Πl(~n)∇l′ρS(~n)

+ Πl,S(~n)∇l′ρ(~n)
)
:

+
1

4
:
∑

~n

∑

l,S,l′,I

εl,S,l′
(
Πl,I(~n)∇l′ρS,I(~n)

+ Πl,S,I(~n)∇l′ρI(~n)
)
:

]
, (28)

which eliminates lattice artifacts in the S = 1 even-parity
channels. For the derivative operator ∇l in the NLO
contact terms, we use

∇lf(~n) ≡
1

2a

[
f(~n+ aêl)− f(~n− aêl)

]
, (29)

where a is the spatial lattice spacing, and êl is a unit
vector in spatial direction l. For the double derivative
operator ∇2

l , we take

∇2
l f(~n) ≡ ∇l

[
∇lf(~n)

]
. (30)
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In the radial transfer matrix formalism, we project
each of the NLO contact operators onto the NN partial
waves under consideration, such that V i

X is the matrix
element of operator i in channel X . If we denote the

complete set of NLO contact interactions by V
(2)
con , we

find

〈1S0|V
(2)
con |

1S0〉 = C̃1V
1
1S

0

, (31)

〈1P1|V
(2)
con |

1P1〉 = C̃4V
1
1P

1

, (32)

〈3P0|V
(2)
con |

3P0〉 = C̃5V
1
3P

0

+ C̃6V
5
3P

0

+ C̃7V
7
3P

0

, (33)

〈3P1|V
(2)
con |

3P1〉 = C̃5V
1
3P

1

+ C̃6V
5
3P

1

+ C̃7V
7
3P

1

, (34)

for the uncoupled channels, and

〈3SD1|V
(2)
con |

3SD1〉 = C̃2V
1
3SD1

+ C̃3V
5
3SD1

, (35)

〈3PF2|V
(2)
con |

3PF2〉 = C̃5V
1
3PF2

+ C̃6V
5
3PF2

+ C̃7V
7
3PF2

, (36)

for the coupled ones. It is clear that only certain combi-
nations of the contact operators contribute to each par-
tial wave, which allows for a simplified fitting procedure.

Specifically, we determine C1S
0

and C̃1 by fitting the 1S0

channel, C̃4 by means of the 1P1 channel, C̃5, C̃6 and C̃7

from a simultaneous fit to the 3P0,
3P1 and

3P2-
3F2 chan-

nels, and finally C3S
1

, C̃2 and C̃3 by fitting the 3S1-
3D1

channel.
We note that the fitted LECs C̃i are given in terms

of those of the NLO operators in Eqs. (21) through (26)
and (28) by the relation




C̃1

C̃2

C̃3

C̃4

C̃5

C̃6

C̃7




=




1 1 -3 -3 -1 -1 0

1 -3 1 -3 0 0 0

0 0 0 0 1 -3 0

1 -3 -3 9 -1 3 0

1 1 1 1 0 0 0

0 0 0 0 1 1 0

0 0 0 0 0 0 1







Cq2

CI2,q2

CS2,q2

CS2,I2,q2

C(q·S)2

CI2,(q·S)2

CI=1
(q×S)·k




, (37)

which can be inverted in order to find the original LECs

Ci, once the C̃i have been determined.

B. Long-range interactions

Next, we consider the long-range one-pion exchange
(OPE) and two-pion exchange (TPE) contributions to
the chiral EFT interaction. The latter contributes at
NLO and NNLO. At LO, the OPE potential is given
by [8, 12]

V
(0)
OPE(Mπ) = −

g2A
8F 2

π

∑

S
1
,S

2
,I

∑

~n
1
,~n

2

GS
1
,S

2

(~n1 − ~n2,Mπ)

× ρS
1
,I(~n1)ρS

2
,I(~n2), (38)

where the pion propagator is

GS
1
,S

2

(~n1 − ~n2,Mπ) ≡
1

L3

∑

~k

exp

[
i
2π

L
~k · (~n1 − ~n2)

]

× GS
1
,S

2

(~k,Mπ), (39)

with

GS
1
,S

2

(~k,Mπ) ≡
qS

1

qS
2

M2
π + ~q 2

, (40)

where the ki are lattice momentum components. For the
denominator of Eq. (40), we take

~q 2 ≡ 2
3∑

l=1

[
ω0 − ω1 cos

(
2π

L
kl

)
+ ω2 cos

(
4π

L
kl

)

− ω3 cos

(
6π

L
kl

)]
, (41)

using the O(a4)-improved hopping coefficients ωi of Ta-
ble I. For the numerator of Eq. (40), we take

qi ≡ sin

(
2π

L
ki

)
, (42)

which coincides with the choice of derivative operator
in Eq. (29). We also include the isospin-breaking (IB)
effects due to the pion mass differences. Specifically, we
take

V
(0)
OPE(I = 1) = 2V

(0)
OPE(Mπ±)− V

(0)
OPE(Mπ0), (43)

V
(0)
OPE(I = 0) = −2V

(0)
OPE(Mπ±)− V

(0)
OPE(Mπ0), (44)

for the isospin-triplet and isospin-singlet channels, re-
spectively. This approach is consistent with the conven-
tions of the Nijmegen partial wave analysis. For more
details on the IB corrections to the NN interaction, see
Refs. [10, 22, 23] (and references therein).
The first contribution from the TPE potential appears

at NLO in chiral EFT. We note that several prior con-
tinuum calculations including TPE exist. For instance,
in Refs. [24, 25], dimensional regularization (DR) was
used to remove the divergence appearing in the loop in-
tegral, and a non-local momentum-dependent form fac-
tor was applied to suppress the high-momentum contri-
butions when solving the Lippmann-Schwinger equation.
In Ref. [26], another regularization called spectral func-
tion regularization (SFR) was proposed. Compared to
DR, the SFR method introduces an additional cutoff to
remove the short-range components of the TPE poten-
tial. Recently, a new position-space regularization was
proposed in Refs. [27–29]. The study of effects in nuclear
lattice EFT due to different choices of regularization of
the TPE is beyond the scope of the current work. In this
work, we use the DR expressions with discretized lattice
momenta. We also note that the lattice spacing serves as
a natural UV cut-off.
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Thus far, nuclear lattice EFT calculations have been
performed with a lattice spacing of a = 1.97 fm, and
hence the TPE potentials at NLO and NNLO have not
been included explicitly, but rather been absorbed into
the contact terms. Since we are here studying the effects
of reducing the lattice spacing to a ≃ 1 fm, we shall
for the first time include the full TPE structure. As for
the smeared LO contact terms and the OPE potential,
we define the lattice formulation of the TPE potential in
momentum space, and Fourier transform the results to
coordinate space. The TPE potential is of the form

V
(2)
TPE =

∑

~n
1
,~n

2

∑

S
1
,S

2

T
(2)
S
1
,S

2

(~n1 − ~n2)ρS
1

(~n1)ρS
2

(~n2)

+
∑

~n
1
,~n

2

∑

I

W
(2)
C (~n1 − ~n2)ρI(~n1)ρI(~n2)

+
∑

~n
1
,~n

2

∑

S

V
(2)
S (~n1 − ~n2)ρS(~n1)ρS(~n2), (45)

at NLO. The explicit expressions for the components of
Eq. (45) are

T
(2)
S
1
,S

2

(~n1 − ~n2) ≡
1

L3

∑

~k

exp

[
i
2π

L
~k · (~n1 − ~n2)

]

× T
(2)
S
1
,S

2

(~k), (46)

with

T
(2)
S
1
,S

2

(~k) ≡ 18g4AF
(2)(~q ) qS1

qS2
, (47)

and

W
(2)
C (~n1 − ~n2) ≡

1

L3

∑

~k

exp

[
i
2π

L
~k · (~n1 − ~n2)

]

× W
(2)
C (~k), (48)

with

W
(2)
C (~k) ≡ F (2)(~q )

[
48g2AM

4
π

4M2
π + ~q 2

+ 4M2
π

(
5g4A − 4g2A − 1

)

+ ~q 2
(
23g4A − 10g2A − 1

) ]
, (49)

and

V
(2)
S (~n1 − ~n2) ≡

1

L3

∑

~k

exp

[
i
2π

L
~k · (~n1 − ~n2)

]

× V
(2)
S (~k), (50)

with

V
(2)
S (~k) ≡ −18g4AF

(2)(~q ) ~q 2, (51)

where the function F (2)(~q ) is given by

F (2)(~q ) ≡ −
1

768π2F 4
π

L(~q ), (52)

and L(~q ) is the loop function

L(~q ) ≡

√
4M2

π + ~q 2

2|~q |
log

(√
4M2

π + ~q 2 + |~q|√
4M2

π + ~q 2 − |~q|

)
, (53)

in DR. In order to coincide with the definitions of the
derivative operator (29) and the double-derivative oper-
ator (30), we take

qi → sin

(
2π

L
ki

)
, (54)

and

q2i →

[
sin

(
2π

L
ki

)]2
, (55)

which ensures that the divergences appearing in the loop
diagrams can be absorbed by tuning the contact interac-
tion LECs Ci.
Similarly, we parameterize the sub-leading (NNLO)

contribution to the TPE as

V
(3)
TPE =

∑

~n
1
,~n

2

∑

S
1
,S

2
,I

T
(3)
S
1
,S

2

(~n1 − ~n2)ρS
1
,I(~n1)ρS

2
,I(~n2)

+
∑

~n
1
,~n

2

∑

S,I

W
(3)
S (~n1 − ~n2)ρS,I(~n1)ρS,I(~n2)

+
∑

~n
1
,~n

2

V
(3)
C (~n1 − ~n2)ρ(~n1)ρ(~n2), (56)

where

T
(3)
S
1
,S

2

(~n1 − ~n2) ≡
1

L3

∑

~k

exp

[
i
2π

L
~k · (~n1 − ~n2)

]

× T
(3)
S
1
,S

2

(~k), (57)

with

T
(3)
S
1
,S

2

(~k) ≡ c4F
(3)(~q ) (4M2

π + ~q 2) qS1
qS2

, (58)

and

W
(3)
S (~n1 − ~n2) ≡

1

L3

∑

~k

exp

[
i
2π

L
~k · (~n1 − ~n2)

]

× W
(3)
S (~k), (59)

with

W
(3)
S (~k) ≡ −c4F

(3)(~q ) ~q 2, (60)

and

V
(3)
C (~n1 − ~n2) ≡

1

L3

∑

~k

exp

[
i
2π

L
~k · (~n1 − ~n2)

]

× V
(3)
C (~k), (61)
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TABLE II: Summary of lattice spacings a (spatial) and at

(temporal) and box dimensions L. The physical spatial lattice
volume V is kept constant at (La)3 ≃ (63 fm)3.

a−1 [MeV] a−1
t [MeV] a [fm] L La [fm]

100 150 1.97 32 63.14
120 216 1.64 38 62.48
150 337.5 1.32 48 63.14
200 600 0.98 64 63.14

with

V
(3)
C (~k) ≡ 6F (3)(~q ) (2M2

π + ~q 2)
[
2M2

π(2c1 − c3)− c3~q
2
]
,

(62)
where the function F (3)(~q ) is given by

F (3)(~q ) ≡ −
g2A

64πf4
π

A(~q ), (63)

and A(~q ) is the loop function

A(~q ) ≡
1

2|~q |
arctan

(
|~q |

2Mπ

)
, (64)

in DR. For the momenta ~q, we again apply the conven-
tions of Eqs. (42) and (55).

III. RESULTS

We now turn to a description of our calculational meth-
ods. We take Fπ = 92.2 MeV for the pion decay constant,
and gA = 1.29 for the nucleon axial coupling constant
to account for the Goldberger-Treiman discrepancy [22].
For the nucleon mass, we use mN = 938.38 MeV, and
for the charged and neutral pion masses, we take M

π± =
139.75 MeV and Mπ0 = 134.98 MeV, respectively. We
use the isospin-averaged pion mass

Mπ ≡
2

3
Mπ± +

1

3
Mπ0 = 138.03 MeV, (65)

in the TPEP expressions at NLO and NNLO. For the
constants c1, c3 and c4 that appear in the TPEP at
NNLO, we use c1 = −1.10(3) GeV−1, c3 = −5.54(6)
GeV−1 and c4 = 4.17(4) GeV−1 from the accurate Roy-
Steiner analysis of pion-nucleon scattering adopted to the
counting of the nucleon mass used here [30]. Also, as the
uncertainties of these LECs are very small, we only con-
sider the central values in the following.
We determine the optimal parameter values for the

NLEFT action up to NNLO by performing a chi-square
fit to neutron-proton phase shifts and mixing angles. For
this purpose, we define the uncertainties of the empirical
scattering observables (in each partial wave) according

TABLE III: Summary of the fitting procedure, indicating
which parameters are fitted to what scattering channel at each
order in NLEFT, and the resulting χ2/Ndof (for a = 0.98 fm).

order fit channels fit parameters χ2/Ndof

LO 1S0,
3S1 C1S0

, C3S
1

, bs 30.38

NLO

1S0 C1S0
, C̃1 1.77

3S1, ǫ1 C3S1
, C̃2, C̃3 88.81

1P1 C̃4 11.94
3P0,

3P1,
3P2 C̃5, C̃6, C̃7 6.51

NNLO

1S0 C1S0
, C̃1 0.36

3S1, ǫ1 C3S1
, C̃2, C̃3 28.81

1P1 C̃4 2.79
3P0,

3P1,
3P2 C̃5, C̃6, C̃7 25.59

TABLE IV: Fitted constants and low-energy parameters for
a = 0.98 fm. The LO constants C1S0

and C3S1
are given in

units of [10−4 MeV−2], and the Ci of the NLO interaction
in units of [10−8 MeV−4]. Due to the large lattice (L = 64)
for a = 0.98 fm, an uncertainty analysis using the variance-
covariance matrix as in Table V was numerically unfeasible.
Hence, an estimated uncertainty of 2% has been assigned,
which is consistent with the uncertainties for larger a. For
entries with a dagger (†), the deuteron energy Ed has been
included as an additional constraint.

LO NLO NNLO

C1S0
−0.101(2) −0.105(2) −0.106(2)

C3S1
−0.118(2) −0.087(2) −0.088(2)

bs 0.399(8) − −

Cq2 − 0.00440(8) 0.135(2)
CI2,q2 − 0.0373(8) 0.0303(6)
CS2,q2 − −0.0292(6) −0.0301(6)
CS2,I2,q2 − −0.00190(4) −0.0254(5)
C(q·S)2 − 0.0378(8) 0.0360(7)

CI2,(q·S)2 − 0.00200(4) 0.0212(4)

CI=1
(q×S)·k − 0.0150(3) 0.0165(3)

Ed [MeV] 2.16(4) 2.22(4)† 2.22(4)†

r1S0
[fm] 2.12(4) 2.50(5) 2.63(5)

a1S0
[fm] −22.5(4) −23.4(5) −23.7(5)

r3S1
[fm] 1.73(3) 1.70(3) 1.74(3)

a3S1
[fm] 5.4(1) 5.4(1) 5.4(1)

to Refs. [29, 31], which gives

∆i ≡ max

[
∆PWA

i ,

∣∣∣∣δ
NijmI
i − δPWA

i

∣∣∣∣, (66)

∣∣∣∣δ
NijmII
i − δPWA

i

∣∣∣∣,
∣∣∣∣δ

Reid93
i − δPWA

i

∣∣∣∣

]
,

where ∆PWA
i denotes the uncertainty of the PWA, while

δPWA
i signifies the phase shift (or mixing angle) in chan-
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TABLE V: Fitted constants and low-energy S-wave parameters for a = 0.98 fm. The LO constants C1S0
and C3S1

are given

in units of [10−4 MeV−2], and the Ci of the NLO interaction in units of [10−8 MeV−4]. The smearing parameter bs of the LO
contact interactions is determined by the LO fit, and thereafter kept fixed at NLO and NNLO. The values in parentheses are
the uncertainties calculated using the variance-covariance matrix according to Eq. (B5).

order fit parameters a = 1.97 fm a = 1.64 fm a = 1.32 fm

LO
C1S0

−0.4676(2) −0.3290(7) −0.201(5)
C3S1

−0.6377(2) −0.4482(2) −0.265(5)
bs 0.0524(2) 0.0917(2) 0.173(6)

NLO

C1S0
−0.5(1) −0.35(2) −0.220(2)

C3S1
−0.44(7) −0.21(1) −0.152(4)

Cq2 −0.05(3) −0.032(9) −0.006(1)
CI2,q2 0.08(2) 0.075(2) 0.052(1)
CS2,q2 −0.06(3) −0.046(3) −0.0341(7)
CS2,I2,q2 0.03(2) 0.029(2) 0.0081(2)
C(q·S)2 0.11(2) 0.091(4) 0.0553(2)

CI2,(q·S)2 −0.11(2) −0.074(4) −0.0240(8)

CI=1
(q×S)·k 0.037(8) 0.026(4) 0.019(2)

NNLO

C1S0
−0.5(1) −0.33(4) −0.21(2)

C3S1
−0.5(1) −0.22(1) −0.15(2)

Cq2 0.08(3) 0.093(7) 0.118(7)
CI2,q2 0.07(2) 0.0668(4) 0.045(4)
CS2,q2 −0.06(3) −0.05(2) −0.036(7)
CS2,I2,q2 0.01(2) 0.005(3) −0.014(4)
C(q·S)2 0.10(3) 0.086(7) 0.056(4)

CI2,(q·S)2 −0.10(3) −0.055(4) −0.006(4)

CI=1
(q×S)·k 0.031(8) 0.025(4) 0.018(2)

TABLE VI: Low-energy S-wave parameters, as a function of the lattice spacing a and the order of the NLEFT expansion. Ed is
the deuteron binding energy, and the ai and ri denote the scattering lengths and effective ranges in channel i. The experimental
value of Ed is from Ref. [33], and the scattering lengths and effective ranges are from Ref. [34]. For entries marked with a
dagger (†), the empirical deuteron energy Ed has been included in the fit as an additional constraint.

order a [fm] Ed [MeV] r1S0
[fm] a1S0

[fm] r3S1
[fm] a3S1

[fm]

LO
1.97 2.00(1) 2.041(1) −22.4(4) 1.686(1) 5.46(1)
1.64 2.07(1) 2.093(5) −22.5(7) 1.6932(8) 5.45(1)
1.32 2.12(2) 2.11(2) −22.5(5) 1.71(1) 5.44(1)

NLO
1.97 2.2246(3)† 2.4(6) −23(4) 1.79(3) 5.31(2)
1.64 2.2246(1)† 2.3(1) −23(2) 1.73(1) 5.33(1)
1.32 2.2246(1)† 2.47(3) −23(1) 1.70(1) 5.336(9)

NNLO
1.97 2.2246(3)† 2.6(6) −24(4) 1.82(3) 5.35(2)
1.64 2.2246(1)† 2.5(3) −23(2) 1.74(1) 5.36(1)
1.32 2.22457(7)† 2.6(2) −23(1) 1.744(7) 5.382(5)

experiment − 2.224575(9) 2.77(5) −23.740(20) 1.753(8) 5.419(7)

nel i of the PWA (see also Ref. [32]). Furthermore, δNijmI
i ,

δNijmII
i and δReid93

i refer to the PWA results based on the
Nijmegen I, Nijmegen II and Reid93 NN potentials, re-
spectively. Hence, a measure of systematical error in the
PWA is accounted for in our analysis. The χ2 function
to be minimized is defined as

χ2 ≡
∑

i

(
δPWA
i − δcali

)2

∆2
i

, (67)

where i runs over all values of pCM and channels in-
cluded in the analysis. In Eq. (67), δPWA

i is the phase
shift (or mixing angle) at a given momentum pCM from
the Nijmegen PWA, δcali is the corresponding calculated
NLEFT value, and ∆i is given by Eq. (66).
When fitting the phase shifts and mixing angles of the

Nijmegen partial wave analysis, we note certain simpli-
fying features. Specifically, at LO we determine C1S0

,

C3S1
, and the smearing parameter bs, by fitting the 1S0
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FIG. 1: (color online). Phase shifts and mixing angles for neutron-proton scattering up to NNLO in NLEFT, for our smallest
(spatial) lattice spacing of a = 0.98 fm = (200 MeV)−1 and a temporal lattice spacing at = (600 MeV)−1. The (blue) squares,
(green) circles and (red) triangles denote LO, NLO and NNLO results, respectively. The Nijmegen PWA is shown by the solid
black line.

and 3S1 phase shifts. At NLO and NNLO, we no longer
update the value of bs. At NLO, we determine C1S0

and

C̃1 by fitting the 1S0 phase shift, C3S1
, C̃2 and C̃3 by fit-

ting the 3S1 phase shift and the mixing angle ǫ1, C̃4 by

fitting the 1P1 phase shift, and finally C̃5, C̃6 and C̃7 by
fitting the the 3P0,

3P1 and 3P2 phase shifts. The NNLO
fits are similar, apart from the inclusion of the NNLO
TPEP operators. We do not take the deuteron binding
energy Ed as an additional constraint in the LO fits, as
we do not expect Ed to be accurately reproduced in an
LO calculation. At NLO and NNLO, the experimental
value Ed = 2.224575(9) MeV is taken as an additional
constraint. At LO, we fit up to center-of-mass momenta
of pmax

CM = 100 MeV, while at NLO and NNLO we fit up
to pmax

CM = 150 MeV. Our fitting procedure at each order

in NLEFT is summarized in Table III.

A. Phase shifts and mixing angles to NNLO

Prior NLEFT work has used a relatively coarse lat-
tice spacing of a = 1.97 fm, which corresponds to a
momentum cutoff Λ ∼ π/a = 314 MeV. This rela-
tively low cutoff may induce significant lattice artifacts,
particularly at high momenta. With this in mind, we
here aim to study the NN scattering problem for a =
(200 MeV)−1 = 0.98 fm, with a temporal lattice spac-
ing of at = (600 MeV)−1. The number of lattice points
in each spatial dimension is L = 64, thus the physical
volume is V = (La)3 ≃ (63 fm)3, which is expected to
be large enough to accommodate the NN system with-
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FIG. 2: (color online). Phase shifts and mixing angles for neutron-proton scattering up to NNLO in NLEFT, for a = 1.32 fm =
(150 MeV)−1. For notations, see Fig. 1.

out introducing significant finite volume effects for the
energy region pCM < 200 MeV studied here. Our lattice
parameters are summarized in Table II.

First, we consider the problem of neutron-proton scat-
tering by treating all orders in NLEFT up to NNLO non-
perturbatively, similar to what is done in the continuum.
This means that we construct the transfer matrix accord-
ing to

M ≡ : exp
[
− αt(Hfree + VLO + VNLO + VNNLO)

]
:, (68)

where the potential terms are given by

VLO = C1S0
O

(0)
(0,1) + C3S1

O
(0)
(1,0) + V

(0)
OPE, (69)

at LO,

VNLO = Cq2O
(2)
1 + CI2,q2O

(2)
2 + CS2,q2O

(2)
3

+ CS2,I2,q2O
(2)
4 + C(q·S)2O

(2)
5

+ CI2,(q·S)2O
(2)
6 + CI=1

(q×S)·kO
(2)
7

+ V
(2)
TPE, (70)

at NLO, and

VNNLO = V
(3)
TPE, (71)

at NNLO. Our results for the smallest lattice spacing,
a = 0.98 fm, are shown in Fig. 1. Clearly, the description
of the S-wave channels is quite good even at LO, particu-
larly for 3S1. Compared to LO, significant improvements
occur at NLO and NNLO, in particular for the 1P1,

3P0

and 3P2 channels, as well as for the mixing angle ǫ1.
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FIG. 3: (color online). Phase shifts and mixing angles for neutron-proton scattering up to NNLO in NLEFT, for a = 1.64 fm =
(120 MeV)−1. For notations, see Fig. 1.

While the NLO contributions appear central for a good
description of the P -waves and ǫ1, the TPE contributions
at NNLO do not appear to produce a significant system-
atical effect, although we note that certain channels (such
as 3P2) show marked improvement at NNLO. While the
results for the D-waves appear rather accurate, we note
that the current way of smearing the LO contact inter-
actions does produce unwanted additional forces in the
D-wave channels, which should be dominated by OPE
alone. The D-wave channels are expected to improve
further upon addition of the N3LO contributions, which
will be included in future work [35].

In Table III, we also give the value of χ2/Ndof for each
of our fits (a = 0.98 fm), where Ndof equals the num-
ber of fitted data points (phase shifts or mixing angles at
a given momentum) minus the number of adjustable pa-
rameters. At LO with a = 0.98 fm, we find χ2/Ndof ≃ 30,
which is reasonable given the rather stringent uncertainty

criterion (66) of the PWA. This indicates that we have
a satisfactory description of the 1S0 and 3S1 channels in
the range pCM < 100 MeV. At NLO, the main contri-
bution to χ2/Ndof arises from ǫ1 with pCM > 100 MeV,
while at NNLO ǫ1 and the P -wave channels contribute
roughly equally. These observations are consistent with
the results shown in Fig. 1.

We also give the S-wave low-energy parameters for
a = 0.98 fm in Table IV, along with a summary of the
fitted parameters. We find that the NLO and NNLO
results clearly provide the closest agreement with the
empirical scattering lengths and effective ranges, taken
from Ref. [34]. We note that a3S1

and r3S1
are both sta-

ble at various orders in NLEFT, and reasonably close to
the empirical values. This is easily understood since the
phase shift in the 3S1 channel is accurately reproduced
already at LO. For a1S0

and r1S0
, a clear improvement

is observed at NLO and NNLO compared to the results



12

 0

 10

 20

 30

 40

 50

 60

 70

 80

 0  50  100  150  200

δ
(1

S
0
) 

[d
e
g
re

e
s
]

pCM  [MeV]

NPWA
LO

NLO
NNLO

 40

 60

 80

 100

 120

 140

 160

 180

 0  50  100  150  200

δ
(3

S
1
) 

[d
e
g
re

e
s
]

pCM  [MeV]

-10

-8

-6

-4

-2

 0

 2

 4

 0  50  100  150  200

ε
1
  

[d
e
g
re

e
s
]

pCM  [MeV]

-20

-15

-10

-5

 0

 0  50  100  150  200

ε
2
  

[d
e
g
re

e
s
]

pCM  [MeV]

-15

-10

-5

 0

 5

 10

 0  50  100  150  200

δ
(1

P
1
) 

[d
e
g
re

e
s
]

pCM  [MeV]

-5

 0

 5

 10

 15

 0  50  100  150  200

δ
(3

P
0
) 

[d
e
g
re

e
s
]

pCM [MeV]

-15

-10

-5

 0

 5

 0  50  100  150  200

δ
(3

P
1
) 

[d
e
g
re

e
s
]

pCM [MeV]

-4

-2

 0

 2

 4

 6

 8

 10

 0  50  100  150  200

δ
(3

P
2
) 

[d
e
g
re

e
s
]

pCM [MeV]

-5

 0

 5

 10

 15

 0  50  100  150  200

δ
(1

D
2
) 

[d
e
g
re

e
s
]

pCM [MeV]

-14

-12

-10

-8

-6

-4

-2

 0

 2

 0  50  100  150  200

δ
(3

D
1
) 

 [
d
e
g
re

e
s
]

pCM  [MeV]

-2

 0

 2

 4

 6

 8

 10

 12

 14

 16

 0  50  100  150  200

δ
(3

D
2
) 

 [
d
e
g
re

e
s
]

pCM  [MeV]

-4

-2

 0

 2

 4

 6

 8

 10

 0  50  100  150  200

δ
(3

D
3
) 

 [
d
e
g
re

e
s
]

pCM  [MeV]

FIG. 4: (color online). Phase shifts and mixing angles for neutron-proton scattering up to NNLO in NLEFT, for a (spatial)
lattice spacing a = 1.97 fm = (100 MeV)−1 and a temporal lattice spacing at = (150 MeV)−1. For notations, see Fig. 1.

at LO. We also find that at NLO and NNLO, Ed can be
accommodated without sacrificing any accuracy in the
other low-energy parameters. Finally, C1S0

and C3S1
for

a = 0.98 fm are in reasonably close agreement with the
continuum results of Ref. [29] for a cutoff of R = 1.0 fm,
which suggests that lattice artifacts are under control.

B. Variation of the lattice spacing

Up to this point, we have mostly elaborated on our re-
sults for a = 0.98 fm, which is the smallest lattice spac-
ing we have considered. We shall next comment on our
findings when the lattice spacing is varied in the range
1.97 ≥ a ≥ 0.98 fm, while the physical lattice volume is
kept constant at V = (La)3 ≃ (63 fm)3 (see Table II for
a summary of lattice parameters). As we work within
the transfer matrix formalism, the temporal lattice spac-

ing at should also be varied when a is changed. Here,
we choose at such that at/a

2 is kept constant. This is
motivated by the fact that the Hamiltonian scales with
the lattice spacing as H ∼ 1/a2. For a pioneering LO
calculation of the effects of varying a, see also Ref. [19].

In Table V, we summarize the fitted constants of the
NN interaction as a function of a, along with the S-wave
low-energy parameters in Table VI. We note that the
uncertainties of the fitted constants are obtained by an
analysis of the variance-covariance matrix according to
Eq. (B5), while those of the S-wave parameters are ob-
tained using Eq. (B8). Our computed S-wave parameters
appear very stable with respect to lattice spacing varia-
tion, which suggests that lattice spacing effects are small
in the S-wave channels.

Our results for neutron-proton phase shifts and mixing
angles for a = 1.32 fm are shown in Fig. 2, for a = 1.64 fm
in Fig. 3, and finally for a = 1.97 fm in Fig. 4. Together
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TABLE VII: Summary of fit results (in units of a) for the
perturbative NLO+NNLO analysis at a = 1.97 fm. Fitted
values of Ed are indicated by a dagger (†). Note that the
values of C1S0

, C3S1
and bs are fixed by the LO fit.

LO NLO NNLO

C1S0
−0.462(8) − −

C3S1
−0.633(6) − −

bs 0.054(3) − −

∆C − −0.2(2) −0.0(2)
∆CI2 − −0.02(9) 0.03(9)
Cq2 − 0.03(5) 0.12(5)
CI2,q2 − 0.04(2) 0.03(3)
CS2,q2 − −0.05(5) −0.02(5)
CS2,I2,q2 − 0.00(2) −0.01(2)
C(q·S)2 − 0.06(2) −0.05(2)

CI2,(q·S)2 − −0.10(2) −0.07(2)

CI=1
(q×S)·k − 0.039(5) 0.038(5)

Ed [MeV] −2.02(4) −2.224(3)† −2.224(3)†

with the results for a = 0.98 fm shown in Fig. 1, it is im-
mediately apparent that lattice spacing effects are small
for the S-waves in the range 0 < pCM < 200 MeV, which
is consistent with the behavior of the S-wave parameters.
On the other hand, this situation is quite different for the
P -waves and D-waves. For these higher partial waves, as
well as for the mixing angles ǫ1 and ǫ2, the lattice spac-
ing effects remain small only up to pCM < 100 MeV. For
pCM > 100 MeV, the deviations from the Nijmegen PWA
increase rapidly, but are nevertheless systematically re-
duced when a is decreased.
To conclude, for the S-waves the lattice spacing ef-

fects remain small throughout the range of pCM consid-
ered here, even for the (rather coarse) lattice spacing of
a = 1.97 fm. For the P -waves and D-waves, this situa-
tion holds only up to pCM ≃ 100 MeV. However, we note
that a = 0.98 fm suffices to give an accurate description
for pCM ≃ 200 MeV, regardless of the channel under con-
sideration. This suggests that the observed discrepancies
could be eliminated by a combination of improved lattice
momentum operators and N3LO effects, possibly taken
together with a lattice spacing somewhat smaller than
a = 1.97 fm. We would like to stress that the phase shifts
agree within uncertainties below 150 MeV (with a few
exceptions) for the lattice spacings considered. This val-
idates the statements made in Ref. [19] about the lattice
spacing independence of observables in the two-nucleon
sector.

C. Perturbative treatment of higher orders

We have thus far demonstrated that non-perturbative
fits to neutron-proton scattering data are feasible to any
given order in NLEFT, provided that the requisite po-

TABLE VIII: Summary of fit results (in units of a) for the
perturbative NLO+NNLO analysis at a = 1.64 fm. Notation
as in Table VII.

LO NLO NNLO

C1S0
−0.47(1) − −

C3S1
−0.64(1) − −

bs 0.091(5) − −

∆C − −0.2(2) 0.3(3)
∆CI2 − −0.00(9) 0.1(1)
Cq2 − 0.04(6) 0.18(6)
CI2,q2 − 0.08(3) 0.06(3)
CS2,q2 − −0.05(5) 0.00(6)
CS2,I2,q2 − −0.01(3) −0.01(3)
C(q·S)2 − 0.06(3) 0.08(4)

CI2,(q·S)2 − −0.07(3) −0.06(4)

CI=1
(q×S)·k − 0.051(9) 0.05(1)

Ed [MeV] −2.13(4) −2.224(2)† −2.224(2)†

TABLE IX: Summary of fit results (in units of a) for the
perturbative NLO+NNLO analysis at a = 1.32 fm. Notation
as in Table VII.

LO NLO NNLO

C1S0
−0.44(1) − −

C3S1
−0.59(1) − −

bs 0.18(1) − −

∆C − 0.0(2) 0.4(2)
∆CI2 − 0.05(9) 0.30(9)
Cq2 − 0.04(6) 0.62(6)
CI2,q2 − 0.19(4) 0.07(3)
CS2,q2 − −0.03(5) 0.07(5)
CS2,I2,q2 − −0.01(3) −0.12(3)
C(q·S)2 − 0.09(4) 0.02(4)
CI2,(q·S)2 − −0.05(4) 0.12(4)

CI=1
(q×S)·k − 0.12(1) 0.11(1)

Ed [MeV] −2.14(3) −2.224(1)† −2.224(1)†

tential operators have been worked out. Nevertheless, for
practical reasons (such as sign oscillations and increased
computational complexity) the contributions of NLO and
higher orders are usually treated perturbatively in Monte
Carlo simulations of nuclear many-body systems. With
this in mind, we show here how our analysis of phase
shifts and mixing angles can be applied in a way consis-
tent with current lattice Monte Carlo work.

Before discussing our results, we briefly summa-
rize the differences between the perturbative and non-
perturbative analyses. We again start with a LO fit,
the parameters of which are fixed by fitting the 1S0 and
3S1 channels (but not Ed). As in the non-perturbative
analysis, for the LO fits we consider data up to pmax

CM =
100 MeV. For higher-order (NLO and NNLO) fits, we in-
clude data up to pmax

CM = 150 MeV. Since higher orders in
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FIG. 5: Fitted LO + perturbative NLO/NNLO neutron-proton phase shifts and mixing angles for a = 1.97 fm. The shaded
bands denote the continuum results of Ref. [29], and the NPWA is given by the black line.

NLEFT are treated perturbatively, the transfer matrix is
constructed in a different way than in Eq. (68). To be
specific, in the perturbative analysis the transfer matrix
is

Mpert =MLO − αt : (VNLO + VNNLO)MLO :, (72)

where

MLO = : exp
[
− αt(Hfree + VLO)

]
:, (73)

and as in previous Monte Carlo studies of NLEFT, we
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FIG. 6: Fitted LO + perturbative NLO/NNLO neutron-proton phase shifts and mixing angles for a = 1.64 fm. The shaded
bands denote the continuum results of Ref. [29], and the NPWA is given by the black line.

introduce the additional operators [13]

∆V ≡ ∆C (74)

∆VI2 ≡ ∆CI2 ~τ1 · ~τ2, (75)

which we classify as NLO perturbations and add to the
NLO potential in Eq. (70) when Mpert is computed.

This is done because the LO LECs are kept fixed and
thus fitting these finite shifts is equivalent to a refit
of the LO LECs, as it is done in the non-perturbative
case. Additionally, ∆V and ∆V

I2 absorb part of the
(sizable) short-distance contributions from TPE at NLO
and NNLO. At NLO, we also studied an operator of the
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FIG. 7: Fitted LO + perturbative NLO/NNLO neutron-proton phase shifts and mixing angles for a = 1.32 fm. The shaded
bands denote the continuum results of Ref. [29], and the NPWA is given by the black line.

form
∑

i τ1,iτ2,iq
2
i which accounts for rotational symme-

try breaking effects on the lattice, but no significant ef-
fects were observed.

As for the non-perturbative case, we give results for
a range of lattice spacings for the perturbative analysis.
The fitted parameters for a = 1.97 fm, a = 1.64 fm and

a = 1.32 fm are given in Tables VII, VIII and IX, respec-
tively. The corresponding phase shifts and mixing angles
are shown in Figs. 5, 6 and 7. For each computed phase
shift, we provide an estimated uncertainty according to

∆δ ≡
√
(JT

δ )iEij(Jδ)j ×
√
χ2
min/Ndof , (76)
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where Eij denotes the variance-covariance matrix of the
fitted parameters, according to Eq. (B4), and Jδ is the
Jacobian vector of the phase shift (or mixing angle) in
question. The last factor in Eq. (76) is the so-called
Birge factor described in App. B, which approximately
accounts for the systematical errors in the analysis.

At LO, we reproduce well the low-momentum region,
and obtain a realistic deuteron binding energy. In partic-
ular, we note that the 3S1 PWA data are almost perfectly
reproduced. This is largely caused by the very accurate
PWA data of this channel, which gives this channel a
relatively high weight in the χ2 function. We note that
this may potentially worsen the agreement in other chan-
nels, where a comparable accuracy of the PWA data is
not available. Also, the expectation is that the P -waves
should be well described at LO, since they are dominated
by the OPEP contribution. The reason why this is not
the case for our LO results is that, in the perturbative
calculation, and in order to be consistent with the Monte
Carlo simulations, we treat the momentum ~q 2 in the de-
nominator of the OPE as in Eq. (41), and factors of ~q
as in Eq. (42). This choice considerably suppresses the
OPEP contribution already at intermediate momenta,
which worsens the description of the P -waves.

Moving to NLO, a significant improvement is found
in some channels, particularly for 1P1 and 3P1, where
the PWA is now well described up to ∼ 100 MeV. On
the other hand, we note that the 3P0 and 3P2 channels,
as well as the D-waves, show little improvement. We
attribute these features to the deficiencies in the OPE as
mentioned above. The description of the S-wave channels
is found to improve at intermediate momenta, which is
mainly due to the NLO contact terms and to the parts
of the NLO TPEP that contribute to the S-waves.

At NNLO, while no new unknown parameters con-
tribute, the sub-leading TPEP enters as a prediction from
πN scattering in Chiral EFT. Thus, the NLO constants
are refitted at NNLO in order to absorb the strong short-
distance isoscalar contributions from the πN LECs. The
NLO and NNLO results appear in most cases virtually
indistinguishable (as shown in Fig. 5) as far as the level
of agreement with the PWA is concerned, except for the
1D2 channel where the high-momentum tail is noticeably
improved.

For our perturbative analysis, we have also compared
the computed scattering observables at different orders
in NLEFT with the continuum results of Ref. [29]. We
find that our S-waves agree with the continuum results
(within errors) up to at least pCM ≃ 100 MeV, and in
some cases over the entire range of momenta considered.
The P -waves show good agreement within errors only
for some channels, and only for NLO/NNLO. As already
mentioned, this is mainly due to the non-optimal descrip-
tion of OPE at LO. For the D-wave channels, only 3D1

shows good agreement with the continuum calculations.
For the 1D2 channel, the LO and NLO results overshoot
the continuum error band, while the NNLO result is in
agreement due to the large uncertainty. For 3D2, the

TABLE X: Summary of fit results with perturbatively im-
proved OPE (in units of a) for the perturbative NLO+NNLO
analysis at a = 1.97 fm. Notation as in Table VII.

LO NLO NNLO

C1S0
−0.462(8) − −

C3S1
−0.633(6) − −

bs 0.054(3) − −

∆C − −0.2(3) −0.0(3)
∆CI2 − −0.1(1) 0.03(9)
Cq2 − −0.03(7) 0.05(7)
CI2,q2 − 0.09(3) 0.06(3)
CS2,q2 − −0.05(6) 0.00(6)
CS2,I2,q2 − 0.00(2) −0.03(3)
C(q·S)2 − 0.02(2) −0.03(3)

CI2,(q·S)2 − −0.07(2) 0.10(3)

CI=1
(q×S)·k − 0.014(7) 0.012(5)

Ed [MeV] −2.02(4) −2.224(3)† −2.224(3)†

NLO/NNLO terms do not contribute at all and hence
cannot improve the result. Further, for 3D3 the lattice
calculations start to deviate from the PWA and the con-
tinuum results for pCM > 100 MeV.

Finally, it is important to stress that for cms momenta
below 150 MeV, the phase shifts agree within the uncer-
tainties (with the exception of ǫ1, were deviations set in
at about 110 MeV). This validates the statements made
in Ref. [19] about the lattice spacing independence of ob-
servables in the two-nucleon sector.

D. Further improvements

Next, we shall discuss two problems that require fur-
ther study to resolve. First, while a clear improvement
was observed in the non-perturbative case for the scat-
tering observables (and fitted parameters) as a was de-
creased, a similar improvement is not found in the per-
turbative analysis. At LO, the quality of the description
improves in general with decreasing a, particularly for
the 3S1-

3D1 coupled channel. However, at NLO/NNLO
the picture is more complicated. We note that the P -
waves and remaining D-wave channels do improve, but
the description of the 1S0 and 3S1-

3D1 channels may in
fact deteriorate for smaller a. We attribute this effect to
the increasing influence of the TPE potential. While the
effect of TPE on the S-waves can be absorbed by smeared
contact interactions as was done in the non-perturbative
calculation, in the perturbative case we only have stan-
dard (without smearing) contact interactions available.
This is sufficient for a = 1.97 fm, as the TPEP contribu-
tion then closely resembles a contact interaction. A pos-
sible solution for smaller a would be to include a smeared
version of the NLO/NNLO contact interactions. Alter-
natively, one could use exact momentum operators for
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FIG. 8: Fitted LO + perturbative NLO/NNLO neutron-proton phase shifts and mixing angles for a = 1.97 fm including the
improved OPE. The shaded bands denote the continuum results of Ref. [29], and the NPWA is given by the black line.

the NLO contact terms, which do have a higher influence
at larger momenta. This was not necessary nor observ-
able for a = 1.97 fm, but may improve the 3S1 channel
once a is decreased. Finally, we note that the choice of
c1, c3 and c4 may also have an effect, as it influences the
strength of the different contribution to TPEP. However,

to use the full power of chiral EFT, one should utilize the
values determined from pion-nucleon scattering.

Second, we show preliminary results including a per-
turbative improvement of the OPE operator. In order to
remedy the aforementioned discrepancies in the periph-
eral partial waves such that consistency with the Monte
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Carlo calculation is maintained, we introduce a new op-
erator at NLO that accounts for the difference between
OPEP with the momenta of Eqs. (41) and (42) and the

“exact” lattice momentum ~qex ≡ 2π~k/L. This gives

∆VOPE ≡ −
g2A
4F 2

π

τ1 · τ2 (77)

×

[
(~σ1 · ~qex)(~σ2 · ~qex)

~q 2
ex +M2

π

−
(~σ1 · ~q )(~σ2 · ~q )

~q 2 +M2
π

]
,

so that by adding ∆VOPE to VOPE, one recovers OPEP
with the exact momentum. It should be noted that this
differs slightly from treating OPEP at LO with the exact
momentum, since ∆VOPE is treated as a perturbation,
while VOPE is implemented non-perturbatively. Also, ~q
approaches ~qex as a → 0. This means that, simultane-
ously, ∆VOPE becomes less important, and VOPE gives
a better description of the P -waves, as we approach the
continuum limit. This is consistent with Figs. 2-4 of the
non-perturbative calculation, where the P -waves clearly
improve as a decreases.
Our perturbative results with ∆VOPE included are

given in Fig. 8 and Table X, where as expected one can
observe a clear improvement in the description of the
P -waves. The experimental results for the 1P1,

3P0 and
3P1 channels are now well reproduced for the range of fit-
ted momenta pCM < 150 MeV. In general, we find that
all the P -wave channels and the ǫ1 mixing angle appear
much closer to the PWA at NLO with improved OPE,
than without this correction. Additionally, we find that
the D-waves (except for the 3D3 channel) also improve
significantly with respect to the LO result. In the case of
3D3, the correction is too large and so the computed val-
ues fall below the PWA ones. Again, this improvement
is mostly attributable to ∆VOPE, although we recall that
the leading (NLO) TPEP also contributes to the high-
momentum tails in some of the D-wave channels.

E. Nuclear binding energies

In Monte Carlo simulations of NLEFT, the binding
energies of nuclei receive perturbative energy shifts that
depend on the NLO constants Ci and their uncertainties,
in addition to any inherent Monte Carlo uncertainties.
For instance, in Ref. [36], only the Monte Carlo errors
were taken into account, and the Ci were assumed to be
accurately known and uncorrelated. Since our analysis
provides us with the complete variance-covariance matrix
of the NLO parameters Ci, we are now in a position to
estimate the uncertainties of the nuclear binding energies
at NNLO, due to uncertainties and correlations of the Ci.
From our present results, we observe larger correlations
between ∆C and C2

q , between ∆C2
I and CI2,q2 , between

∆C2
I and CS2,q2 , and also between C(q·S)2 and CI2,(q·S)2 .

In order to obtain a first, rough estimate of the relative
magnitude of Monte Carlo and fitting errors in calcula-
tions of nuclear binding energies EB , we recall that these

are calculated according to

ENNLO
B = ELO

B + Ci

∂EB

∂Ci

∣∣∣∣
C

i
=0

, (78)

where summation over i is assumed. In the Monte Carlo
calculation, the LO binding energies are computed non-
perturbatively, and the second term in Eq. (78) repre-
sents the perturbative shift due to the NLO constants Ci

in the 2NF, which we take from Ref. [36]. We note that

ENNLO
B ≡ EB(C1S0

, C3S1
, bs, Ci), (79)

is a function of all the coupling constants up to NNLO,
while the LO values

ELO
B ≡ EB(C1S0

, C3S1
, bs, Ci = 0), (80)

equal the binding energies at Ci = 0. In terms of the
variance-covariance matrix from the perturbative analy-
sis in Section III C,

∆ENNLO
B =

√
∂EB

∂Ci

∣∣∣∣
C

i
=0

Eij
∂EB

∂Cj

∣∣∣∣
C

j
=0

, (81)

gives us the uncertainties in the NNLO energy shifts due
to the fitting errors of the Ci. The results so obtained
are given in Table XI.
We note that the errors due to the uncertainties in

the Ci are of comparable magnitude to the Monte Carlo
errors, even when Eij has been evaluated without consid-
eration of the systematical errors encoded by the Birge
factor. This may suggest that the procedure of fixing the
Ci from two-nucleon data may, at present, be the main
factor limiting the accuracy of NLEFT calculations be-
yond LO for heavier nuclei. This issue is currently under
further investigation. It should also be noted that the
quoted NLEFT binding energies in Table XI are not ex-
pected to coincide with the empirical ones, as the 3N
and higher-order contributions have been neglected (see
Ref. [36] for further discussion).

IV. SUMMARY

We have revisited the problem of neutron-proton scat-
tering in NLEFT using the recently developed radial
Hamiltonian method. For the first time, this has allowed
us to perform a comprehensive and systematical analy-
sis of neutron-proton phase shifts and mixing angles up
to NNLO in the EFT expansion, and at several different
lattice spacings in the range 1− 2 fm. We have also pre-
sented a comparison of fully non-perturbative NNLO cal-
culations with a perturbative treatment of contributions
beyond LO. Decreasing the lattice spacing to a ∼ 1 fm
necessitated the inclusion of TPEP at NLO and NNLO,
and as a consequence the latter is now distinct from the
NLO treatment, although no new adjustable two-nucleon
parameters are introduced at NNLO.
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TABLE XI: Nuclear binding energies with 2N forces up to
NNLO in the NLEFT expansion for a = 1.97 fm, data taken
from Ref. [36]. The first parenthesis gives the estimated
Monte Carlo error in the calculation of ENNLO

B , and the sec-
ond parenthesis the error due to variance-covariance matrix
in Eq. (81). For reference, we also show the experimental
binding energies.

ENNLO
B (2N) EB(exp)

4He −25.60(6)(2) −28.30
8Be −48.6(1)(3) −56.35
12C −78.7(2)(5) −92.16
16O −121.4(5)(7) −127.62
20Ne −163.6(9)(9) −160.64
24Mg −208(2)(2) −198.26
28Si −275(3)(2) −236.54

By decreasing the lattice spacing a, we have found
that a much improved description of neutron-proton scat-
tering can be obtained for larger center-of-mass mo-
menta. By considering the lattice spacings a = 1.97 fm,
a = 1.64 fm, a = 1.32 fm and a = 0.98 fm, we found
that a = 1.97 fm provides a good description up to
pCM ≃ 100 MeV, whereas the results for a = 0.98 fm are
reliable up to pCM ≃ 200 MeV. In general, the systemat-
ical errors are much reduced as smaller lattice spacings.
Our results suggest that the range of applicability in most
channels could be significantly extended by improving the
lattice momenta in the OPE and NLO contact interac-
tions. Most importantly, however, is the finding that for
momenta pCM . 100 MeV, the physics of the two-nucleon
system is independent of the lattice spacing a, when a is
varied in the range from 1 fm to 2 fm. Furthermore,
we have also investigated the error propagation of the
uncertainties of the four-nucleon LECs into the binding
energies of alpha-type nuclei up to 28Si.
There are several directions in which the present work

should be extended. The inclusion of N3LO contact
terms and TPE contributions is underway and will ap-
pear in a separate publication, along with the inclusion
of electromagnetic effects. Also, the preliminary error
analysis presented here will be investigated further in a
subsequent publication, especially for the propagation of
the variances and covariances of the fitted NLO constants
to the nuclear binding energies. Also, as pointed out in
Ref. [7], different smearing procedures and fitting also
to scattering processes with more nucleons allows one to
taylor interactions that might be preferable in larger nu-
clear systems.
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Appendix A: Density and current operators

Here, we define the various nucleon density and current
operators that we use throughout our discussion of the
nucleon-nucleon interaction in the main text. Following
Refs. [12, 13], we define the local density operator

ρ(~n) ≡
∑

i,j

a†i,j(~n)ai,j(~n), (A1)

the local isospin density operator

ρI(~n) ≡
∑

i,j,j′

a†i,j(~n)(τI)j,j′ai,j′(~n), (A2)

the local spin density operator

ρS(~n) ≡
∑

i,i′,j

a†i,j′(~n)(σS)i,i′ai′,j(~n), (A3)

and the local isospin-spin density operator

ρS,I(~n) ≡
∑

i,i′,j,j′

a†i,j(~n)(σS)i,i′(τI)j,j′ai′,j′(~n), (A4)

where σS and τI denote the Pauli matrices for spin and
isospin, respectively. Similarly, we define the current den-
sity operator

Πl(~n) ≡
∑

i,j

a†i,j(~n)∇lai,j(~n)−
∑

i,j

∇la
†
i,j(~n)ai,j(~n),

(A5)
the isospin-current density operator

Πl,I(~n) ≡
∑

i,j,j′

a†i,j(~n)(τI)j,j′∇lai,j′(~n)

−
∑

i,j,j′

∇la
†
i,j(~n)(τI)j,j′ai,j′(~n), (A6)

the spin-current density operator

Πl,S(~n) ≡
∑

i,i′,j

a†i,j(~n)(σS)i,i′∇lai′,j(~n)

−
∑

i,i′,j

∇la
†
i,j(~n)(σS)i,i′ai′,j(~n), (A7)
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and the spin-isospin-current density operator

Πl,S,I(~n) ≡
∑

i,i′,j,j′

a†i,j(~n)(σS)i,i′(τI)j,j′∇lai′,j′(~n)

−
∑

i,i′,j,j′

∇la
†
i,j(~n)(σS)i,i′ (τI)j,j′ai′,j′(~n), (A8)

and we recall that the current operators are used in the
isospin-projected spin-orbit term (28), with ∇l defined
according to Eq. (29).

Appendix B: Uncertainty analysis

From the definition of χ2 given in Eq. (67), we note
that χ2 is a function of the LO and NLO coupling con-
stants

χ2 ≡ χ2(C1S0
, C3S1

, C̃1, . . . , C̃7), (B1)

such that if χ2 is expanded around its minimum, one
finds

χ2 = χ2
min+

1

2

∑

i,j

hij(Ci−C
min
i )(Cj−C

min
j )+. . . , (B2)

where the Hessian matrix is given by

hij ≡
∂2χ2

∂Ci∂Cj

, (B3)

and Cmin
i denotes the set of parameters that minimizes

the χ2 function. Given that χ2 reaches its minimum value
for Ci = Cmin

i , the terms with one derivative vanish.
Keeping terms up to second order, we obtain the Hes-
sian approximation to the error (or variance-covariance)
matrix

Eij ≡
1

2
h−1
ij , (B4)

and the standard deviations

σi =
√
σ2
i =

√
Eii, (B5)

of the fitted constants are obtained from the diagonal
elements of the error matrix.

In the absence of systematical errors, we expect to find
a normalized chi-square of χ̃2 ≡ χ2/Ndof ≈ 1, where Ndof
is the number of degrees of freedom (number of fitted
data - number of free parameters) in the fit. However,
in our analysis χ̃2 > 1 in most cases, particularly at LO
and for larger values of the lattice spacing a. Such a sys-
tematical error suggests that the uncertainties computed
from Eq. (B5) are underestimated. Following Ref. [37],
we therefore rescale the input errors by the Birge fac-
tor [38], according to

∆i → ∆i

√
χ̃2
min, (B6)

which leads to the replacement

χ2 →
χ2

χ̃2
min

= Ndof

χ2

χ2
min

, (B7)

such that χ2/Ndof ≈ 1 for Ci = Cmin
i . For a given ob-

servable O, we assign an uncertainty according to

∆O ≡
√
(JT

O)iEij(JO)j , (B8)

where

(JO)i ≡
∂O

∂Ci

, (B9)

is the Jacobian vector of O with respect to the Ci.
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