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ABSTRACT

This paper describes the results of a comprehensive analysis of the atmospheric conditions during the Deep

Propagating Gravity Wave Experiment (DEEPWAVE) campaign in austral winter 2014. Different datasets

and diagnostics are combined to characterize the background atmosphere from the troposphere to the upper

mesosphere. How weather regimes and the atmospheric state compare to climatological conditions is re-

ported upon and how they relate to the airborne and ground-based gravity wave observations is also explored.

Key results of this study are the dominance of tropospheric blocking situations and low-level southwesterly

flows over New Zealand during June–August 2014. A varying tropopause inversion layer was found to be

connected to varying vertical energy fluxes and is, therefore, an important feature with respect to wave re-

flection. The subtropical jet was frequently diverted south from its climatological position at 308S and was

most often involved in strong forcing events of mountain waves at the Southern Alps. The polar front jet was

typically responsible for moderate and weak tropospheric forcing of mountain waves. The stratospheric

planetary wave activity amplified in July leading to a displacement of theAntarctic polar vortex. This reduced

the stratospheric wind minimum by about 10m s21 above New Zealand making breaking of large-amplitude

gravity waves more likely. Satellite observations in the upper stratosphere revealed that orographic gravity

wave variances for 2014 were largest in May–July (i.e., the period of the DEEPWAVE field phase).

1. Introduction

The overarching objectives of the Deep Propagat-

ing Gravity Wave Experiment (DEEPWAVE; see

appendix A for a list of key acronyms used in this paper)

were to observe, model, understand, and predict the

deep vertical propagation of internal gravity waves from

the troposphere to the lower thermosphere and to study

their impacts on the atmosphericmomentum and energy

budget (Fritts et al. 2016). Convection, fronts, flow over

mountains, and spontaneous adjustments occurring at

the tropospheric jet streams generate vertically propa-

gating gravity waves in the troposphere and lower

stratosphere (Smith 1979; Gill 1982; Baines 1995; Fritts

and Alexander 2003; Nappo 2012; Sutherland 2010;

Plougonven and Zhang 2014). Through their far-field

interactions, gravity waves constitute an important

coupling mechanism in Earth’s atmosphere. The asso-

ciated redistribution of momentum and energy controls

the global middle-atmospheric circulation (Dunkerton

1978; Lindzen 1981).

To investigate the different sources of gravity waves

under favorable atmospheric conditions for deep verti-

cal propagation, a climatological local maximum in

gravity wave (GW) activity (a so-called hotspot) was

sought in the Southern Hemisphere (SH) during austral

winter. Besides the southern Andes, the Antarctic

Peninsula, Tasmania, and other small islands in the

Southern Ocean, the South Island (SI) of New Zealand

constitutes one of several hotspots of stratosphericCorresponding author: Sonja Gisinger, sonja.gisinger@dlr.de
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gravity wave activity in the SouthernHemisphere during

austral winter (e.g., Jiang et al. 2006; Hoffmann et al.

2016). The SI represents an isolated barrier for westerly

and northwesterly winds and its location is close to the

polar front and subtropical jet streams, which in the

following are denoted by PFJ and STJ, respectively.

Furthermore, the SI’s geographical location at about

458S ensures proximity to the stratospheric polar night

jet (PNJ), a flow environment that should enable deep

vertical propagation of gravity waves excited by the flow

across the Southern Alps of the SI. Therefore, and for

further reasons discussed in Fritts et al. (2016), the SI

was chosen as the operating base for the experiment.

The mission targets defined prior to the field phase

were inter alia based on a detailed appraisal of waves in

model and satellite climatologies as well as experience

derived from a ‘‘dry run’’ of the field experiment con-

ducted the year beforeDEEPWAVE (Fritts et al. 2016).

Specific deep-propagating gravity wave targets were

d orographic and trailing waves (Fritts et al. 2016) in the

vicinity of the SI,
d orographic and trailing waves in the vicinity of

Tasmania,
d orographic and nonorographic waves in the vicinity of

the Auckland Islands (Pautet et al. 2016; Eckermann

et al. 2016) and Macquarie Island, and
d nonorographic waves over the southern Pacific Ocean

forced by jet streams, fronts, convection, and other

sources, and
d predictability and targetingmissions to sample regions

of initial sensitivity to orographic wave forcing over SI,

typically located upstream of New Zealand.

Altogether, the DEEPWAVE area of operations

encompassed a region from 658 to 308S and from 1458E to

1808. The field phase of DEEPWAVE was conducted

during May–July 2014. Measurements taken on board the

two research aircraft, the NSF/NCAR GV and the DLR

Falcon, provided gravity wave data from the lower tro-

posphere to the mesosphere using a variety of in situ and

remote sensing instruments (Fritts et al. 2016). The aircraft

measurements were complemented by radiosonde

soundings and ground-based measurements at various lo-

cations distributed over the SI, Tasmania, and Macquarie

Island: for example, by a tropospheric UHF wind profiler,

an airglow imager, a mesospheric temperature mapper, a

Rayleigh lidar, and ameteor radar [see Fig. 1 in Fritts et al.

(2016)]. The Rayleigh lidar measurements at Lauder, New

Zealand (45.08S, 169.78E), were continued until early

November 2014 (Kaifler et al. 2015, 2017).

The present paper analyzes the atmospheric condi-

tions from the troposphere up to the mesosphere during

austral winter 2014. We emphasize key circulation

features during the DEEPWAVE campaign period and

relate them to the climatological mean conditions. The

different meteorological conditions are related to ob-

served wave events [intensive observing periods (IOPs)

with airborne observations and periods with only

ground-based (GB) measurements as listed in Tables 4

and 5 in Fritts et al. (2016)]. Section 2 provides in-

formation about the various datasets used in this study.

In section 3, we discuss specific tropospheric flow re-

gimes and forcing conditions during DEEPWAVE.

Section 4 is devoted to the tropopause layer. The

stratospheric and mesospheric wind and thermal condi-

tions providing the ambient atmospheric profiles for deep

propagating gravity waves are described in section 5.

There, planetary wave activity and its impact on the lo-

cation of the PNJ and the polar vortex are discussed.

Special attention is paid to the wind and temperature

conditions above 60-km altitude using the recently pub-

lished reanalyses of the Navy Global Environmental

Model (NAVGEM; Eckermann et al. 2016) extending up

to 100km. In section 6, wediscuss satellite observations of

gravity waves at around 40-km altitude over the SI of

New Zealand. Section 7 summarizes the major findings

of the paper, which will serve as a reference for future

scientific investigations of gravity wave observations ac-

quired during DEEPWAVE.

2. Data sources

Operational analyses of the Integrated Forecast Sys-

tem (IFS) of the European Centre for Medium-Range

Weather Forecasts (ECMWF) are used to provide me-

teorological data to characterize the atmospheric situa-

tion. The 6-hourly operational analysis and hourly

forecast fields of the IFS cycle 40r1 have a horizontal

resolution on the reduced linear Gaussian grid of about

16 km (TL1279) and 137 vertical model levels (L137)

from the ground to ;80 km (0.01 hPa) with layer thick-

nesses gradually increasing from ;300m at ;10-km

altitude to ;400m at ;20-km altitude and ;2 km at

;60-km altitude. Analyzed IFS winds are assumed to be

reliable up to ;60-km altitude [Le Pichon et al. (2015):

see also material presented in appendix B]. Addition-

ally, ERA-Interim (Dee et al. 2011) and NCEP–NCAR

(Kalnay et al. 1996) reanalysis data are used to calculate

climatological indices and anomalies of the horizontal

wind and geopotential height on selected pressure

surfaces.

In addition to these operational analyses, a reanalysis

of the 2014 DEEPWAVE austral winter was performed

using a high-altitude research version of the NAVGEM

system (Hogan et al. 2014). The reanalysis discussed

here used a T119L74 forecast model and a T47L74
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tangent linear model utilizing a four-dimensional vari-

ational data assimilation (4DVAR) algorithm in which

80-member forecast ensembles helped to define back-

ground error covariances for the analysis (so-called

hybrid-4DVAR). The L74 levels have a top full model

layer at ;1024 hPa. Layer thicknesses increase from

;1 km at 10-km altitude to ;2 km at 40-km altitude,

;3 km at 80-km altitude, and ;4.5 km at ;100-km al-

titude. Above 50-km altitude the system assimilated

limb temperature retrievals from the Microwave Limb

Sounder (MLS) and the Sounding of the Atmosphere

Using Broadband Emission Radiometry (SABER) on

NASA’s Aura and Thermosphere, Ionosphere, Meso-

sphere Energetics and Dynamics (TIMED) satellites,

respectively, and microwave radiances from the Special

Sensor Microwave Imager/Sounder (SSMIS) on opera-

tional Defense Meteorological Satellite Program

(DMSP) platforms. Additional details are provided in

section 2b in Eckermann et al. (2016).

For estimating the planetary wave activity in the

stratosphere and mesosphere, temperature and geo-

potential height from the MLS are analyzed (Waters

et al. 2006; Livesey et al. 2017). MLS covers Earth’s

atmosphere from 828S to 828N on each sun-ynchronous

sorbit and the data are analyzed between approxi-

mately 9 and 97 km (261–0.001 hPa) with a vertical

resolution of about 4 km in the stratosphere and about

14 km near the mesopause. The temporal resolution is

1 day at each location and data are available from

August 2004 (Livesey et al. 2017). Note that version 4

MLS data are used and that the most recent recom-

mended quality screening procedures of Livesey et al.

(2017) have been applied. The two-dimensional least

squares method used by Wu et al. (1995) is applied to

the global datasets of ERA-Interim and MLS to obtain

the quasi-stationary PW1 amplitude. Note that this

analysis is done by using a 10-day window shifted by

1 day to eliminate the influence ofmigrating waves such

as tides.

Vertical energy fluxes (EFz 5 p0w0) over the SI at

4- and 12-km altitude were computed from mesoscale

simulations of the Weather Research and Forecasting

(WRF)Model with a horizontal resolution of 6 km. The

model was initialized and continuously guided by

MERRA2 reanalyses. To compute the perturbations of

pressure and vertical velocity required to compute the

EFz, the fields were high-pass filtered with a cutoff

length scale of L 5 400 km, retaining scales smaller

than L. For more details about the energy flux calcu-

lations, see Kruse and Smith (2015).

Satellite instruments have often been used to identify

so-called hotspots of stratospheric gravity wave activity

on a global scale (e.g., Hoffmann et al. 2013). Here,

nadir-scanning observations of AIRS (Aumann et al.

2003; Chahine et al. 2006) on board NASA’s Aqua sat-

ellite are used to infer the fraction of orographic waves

visible to the instrument over New Zealand. The anal-

ysis is based on a 12-yr record (January 2003–December

2014) of 4.3-mm radiance observations of AIRS.

Stratospheric gravity wave signals in terms of brightness

temperature perturbations and variances are extracted.

The analysis procedure is described in detail in

Hoffmann et al. (2016). It must be mentioned that the

nadir measurement geometry limits the observations to

gravity waves with rather long vertical wavelengths lz.
15 km because of the observational filter of AIRS (e.g.,

Alexander 1998; Wu et al. 2006).

The Temperature Lidar for Middle Atmosphere Re-

search (TELMA), recently developed at DLR and first

deployed at Lauder during DEEPWAVE, is a trans-

portable, semiautonomous middle atmosphere lidar

(Kaifler et al. 2015). From the measured photon count

profiles temperature profiles are determined by top-

down integration assuming hydrostatic equilibrium

(Hauchecorne and Chanin 1980). At the top altitude of

around 100–110km, the integration is initialized by the

nearest available SABER temperature measurements.

Here, hourly mean profiles between 30 and 85km are

used to document the stratospheric and mesospheric

temperature evolution over the SI and to compare the

observations with the IFS output interpolated to the

position of Lauder.

3. Tropospheric circulation for June–August 2014

In this section, we first analyze the Southern Hemi-

spheric tropospheric circulation situation during austral

winter 2014 and highlight its impact on the tropospheric

circulation in the vicinity of New Zealand. Then, we

compare the daily tropospheric circulation patterns of

New Zealand to their long-term occurrence properties

and relate them to wave forcing and to reported wave

activity during the DEEPWAVE period.

a. Circulation patterns

Typical patterns of the Southern Hemispheric tro-

pospheric circulation are analyzed with the help of

three commonly used climatological indices. The

Southern Oscillation index (SOI) is the difference in

mean sea level pressure (MSLP) between the western

and eastern tropical Pacific. In the austral winter

months of June–August (JJA), negative SOI values are

associated with anomalous southwesterly flow over

New Zealand (Gordon 1986) and a higher mean sea-

sonal frequency of blockings (Kidson 2000). In 2014,

the monthly mean SOI taken from NCEP–NCAR
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reanalyses (http://www.cpc.ncep.noaa.gov/data/indices/soi)

switched from positive values in April–June (0.8, 0.5, and

0.2) to negative values in July–September (20.2, 20.7,

and 20.7), indicating an increasing tendency for south-

westerly flows and blocking over New Zealand.

The index of the southern annular mode (SAM) or

Antarctic Oscillation (AAO) is calculated as the dif-

ference of the normalized zonal MSLP between 408 and
608S (Gong and Wang 1999). During JJA, the STJ and

PFJ are two bands of strong westerlies that, climato-

logically, are located north and south of New Zealand at

around 308 and 508S, respectively (Gallego et al. 2005).

The STJ is the dominant jet reaching its maximum

magnitude between June and mid-September. The po-

sition, strength, and occurrence frequency of both jets

depend differently on the sign of the SAM index. During

positive SAM phases, the STJ is weaker. During austral

winter, positive SAM phases are correlated with

enhanced PFJ occurrence and peak wind speeds. Ana-

lyzing the daily evolution of the SAM index of theNCEP–

NCAR reanalysis reveals that the aircraft deployment of

DEEPWAVE took place during a period with moder-

ately positive SAM anomalies (Fig. 1). This implies

slightly stronger-than-average PFJ westerlies at mid- to

high latitudes (508–708S) and slightly weaker-than-

average STJ westerlies in the midlatitudes (308–508S).
The semiannual oscillation (SAO) of the Antarctic

troposphere results from the twice-yearly expansion and

contraction of the circumpolar pressure trough. In a year

with a pronounced SAO, the circumpolar pressure

trough is deepest and located farther south in the equi-

noctial seasons of March–May and September–

November. In winter and summer, the trough expands

equatorward and becomes less intense (Burnett and

McNicoll 2000). To quantify an SAO index in the region

of New Zealand, the monthly mean daily MSLP differ-

ence between 448 and 708S at 1728Ewas determined using

ERA-Interim data. The resulting index revealed a gen-

erallyweak local SAOfor the year 2014 (not shown). This

indicates a contraction of the tropospheric westerlies in

the midlatitudes and an enhancement of blocking in the

vicinity of New Zealand during DEEPWAVE (Burnett

and McNicoll 2000; Trenberth 1986).

b. Synoptic flow regimes

Some years ago, Kidson (2000) introduced 12 char-

acteristic synoptic flow regimes over New Zealand as

daily weather types. His classification is based on surface

circulation patterns derived from a cluster analysis using

the 40-yr (1958–97) NCEP–NCAR reanalysis dataset.

Kidson’s weather types were often used in climate var-

iability studies (e.g., Renwick 2011 and references

therein). Here, we investigate the occurrence frequency

of these patterns during JJA 2014 and relate them to the

tropospheric forcing conditions and mountain wave ac-

tivity during DEEPWAVE. The analysis is based on

the archive of the National Institute of Water and

Atmospheric Research (NIWA) of New Zealand,

which provides an objective classification of 0000 and

1200 UTC NCEP–NCAR reanalyses as described in

Renwick (2011) that also includes recent years. In the

next paragraph, we first present the occurrence fre-

quency of weather types together with selected charts of

the according ECMWF IFS 1000-hPa geopotential

height and horizontal wind at 850 hPa. The occurrence

frequencies are then compared to the results of the long-

term studies of Kidson (2000) and Renwick (2011).

Second, we present the patterns that occurred during

FIG. 1. Daily SAM/AAO index for May–August 2014 (solid line). The gray-shaded area

encloses the minima and maxima from 36 years’ worth of NCEP–NCAR reanalysis data and

the dashed line shows the climatological mean.
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IOPs with mountain waves as the primary target, and we

relate them to the reported wave activity.

The most common circulation pattern during JJA

2014 was a high pressure system centered at the south-

east coast (HSE, Fig. 2a) of the SI (21.7% of 184 re-

analyses at 0000 and 1200 UTC). The HSE regime

causes weak pressure gradients and, therefore, weak

surface winds in the vicinity of the SI. The secondmost-

common pattern was the southwest (SW) regime, with

an occurrence frequency of 17.9%. This regime is

characterized by a high pressure system to the north-

west and a trough east of New Zealand, resulting in a

southwesterly flow incident on the SI (Fig. 2b). Other

common patterns were a high pressure system located

over New Zealand, with the strongest gradient and

wind toward the south (H regime; not shown) with an

occurrence frequency of 15.2%, and a high pressure

system north of the North Island, with a strong pressure

gradient toward the south leading to a strong westerly

flow (W regime; Fig. 2c). The latter flow regime is prone

to excite mountain waves and was found for 9.8% of the

reanalyses. It prevailed for some consecutive days only

at the end of July and beginning of August, after the

aircraft deployment concluded [ground-based lidar and

radiosonde observations continued through this period

at Lauder; see Kaifler et al. (2015) and Ehard et al.

(2017)]. Similar to the SW regime, a high pressure

system close to the North Island’s west side caused a

moderate southwesterly flow on the SI (HNW, not

shown; 7.6%). A high pressure system east (HE) of the

North Island (5.4% or 5 days) is associated with rela-

tively strong northwesterly winds nearly perpendicular

to the main ridge of the Southern Alps (Fig. 2d). Situ-

ations with a trough located west of New Zealand

(TNW regime; Fig. 2e) causing northwesterly winds or

the trough axis (T) directly above New Zealand, re-

sulting in a moderate westerly flow (Fig. 2f), occurred

for 4.9% and 4.3% of the reanalyses, respectively. The

FIG. 2. Selected examples of the ECMWF IFS 1000-hPa geopotential height (m) and horizontal wind at 850 hPa (white arrows) for

weather regimes occurring during JJA 2014: (a) HSE (IOP 3, RF04), (b) SW (IOP 6, RF07), (c) W (GB21), (d) HE (IOP 8, RF09),

(e) TNW (IOP 13, FF09), and (f) T (IOP 9, RF13, FF01, FF02). Box in (a) marks the area used for spatial mean profiles presented in

Figs. 3–5.
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other regimes occurred for less than 4% of the re-

analyses. They comprise a trough reaching the east

coast toward the northern part of New Zealand, re-

sulting in a weak southerly to southeasterly flow over

the SI (TSW regime), a low located northwest and a

high located southeast of New Zealand causing a weak

northeasterly flow (NE regime), a high pressure system

west of the SI (HW), and a ridge bridge over the SI (R

regime) characterized by weak pressure gradients and,

therefore, weak surface winds in the vicinity of the SI

(not shown). Comparing those findings to the values

found by Renwick (2011) for JJA of 1958–2010, the

occurrence frequency was twice as high for the HSE

regime in 2014 (21.7% vs 10.6%), enhanced for the SW

regime (17.9% vs 11.3%) and strongly reduced for the

T regime (4.3% vs 15.8%). The mean duration of the

different regimes was found to be 1–2 days in the 40-yr

NCEP–NCAR reanalysis dataset (Kidson 2000). For

JJA 2014, we found them to last mainly 1–4 days. The

HSE blocking pattern persisted even longer in the first

half of June. As already mentioned the W regime

prevailed for some consecutive days only at the end of

July and beginning of August.

Kidson (2000) grouped the 12 flow regimes into three

classes, representing the zonal group (H, HNW, andW),

the trough group (T, SW, TNW, and TSW), and a

blocking group (HSE, HE, NE, HW, and R). During the

winter months of his 40-yr dataset Kidson calculated the

relative portions to be 28%, 40%, and 32%, respec-

tively. Renwick’s (2011) results extending the analy-

sis till 2010 only differ slightly (29%, 39%, and 31%).

For JJA 2014, the relative group fractions are 33%,

31%, and 36%, respectively. These numbers show that

the trough group was underrepresented in JJA 2014

whereby the SW regime was the most common of all

trough group members. Altogether, the blocking re-

gimes dominated during DEEPWAVE. The latter

finding is especially true when the time period of the

aircraft deployment (6 June–20 July) is considered.

During this period, the blocking group dominated even

more (49%) and the zonal group was underrepresented

(11%). Those findings agree with the indications of the

climatological indices presented earlier (SOI and

SAO): a tendency for southwesterly flow and blocking

over New Zealand.

Table 1 lists the prevailing weather regimes of the

IOPs when aircraft measurements sampling mountain

waves were conducted in the region of the SI. Although

the TNW regime was not one of the most common re-

gimes, it occurred in 4 out of 11 IOPs (Table 1), namely

during IOPs 4, 8, 9, and 13 (Fig. 2e). More precisely, the

TNWregimeoccurred on7days (at 0000 and/or 1200UTC)

in total and a research flight sampling mountain waves

was conducted on five of them. In the majority of

those cases, significant and strong mountain wave

activity was experienced at flight levels (;13 km for

the NSF/NCARGV and;10 km for the DLR Falcon;

Fritts et al. 2016). Although the SW regime was the

second-most frequent, only three IOPs with mountain

waves as primary targets were conducted during this

regime. It was the relatively weak cross-mountain

wind component at 700 hPa that excluded farther SW

events as potential cases for aircraft deployments.

Therefore, it is worth pointing out that moderate and

even strong mountain waves were observed at flight

level and also in the mesosphere and lower thermo-

sphere (MLT) for IOP 6 (19 June; Fig. 2b) and IOP 10

(4 July; Smith et al. 2016) in the SW regime. For the

HE regime strong mountain waves and wave breaking

were observed at flight level and by remote sensing

instruments during RF09 in IOP 8 (Fig. 2d; Fritts

et al. 2016; Smith et al. 2016). A prominent trough

approached New Zealand from the west during

IOP 13, resulting in the TNW regime (Fig. 2e) and

a northerly-to-northwesterly flow, with moderate-

amplitude mountain waves being observed at flight

level and a large-scale mountain wave was observed

in the MLT on the last day of IOP 13 (Bossert et al.

2015). At this time the regime had already changed

from TNW to TSW. For IOPs 1, 3, and 15, which were

TABLE 1. Weather regimes of DEEPWAVE IOPs focusing on

mountain and trailing waves around the SI based on the available

objective classification of NIWA using NCEP–NCAR reanalysis

data at 0000 and 1200 UTC. Compare also with Table 4 in Fritts

et al. (2016) for summaries of the research flights of the NSF/

NCAR GV (RF) and the DLR Falcon (FF).

IOP RF FF Date Target

Weather regime

0000 UTC 1200 UTC

1 1 6 Jun MW/TW/PF SI HSE HSE

3 4 14 Jun MWs/TWs SI HSE HSE

4 5 16 Jun MWs/TWs SI HE TNW

6 7 19 Jun MWs/CWs/FWs

E. Ocean

SW SW

7 8 20 Jun MWs/TWs SI SW W

8 9 24 Jun MWs SI HE HE

10 25 Jun MWs/TWs SI TNW W

9 12 1/2 29 Jun MWs/TWs SI TNW TNW

13 30 Jun MWs SI TNW T

14 1 Jul MWs/TWs SI T T

10 16 4/5 4 Jul MWs/TWs SI SW SW

13 20 6 10 Jul PF/MW SO SI HE HE

21 7/8 11 Jul MWs SI HE HE

22 9 12 Jul MWs SI TNW TNW

10 13 Jul MWs SI TNW TSW

15 12 16 Jul MWs SI HSE HSE

16 26 20 Jul MWs SI along

mountain ridge

TSW TSW
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classified as HSE regimes (i.e., weak pressure gradi-

ents and surface winds), mainly weak mountain wave

activity was reported at flight level and in the MLT. A

complete summary of the reported gravity wave ac-

tivity during various IOPs can be found in Fritts

et al. (2016).

c. Vertical profiles over the SI

Figure 3 shows the temporal evolution of vertical

profiles of the horizontal wind, wind direction, and ab-

solute temperature of the ECMWF IFS averaged over

an area encompassing the SI (shown by the box in

FIG. 3. Vertical profiles of ECMWF TL1279/L137 operational analyses averaged over the

area between 408–508S and 1658E–1808. (a) Horizontal wind speed (m s21, color shaded),

(b) wind direction (binned in 458 segments centered around the given wind directions), and

(c) temperature (K, color shaded) and potential temperature (K, solid lines). The black solid

horizontal lines in each panel mark the DEEPWAVE aircraft deployment period.
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Fig. 2a) from May to August 2014. Here, we only focus

on the troposphere and lower stratosphere. The middle

atmosphere is analyzed in section 5. Considering the

tropospheric flow conditions, it becomes clear that the

surface weather regimes often lead to a directional shear

in the lower troposphere (Fig. 3b). There are only a few

instances during the DEEPWAVE campaign when the

wind does not turn with altitude and is either westerly or

southwesterly throughout the troposphere and strato-

sphere. The other peculiarity visible in Fig. 3a is the

periodically occurring enhanced upper-tropospheric

and lower-stratospheric wind speed, which is related to

the appearance of jet streams (STJ and PFJ) over New

Zealand (discussed in more detail in section 4). The

tropopause as delineated by the denser isentropes in

Fig. 3c is situated mostly around 10-km altitude. Its

characteristics are discussed in the following section.

4. Tropopause layer and jets

In this section we analyze the tropopause region and

the impact of static stability and wind conditions on the

wave propagation during DEEPWAVE. We first ana-

lyze the sharpness of the tropopause and make a first

estimate about its role in terms of wave reflection. Then,

we present the properties of the tropopause jets (STJ

and PFJ) and how they relate to the observed wave ac-

tivity by altering forcing and propagation conditions.

a. Tropopause inversion layer

The vertical change of wind and static stability at the

tropopause modifies the properties of vertically propa-

gating gravity waves following the dispersion relation-

ship (e.g., Eckermann and Vincent 1993; Keller 1994;

Grise et al. 2010; Shibuya et al. 2015). The height of the

tropopause, its sharpness, and the associated shear var-

ied markedly during DEEPWAVE as a result of the

presence or absence of tropopause jets originating either

from the subtropics or the polar region under wintertime

conditions (e.g., Manney et al. 2014). The height of the

thermal tropopause (WMO 1957) varied with migratory

weather systems. During JJA 2014, the altitude of the

thermal tropopause fluctuated between 8- and 13-km

altitude, as revealed by Lauder radiosonde and

ECMWF IFS temperature profiles (e.g., Fig. 3c).

Moreover, the static stability as given by the squared

Brunt–Väisälä frequency:

N2 5 g
› lnu

›z
, (1)

where g is gravitational acceleration, z is height, and u is

potential temperature, is usually maximized right above

the thermal tropopause (Birner et al. 2002). The asso-

ciated tropopause inversion layer (TIL) is a global fea-

ture of the upper troposphere–lower stratosphere

(UTLS; Birner 2006; Grise et al. 2010; Gettelman et al.

2011). Here, we characterize the evolution of the tro-

popause layer in JJA 2014 by calculating its sharpness in

terms of the TIL strength.

Following Gettelman and Wang (2015), the charac-

teristics of the TIL were examined using vertical N2

profiles derived from ECMWF IFS 6-hourly operational

analyses averaged over an area covering the SI of New

Zealand (shown by the box in Fig. 2a), which in large

part eliminates the signatures of gravity waves. The TIL

strengths at the bottom and top relative to the mean

values over JJA 2014 are given by

TIL0
strength,UT 5

1

2
(N2

MAX 2N2
MIN,UT )

2

�
1

2
(N2

MAX 2N2
MIN,UT )

�
JJA|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
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(2)

and

TIL0
strength,LS 5

1

2
(N2

MAX 2N2
MIN,LS )

2

�
1

2
(N2

MAX 2N2
MIN,LS )

�
JJA|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

meanTILstrength,LS

, (3)

respectively (Fig. 4a). Thereby,N2
MAX is themaximumof

N2 in the UTLS below 20-km altitude, N2
MIN,UT is the

minimum of N2 in the upper troposphere below the al-

titude of N2
MAX but above 5-km altitude, and N2

MIN,LS is

the first local minimum of N2 in the lower stratosphere

above the altitude of N2
MAX, where the vertical gradient

of N2 changes from negative to positive. Positive values

of the two quantities calculated by Eqs. (2) and (3)

characterize a peak in N2 in the UTLS, which is ex-

ceeding the static stability of the stratosphere. Figure 4b

illustrates the different quantities by means of three in-

dividual N2 profiles. The mean TILstrength,UT averaged

over the three wintermonths of JJA2014 is 2.63 1024 s22

and the mean TILstrength,LS is equal to 0.96 3 1024 s22.

Themean TILstrength,UT for JJA 2014 is comparable to the

values of the annual climatology from 32yr of ERA-

Interim data, as shown in Fig. 7 in Gettelman and Wang

(2015), while the mean TILstrength,LS was larger (’0.6 vs

0.96 3 1024 s22). This enhancement can probably be ex-

plained by the presence of weak gravity waves signals

still contained in the spatial mean profiles in the lower

stratosphere altering the N2 values in the lower
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stratosphere (see, e.g., the wavy structures between

13- and 20-km altitude in Fig. 4b).

Generally, the TIL is quite pronounced when the two

quantities TIL0
strength,UT and TIL0

strength,LS are positive,

which means there is a discernable peak (i.e., large

strength) in stability (Fig. 4a, an example profile is

shown in the first panel of Fig. 4b). The TIL is weak

when TIL0
strength,UT and TIL0

strength,LS are negative, which

means there is no pronounced peak (i.e., small strength)

in stability (Fig. 4a; example profiles are shown in the

second and third panels in Fig. 4b). Besides the vari-

ability of the TIL characteristics, periods of some con-

secutive days with a strong andwell-pronounced TIL are

found in Fig. 4a in the middle of June and in the first and

second half of July. During those days the SI was influ-

enced by high pressure systems (namely the HSE, HE,

and H regimes), that is, anticyclones, which are

known to have pronounced TIL characteristics

(Wirth 2003, 2004).

b. Hydrostatic reflection coefficient

While the reflection of nonhydrostatic gravity waves

at the tropopause is a function of wavenumber and the

depth of the tropopause, the hydrostatic reflection co-

efficient (Eliassen and Palm 1960) can be easily calcu-

lated for a large Richardson number (Ri � 1/4), that is,

no or negligible vertical shear, according to

r’
N

S
2N

T

N
T
1N

S

, (4)

where NT and NS are the representative mean Brunt–

Väisälä frequencies of the troposphere and the strato-

sphere (Keller 1994). A reflection coefficient of 1 reveals

the total reflection of hydrostatic gravity waves. For

typical midlatitude conditions,NS 5 2–43NT , such that

the reflection coefficient varies between 0.33 and 0.6,

indicating a partial reflection of vertically propagating

hydrostatic gravity waves (Gill 1982). We use this as a

FIG. 4. (a) TIL characteristics TIL0
strength,UT (black solid) and TIL0

strength,LS (black dashed) as

24-h running mean based on 6-hourly ECMWF analysis. (b) Examples of mean profiles of N2

from which TIL characteristics were calculated are taken on 1) 14 Jun (IOP3, RF04), 2) 2 Jul

(after IOP9, RF14), and 3) 16 Jul 2014 (IOP 15, FF12). Symbols mark N2
MIN,UT (star), N2

MAX

(triangle), and N2
MIN,LS (diamond).
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first simple approach to investigating the influence of the

TIL on wave propagation, being aware that we neglect the

influence of the vertical shear, the depth of the TIL, and

the influence of the wave’s vertical wavelengths. The re-

flection coefficient was evaluated using two different

methods for the period JJA 2014. First, mean values ofNT

and NS were calculated for selected layers in the tropo-

sphere (z5 3–6km) and the stratosphere (z5 16–19km).

Second, instead of using the mean stratospheric value NS

in Eq. (4), NMAX in the UTLS was taken in order to

evaluate the influence of the TIL on the magnitude of

the reflection coefficient. Figure 5a shows both results

computed for JJA 2014. The reflection coefficient varies

between 0.25 and 0.41 when the mean tropospheric-

to-stratospheric stabilities are considered. The reflection

coefficient becomes significantly larger if the enhancement

of static stability by the TIL is taken into account. Maxi-

mum values often exceed r 5 0.5 and values of up to 0.63

were calculated for a short periodnear the endof July 2014.

We compared the temporal evolution of the reflection

coefficient calculated with the NMAX values (black stars

in Fig. 5a) with the regional vertical energy fluxes EFz

over SI derived from the long-term WRF simulations

(Fig. 5b). Only mountain wave episodes (i.e., 6-hourly

values with EFz $ 6Wm22 at 40-km altitude) were

considered. When the reflection coefficient is close to or

larger than 0.5, EFz values at 12-km altitude were re-

duced by 47%–77% (20th and 80th percentiles, i.e., for

16 out of 20 points in time the reduction was larger than

47%) compared to the EFz values at 4-km altitude (red

arrows mark those events in Fig. 5). The reduction is

below 35% (80th percentile, i.e., for 12 out of 15 points

in time the reduction is below 35%) when the reflection

coefficient is close to or below 0.4 (blue arrows mark

those events in Fig. 5). The simulated reduction in EFz

for a given value of the reflection coefficient is larger

than predicted by linear theory, where the net upward

flux is (1 2 r2) times the flux of the incident wave

(Eliassen and Palm 1960). This means for r 5 0.5 that

one would expect a reduction of EFz by 25% rather than

50%. This discrepancy might be explained by the fact

that reflection due to vertical shear is not considered in

FIG. 5. (a) Hydrostatic reflection coefficients r (valid for Ri � 1/4) from ECMWF 6-hourly

operational analyses (stars) and 24-h running means (solid lines) using an averaged strato-

spheric value of N (gray) and NMAX taken in the UTLS (black). (b) The 3-hourly regional

vertical energy fluxes over SI computed fromWRF constrained byMERRA2 initial conditions

at 4- (gray) and 12-km (black) altitude. Arrows mark the GW events, when the reflection

coefficient is close to or larger than 0.5 and the EFz at 12 km is reduced by 47%–77% (red) from

the 4-km value and when the reflection coefficient is close to or smaller than 0.4 and the EFz is

reduced by ,35% (blue).
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the approximated r given by Eq. (4) and vertical

shear certainly played a role during the gravity wave

events (Fig. 3). Nevertheless, the Pearson correlation

coefficient between the reflection coefficient based on

NMAX and the EFz reduction (between 4 and 12km) is

0.70 when the 6-hourly values of the events marked by

arrows in Fig. 5 are considered. Therefore, the re-

lationship between the reflection coefficient and the EFz

reduction in the lower stratosphere highlights the impact

of the TIL on the vertical propagation of mountain

waves. A stronger TIL enhances the reflection of

hydrostatic MWs and, thus, reduces the vertical

energy flux.

c. Subtropical and polar front jets

In addition, the tropopause jets (STJ and PFJ) were

analyzed based on themethod followed byGallego et al.

(2005), where the jets are determined by searching for

closed circumpolar 200-hPa geostrophic streamlines

showing the largest mean horizontal wind speed along

the streamline. Here, operational ECMWF IFS analyses

of geopotential heights and horizontal winds at 200hPa

were used. From the results, the zonally averaged posi-

tions and strengths of the STJ and the PFJ were de-

termined for the 0600 UTC analyses (Figs. 6a,c). The

STJ dominated the circulation with a mean wind speed

of 51ms21 and its mean location being at 318S. The PFJ
was present on only half of the days in June but was

more frequent in July and August (more than 80% of

the days). Its mean wind speed was 39m s21, which is

more than 10m s21 slower than the STJ, and the mean

location was at 568S. This matches the climatological

findings presented byGallego et al. (2005). Although the

connection mentioned above between the SAM index

and the strength of STJ and PFJ (section 3) does not

hold for daily values, it matches for temporally averaged

values. While the daily SAM index was mainly positive

in June and the first half of July (Fig. 1), the mean

strengths of the STJ and the PFJ were 51 and 38ms21,

respectively. For the second half of July, when the daily

SAM index was mainly negative, the mean strengths of

the STJ and the PFJ were 55 and 36ms21, respectively.

The difference in wind speed is small but the SAM index

was not as positive or negative as for other years rep-

resented by the gray area in Fig. 1.

Since the focus of this paper is on the SI of New

Zealand, the location of the jets was also analyzed at

1698E (Fig. 6b). At that longitude, the STJ was located

south of 358S on 13–15 June (IOP 3), 24 June (IOP 8),

28–29 June (IOP 9), and 31 July–2 August (GB 21). On

13 June and 31 July–1 August the location was even

south of 408S. The PFJ was located north of 528S at

1698E in the beginning of June, on 21 June (GB 10),

1 July (IOP 9), 19–20 July (IOP 16), 24 July, and on some

days in August (e.g., 4, 7, 9, and 11–13). On 1 and 19 July

and 7 and 11 August the PFJ was located even north of

478S. The locations of the PFJ and STJ were compared

with the gravity wave activity reported in the flights

summaries of the DEEPWAVE IOPs (Table 4 in Fritts

et al. 2016). Whenever the STJ was located close to the

SI, mountain waves and sometimes even jet-stream-

induced gravity waves were observed at flight level, in

the stratosphere, and the MLT. Additionally, wave

breaking and turbulence at flight level were reported for

these events. For the cases where the PFJ was located

close to the SI, weak mountain wave activity at flight

level was reported. Yet, surprisingly strong mountain

wave activity in the stratosphere and the MLT were also

FIG. 6. Zonally averaged (a) latitudes and (c) strengths of the STJ (black stars) and the PFJ (gray stars) during

JJA 2014. (b) Latitudes of the STJ and the PFJ at 1698E. Operational IFS analyses at 200 hPa at 0600 UTC were

analyzed using the method presented by Gallego et al. (2005). (d) The cross-mountain (NW direction) velocity of

operational IFS analyses averaged over NZ at 850 hPa (black) and 200 hPa (gray) and their difference [e.g., vertical

shear between 850 and 200 hPa (blue)].
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reported. This suggests that the presence of the STJ was

associated with stronger forcing conditions and larger

positive (negative) vertical shear below (above) the jet

maximum. These conditions not only triggered strong

mountain waves but also affected the wave propagation

and led to wave breaking in the UTLS. The presence of

the PFJ was linked with weaker forcing but the triggered

mountain waves could propagate farther up, leading to

strong mountain wave signals in the MLT. The differ-

ence in the forcing conditions and in the vertical shear

between the STJ and the PFJ is largely confirmed by the

cross-mountain winds (northwesterly direction) at 850

and 200 hPa from IFS analyses averaged over the New

Zealand (NZ) area as shown in Fig. 6d. When the STJ

was close to the SI (e.g., 14 June, 24 June, 29 June, and

31 July–1 August), cross-mountain winds at 850 hPa

were often larger than 10ms21 and at 200hPa larger

than 20m s21, leading to a larger vertical shear (i.e.,

differences of around 15m s21 and more between 850

and 200hPa; blue curve in Fig. 6d). This was differ-

ent when the PFJ was close to the SI (e.g., 1–4 June and

19–24 July), where the cross-mountain winds at 850 and

200 hPa hardly reach 10ms21 because the PFJ is gen-

erally weaker than the STJ and approaches New Zea-

land from its mean location from the south (see previous

paragraph). The Pearson correlation coefficients be-

tween the latitude of the STJ and the cross-mountain

winds at 850 and 200hPa are 20.46 and 20.47, re-

spectively. The negative sign comes from the negative

latitudes used for the Southern Hemisphere. Those an-

alyses support the findings of Kaifler et al. (2015) and the

hypothesis that the PFJ is the main driver when weak

and moderate mountain wave activity were observed in

the UTLS and large amplitudes in the MLT.

5. Stratospheric and mesospheric wind and thermal
conditions

The wind minimum in the lower and middle strato-

sphere is a well-known climatological feature in mid-

latitudes and became the focus of recent research as it

largely controls the deep vertical propagation of gravity

waves into the upper stratosphere and mesosphere

(Kruse et al. 2016). In this section we first analyze the

stratospheric circulation during DEEPWAVE influ-

enced by planetary waves. NAVGEM reanalyses then

allow us to extend the picture of the prevailing wind and

thermal conditions up to 110-km altitude.

a. Stratospheric circulation

To characterize the stratospheric conditions during

the DEEPWAVE campaign, Fig. 7 shows the zonally

averaged absolute temperature T and the horizontal

wind speed VH for JJA 2014 together with the T and VH

anomalies with respect to the climatological means as

derived from ERA-Interim data. During the course of

the three winter months, the cold region inside the polar

vortex and the stratopause above gradually subsided.

Associated with this shift is a change in the inclination of

the polar vortex, as seen by the axis of the strongest wind

VH in the PNJ. Especially in June and July 2014, New

Zealand (358–458S) was located below a zone of pro-

nounced meridional and vertical shear of the strato-

spheric wind. Equatorward, the STJ extended from 258
to about 408S and dominated the flow in the lower

stratosphere. Figures 7b, 7d, and 7f depict the wind and

temperature anomalies. Especially over the New Zea-

land region, the upper-stratospheric winds in July and

August are up to 10ms21 weaker than the climatologi-

cal averages. This decline is associated with a poleward

shift of the stratospheric wind maximum, indicating a

displacement of the polar vortex away from New

Zealand.

The anomalies of geopotential height Z and hori-

zontal wind VH at the 30-hPa pressure surface, as

well as the modified potential vorticity MPV5
PV3 (Q/475K)4:5 (Lait 1994) at the 600-K isentropic

surface (approximately 25-km altitude) from the 36-yr

climatological average of ERA-Interim, illustrate the

displacement and deformation of the shape of

the polar vortex in the austral winter 2014 (Fig. 8). The

poleward displacement of the polar vortex in the

southern Pacific sector containing New Zealand is

represented by positive height and MPV anomalies

(i.e., MPV was less negative) in JJA 2014. There is a

weak quadrupole structure inZ andVH over the South

Pole region, indicating a weak influence of planetary

wavenumber-2 (PW2) activities. The stratospheric

horizontal wind was weaker in a latitude belt ex-

tending from 358 to 508S while it was much stronger

than the climatological average farther south (Fig. 8,

right column).

Figure 9 shows the zonal mean temperatures from

MLS (TMLS) and ERA-Interim (TERA-I) and the zonal

wind fromERA-Interim (UERA-I) for the winter months

JJA 2014. To set the results for the year 2014 (plotted

with red lines) into the climatological context of the

previous years, 12 years of MLS and 36 years of ERA-

Interim profiles are plotted as gray lines. Higher-than-

average lower-/middle-stratospheric temperatures and

lower-than-average upper-stratospheric temperatures

are found for JJA 2014. Especially in July 2014, the

temperature was 2–4K higher than in the mean value

and for TERA-I even beyond the standard deviation in

the stratosphere from 15- to 30-km altitude. In the upper

stratosphere up to the height of the stratopause, TERA-I
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was up to 10K lower than the climatological mean,

which led to a reduced temperature gradient below the

stratopause. In the ERA-Interim data, there is a clear

trend of the seasonal warming in the stratosphere from

June to August that is less pronounced in the MLS data.

The differences in the vertical profiles might occur as a

result of the much lower temporal and horizontal reso-

lution of MLS compared to ERA-Interim. Small-scale

effects like GWs are likely not well represented in the

MLSmeasurements since the temporal resolution is 1 day

at one place. The zonal wind profiles show the charac-

teristic properties with a tropopause jet of UMAX ’
30ms21 at 10–12-km altitude, a stratospheric wind min-

imum between 20- and 30-km altitude, and a pronounced

increase in UERA-I of about 3ms21 km21 into the

PNJ.Whereas themean profile for June 2014was close to

the climatological mean (and situated inside the limits

given by the standard deviations), the July and August

profiles deviate significantly from the climatology with

less-than-average stratospheric winds.

b. Planetary waves

Figure 10 shows the vertical profiles of the amplitudes

of stationary planetary waves with zonal wavenumbers 1

and 2 (PW1 and PW2) averaged for the latitude band of

New Zealand for the months JJA derived from MLS

geopotential height data. As such, the amplitudes do not

represent a conservativemeasure of wave activity.Wave

activity strictly related to the Eliassen–Palm (EP) flux

and its divergence is given further below. Again, to set

the climatological context, profiles from all 12 MLS

years are added to the plots. The PW1 amplitude was

FIG. 7. (left)Monthlymean zonally averaged absolute temperature (K, color shaded) and horizontal wind (m s21,

solid lines) for (a) June, (c) July, and (e) August 2014. Data shown are 6-hourly ECMWFTL1279/L137 operational

analyses on 25 pressure levels interpolated onto a regular 18 3 18 latitude–longitude grid. (right) Temperature (K,

color shaded) and horizontal wind (m s21, with solid lines for positive and dashed lines for negative values)

anomalies of the operational analyses for (b) June, (d) July, and (f) August 2014 from the 36 years’ worth of ERA-

Interim climatological mean data (6-hourly monthly mean of daily mean data interpolated onto the same latitude–

longitude grid).
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weak in June 2014 in the middle and upper stratosphere

and partly even below the standard deviation. In July

andAugust 2014, the PW1 amplitude wasmuch stronger

than the climatological mean (black curves in Fig. 10)

and exceeds even the standard deviation in August. The

PW2 amplitude in winter 2014 is weaker than the

climatological mean except in the mesosphere in June

and between 20 and 35km in August 2014. These time

and altitude ranges are the only ones where the magni-

tudes of the PW1 and PW2 amplitudes are similar.

Generally, the amplitude of the PW2 is weaker than that

of the PW1. PW analysis using the ERA-Interim data

FIG. 8. (left) Positive (negative) anomalies shown as red (blue) contours of geopotential height Z at 30 hPa (m), (middle) modified

potential vorticity (MPV) at 600K (PVU, where 1 PVU5 1026 K kg21 m s21), and (right) horizontal wind speedVH at 30 hPa (m s21) for

(top) June, (middle) July, and (bottom) August 2014 from 36-yr climatological average of ERA-Interim monthly means (gray solid

contours).
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largely agrees with the presented results of MLS with

respect to the amplitudes of PW1 andPW2 (cf. Fig. C1 of

appendix C).

Figure 11 illustrates the temporal evolution of the PW1

and PW2 amplitude of MLS by means of altitude–time

plots averaged between 358 and 458S and by latitude–time

plots averaged between 30 and 40km. At New Zealand’s

latitudes, the PW1 amplitude ismaximized at 30–70km in

mid-/late July and at 40–65km in mid-/late August. The

strongest PW1 amplitudes occurred between 508 and 708S
during mid-July and the end of August. The PW1 am-

plitudes increased significantly at the end of June be-

tween 458 and 658S andweremaximized at around 18 July

2014. Afterward, the amplitude varied regularly but

stayed large. PW2 amplitudes were maximized nearly

every 21 days, centered on 23 June, 18 July, 7August, and

27 August 2014 (Figs. 11c,d) and were most pronounced

below 50km around New Zealand’s latitudes. The

strongest PW2 amplitudes occurred between 508 and 708S
during mid- to late August.

Thus, the amplitudes given above indicate that the

stratosphere above and south of New Zealand was

markedly disturbed by PW1 and PW2, displacing the

center of the polar vortex during the second half of the

DEEPWAVE period. From Fig. 8, it is evident that

the polar vortex was shifted away from New Zealand

toward South America. As a consequence, the zonal

winds in the stratosphere were weaker than average,

especially in July and August 2014. In July 2014 the

stratospheric wind minimum was anomalously weak

compared to the climatological mean.

Figure 12 (left) shows the EP-flux vectors F and its

divergence = � F computed as described by Andrews

et al. (1987) for the ERA-Interim data of JJA 2014.

Altitudes in the troposphere below 5km are excluded

because of artifacts caused by Antarctica. To increase

visibility in the stratosphere, which is the main region

of interest, the vectors are scaled by (p0/p)
1/2 with

p0 5 1000 hPa, as in Taguchi and Hartmann (2006). In

general, the EP-flux vectors show an upward and

FIG. 9. Vertical profiles of the monthly mean and zonal-mean (top) MLS temperatures (TMLS), (middle) ERA-Interim temperatures

(TERA-I), and (bottom) ERA-Interim zonal winds averaged around NZ (358–458S, 1608E–1808). Thin gray lines represent the means from

all available years (MLS5 12, ERA-Interim5 37). Solid black lines are the long-term averages and their respective standard deviations

are plotted by dashed lines. The red lines represent the means for the DEEPWAVE year 2014.
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equatorward propagation of wave activity south of 308S
in the lower stratosphere. The magnitude of the EP-

flux vectors increases and the direction becomes more

and more equatorward with increasing altitude. This is

valid for all three winter months but the largest mag-

nitudes are found in July and August 2014. This means

that the wave activity was greater in July and August

compared to June, as already indicated by the PW1 and

PW2 amplitudes given above. In July and August, = � F
is convergent (negative values) above 30km between ap-

proximately 208 and 608S and divergent (positive values)

around 35km between 658 and 758S. The strongest conver-
gence occurs in themidlatitudes in July 2014.Comparison of

= � F of 2014with the climatologicalmean (seeFig. 12, right)

shows amuch stronger convergence in July andAugust 2014

in the upper stratosphere than in the climatological mean.

The convergence of = � F is as expected for dissipating and

breaking planetary waves originating from the troposphere.

It drives an equator-to-pole residual circulation pattern that

produces upwelling in the tropics and downwelling in high

latitudes (e.g., Dunkerton et al. 1981; Shaw and Perlwitz

2014). This downwelling warms the lower stratosphere and

hence changes the meridional temperature gradient, which

is related to the vertical zonal wind gradient via the thermal

wind balance. Thus, the stratospheric zonal wind is de-

creased. Both effects, the stratospheric warming and the

zonal wind weakening, are shown in Fig. 9.

The enhancement of the magnitude of the EP-flux

vectors and of the convergence in the upper stratosphere

is in agreement with the overall enhanced planetary

wave amplitude found at 408S (Figs. 10c,e) and the shift

of the polar vortex toward South America (Fig. 8).

Based on those analyses, we expect that a stronger than

normal (i.e., 37-yr mean) poleward refraction of GWs in

the upper stratosphere occurred during July and August

2014 (e.g., Ehard et al. 2017) as a result of the enhanced

equator-to-pole residual circulation induced by the

stronger convergence by PWs.

FIG. 10. Vertical profiles of the monthly means of stationary PW1 and PW2 geopotential height amplitudes

averaged between 358 and 458S fromMLS for JJA. Thin gray lines represent the means from the 12 available years.

Solid black lines are the long-term averages and their respective standard deviations are plotted by dashed lines.

The red lines represent the monthly means for the DEEPWAVE year 2014.
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c. Day-to-day variability over SI

The day-to-day variability of the atmospheric condi-

tions for an area encompassing the SI of New Zealand is

shown by altitude–time sections derived from the op-

erational IFS analyses in Fig. 3. The tropospheric

properties and the variability of wind and temperature

have already been discussed in the previous sections.

Here, we concentrate on the stratospheric conditions. In

general, upper-stratospheric and mesospheric winds

were large with VH . 80m s21 from June until the

middle of July 2014 (Fig. 3a). As expected for the PNJ,

themain wind direction was westerly. In mid-July, winds

turned slightly to southwesterly and became signifi-

cantly weaker as a result of the displaced polar vortex

and the associated southward migration of the PNJ

(Fig. 3b). In August 2014, the weaker stratospheric

winds varied considerably and the PNJ returned for

only a few days. In the lower and middle stratosphere

(,30-km altitude) horizontal winds were often smaller

than 20m s21. Only during a few episodes was the

stratospheric wind speed enhanced.

The dominant feature of the temperature evolution is

the variability of the warm stratopause layer at around

50-km altitude (Fig. 3c). The descent and broadening of

the stratopause in the middle to end of July 2014 oc-

curred with the amplifying planetary wave amplitude

(cf. the amplitudes of PW1 and PW2 around day 200 in

Fig. 11). At the same time the EP-flux divergence

(convergence) was maximized over New Zealand (to-

ward the equator) between 40- and 50-km altitude (not

shown). This can explain the descent and adiabatic

warming of the stratopause region (see also description

in section 5b). In the middle and lower stratosphere,

episodes of T , 200K only occurred sporadically when

the cold pool of the polar vortex extended north over

New Zealand (Fig. 3c). Appendix B documents that the

stratospheric temperatures from the ECMWF IFS are

reliable up to an altitude of about 60 km. There, we

compared the IFS data with the Rayleigh lidar obser-

vations by TELMA at Lauder. Although the profiles are

compared only for a single location onNewZealand, the

quantitative agreement indicates that essential features

of the thermal structure of the atmosphere up to the

stratopause are captured quantitatively well.

d. High-altitude NAVGEM reanalyses

ECMWF IFS analyses are progressively impacted by

increased numerical damping above 60-km altitude and

do not contain tides, which constitute the dominant

mode of variability in the MLT region from ;60 to

100 km (Oberheide et al. 2015), where many key

DEEPWAVE measurements took place (Fritts et al.

2016). Accordingly, a series of high-altitude reanalyses

were performed for the DEEPWAVE austral winter

using a research NAVGEM configuration (Eckermann

et al. 2016). Figure 13 displays time series of reanalyzed

NAVGEM temperature T, horizontal wind speed VH,

FIG. 11. Geopotential height amplitudes of stationary (a),(b) PW1 and (c),(d) PW2 as (left) a function of height

and time averaged between 358 and 458S and (right) a function of latitude and time averaged between 30- and 40-km

altitude.
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and wind direction aH over the New Zealand region

(408–508S and 1658E–1808) during the 2014 austral

winter, with separate panels depicting layer averages

for the upper stratosphere (10–1 hPa), the lower

mesosphere (1–0.1hPa), the upper mesosphere (0.1–

0.01hPa), and the lower thermosphere (0.01–0.001hPa).

These time series have an hourly resolution, with the

6-hourly reanalysis fields interspersed with 1–5-h forecasts

initialized from each successive reanalysis. The data se-

ries of temperature and wind can be decomposed into

background (X0), tides, and gravity wave perturbations

(Hoffmann et al. 2010). For the background a 4-day

running mean was used. This background together with

the respective standard deviation, representing tides and

gravity wave perturbations, is also shown in Fig. 13. In-

creasing short-term variability with altitude reflects pro-

gressively increasing tidal amplitudes, most notably a

large-amplitude migrating semidiurnal tide in the mid-

latitude MLT [Eckermann et al. (2016) and appendix D].

The evolution of background VH and T in the upper

stratosphere (Fig. 13a) is similar to the result discussed

with respect to the ECMWF IFS data (Fig. 3). Westerly

winds of about VH ’ 80m s21 and T ’ 220K fluctuated

weakly until mid-July 2014. Because of the planetary

waves and the associated displacement of the polar

vortex occurring in the middle of July, the magnitude of

VH dropped by a factor of about 2,T increased, and wind

directions became more variable. As expected for the

stratopause layer, wind and temperature were maxi-

mized between 1 and 0.1 hPa (;50–65 km), attaining

values of VH $ 100m s21 and T ’ 250K, respectively

(Fig. 13b). In the upper mesosphere and lower thermo-

sphere,VH and T are generally lower (Figs. 13c,d). As in

the layer below, the winds weakened and changed

direction with enhanced fluctuations in the upper me-

sosphere in August (Fig. 13c). The onset of weakening

winds varied in the respective layers. While VH in the

mesosphere (Figs. 13b,c) had weakened by 15 July 2014,

FIG. 12. (left) EP flux vectors F (arrows) and divergence = � F [black contour lines, dashed: negative values (i.e.,

convergence)] as monthly mean for JJA 2014 of ERA-Interim data. (right) EP flux divergence = � F as monthly

mean for JJA 2014 of ERA-I data (color coded) and climatological mean from 37 years’s worth of ERA-Interim

data [black contour lines, dashed: negative values (i.e., convergence)]. The EP-flux vectors (Ff, Fz) are scaled as

(p0/p)
1/2(Ff, 100Fz). Note that the lengths of the vectors are plotted relative to the corresponding largest mag-

nitude for each month. So the length gives an impression of the direction and relative magnitude for each month,

while the color coding of the arrows allows a direct comparison of the three months.
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the gradual reduction in the upper stratosphere (Fig. 13a)

began around 5 days later, then dropped to ;10–

20ms21 in early August and stayed weak throughout

August compared to June and July. Interestingly, tidal

fluctuations seem to be noticeably reduced around

the end of July and beginning of August in the lower

thermosphere (see Fig. 13d). During the shift of the

polar vortex, the increase in temperature in the upper

stratosphere (Fig. 13a) was accompanied by increasing

temperatures in the lower thermosphere (Fig. 13d)

FIG. 13. NAVGEMT119L74 6-hourly analysis and 1-hourly forecasts averaged over the area

between 408–508S and 1658E–1808 of 4-day running mean (X0) temperature (black) and hori-

zontal wind speed (blue) and wind direction (orange) as layer averages taken between (a) 10

and 1, (b) 1 and 0.1, (c) 0.1 and 0.01, and (d) 0.01 and 0.001 hPa. Full data (X01 perturbations1
tides) are shown as light-colored dots and the standard deviation with respect to X0 as light-

colored solid lines.
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starting on 20 July. Decreasing temperatures are found

in the mesosphere starting in the upper mesosphere on

20 July (Fig. 13c) and about 5 days later in the lower

mesosphere (Fig. 13b).

It is worth mentioning here that the NAVGEM and

ECMWF IFS analyses and forecasts are in good quan-

titative agreement up to about 1 hPa (approximately

50 km). The effect of the lower spatial resolution of

NAVGEM compared to ECMWF is not relevant since

the data used are averaged over a large area. A plot of

the temporal evolution forT,VH, and aH from the IFS at

10–1hPa is identical to Fig. 13a (not shown). Differences

between NAVGEM and the IFS were found at higher

altitudes because of the numerical damping in the up-

permost layers of the IFS (see appendix B).

6. SI of New Zealand: A hotspot of orographic
gravity waves in the stratosphere in 2014?

Recently, Hoffmann et al. (2016) conducted a com-

prehensive analysis of the stratospheric gravity wave

activity at Southern Hemispheric hotspots using AIRS

data. They found New Zealand being 1 of 18 hotspots.

The stratospheric gravity wave occurrence frequency,

being the fraction of AIRS overpasses showing gravity

wave activity compared to the total number of

overpasses, was 14% for New Zealand in the months of

April–October from 2003 to 2014 [Table 1 in Hoffmann

et al. (2016)]. Using a two-box method and employing a

threshold for the observed brightness temperature var-

iance of s2
oro 5 0.1K2, the occurrence frequency foro of

orographic gravity waves above New Zealand was de-

termined to be 9%; that is, most of the detected strato-

spheric gravity waves (about 70%) originate from the

flow past the Southern Alps. Figure 14 shows the time

series of the orographic gravity wave variances s2
oro

based on individual AIRS overpasses and, in addition,

the ERA-Interim background zonal wind u at different

height levels above the New Zealand SI for the

years 2012–14.

First of all, orographic gravity wave variances of all

three years as seen by AIRS are largest and most fre-

quent in May–July (i.e., the period chosen for the

DEEPWAVE field phase). An interesting side note is

that the rise above the threshold of 6m s21 for low-level

winds in spring (September–October) confirms the ex-

tensive experience of glider pilots that favorable wave

flight conditions occur during this season (R.Heise 2015,

personal communication; B. Liley 2014, personal com-

munication). However, the stratospheric zonal winds are

weak and even westward during this period (September–

October) and likely prevent deep vertical propagation.

FIG. 14. Time series of AIRS 4.3-mm brightness temperature variance differences (gray) and

ERA-Interim zonal winds at 2-km (red) and 40-km (blue) log-pressure altitude from 1 Apr

to 31 Oct (top) 2012, (middle) 2013, and (bottom) 2014 in NZ. Gray dotted lines indicate the

0.1-K2 threshold used to detect orographic gravity waves. The red and blue dotted lines depict

zonal wind levels of 6 and 64m s21 used to predict mountain wave events in the AIRS ob-

servations. The values of u are area averages covering 488–408S, 166.58–176.58E and refer to the

AIRS observational level (3 hPa, about 40 km) and the low level (750 hPa, about 2 km).
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The Spearman rank-order correlation coefficient rs be-

tween s2
oro and U is generally low at low levels, with rs

(2km) ranging from 0.05 to 0.19. The correlation co-

efficient is high for the zonal wind at the observational

level, with rs (40km) ranging from 0.69 to 0.82. Thismeans

that the AIRS observations are more strongly influenced

by the observational filter, which is controlled by the

background wind at the height level of the observations

influencing the waves’ vertical wavelength, than by the

orographic forcing itself. Therefore, the weaker oro-

graphic wave activity in the stratosphere during the year

2014 compared to the years 2012 and 2013 applies for the

wave activity seen by AIRS, which does not solely depend

on the low-levelwind butmainly on the stratosphericwind.

During July and August 2014, the polar vortex was dis-

placed toward South America as a result of the enhanced

PW activity causing weaker winds in the stratosphere in

the vicinity of New Zealand. In addition low-level forcing

was influenced by southwesterly flows and blocking situ-

ations (see section 3). Therefore, the orographic gravity

waves observed and predicted by the simple model, as in

Hoffmann et al. (2016), show a pronounced 12-yr mini-

mum (Fig. 15). Again this is all valid for orographic wave

activity in the observational range of AIRS and identified

by the analysis method of Hoffmann et al. (2016).

7. Summary

We have presented a comprehensive analysis of the

prevailing atmospheric conditions relative to climatol-

ogy of the atmosphere from the ground to the lower

thermosphere over the New Zealand region during

the 2014 austral winter. Our study employs various ob-

servations, analyses, and reanalyses. The results give

first insights into the relationship between the prevailing

atmospheric conditions and observed gravity wave

activity during the DEEPWAVE field campaign and

serve as a reference for future investigations of specific

gravity wave events observed duringDEEPWAVE. The

main results of our analysis can be summarized as

follows.

Local tropospheric climatological indices (SOI and

SAO) suggest a tendency for southwesterly flows and

blocking over New Zealand during DEEPWAVE. A

classification of the tropospheric flow regimes according

to Kidson (2000) and Renwick (2011) revealed that the

blocking regimes, with an occurrence frequency of 36%,

and the SW regime, with a frequency of about 18%, were

the most frequent ones that occurred during JJA 2014.

Compared to the values found byRenwick (2011) for JJA

of 1958–2010, the occurrence frequency was twice as high

in JJA 2014 for the HSE regime (21.7% vs 10.6%) and

enhanced for the SW regime (17.9% vs 11.3%). Alto-

gether, the trough group regimes were underrepresented

compared to results from the 40-yr climatology of Kidson

(2000). Many DEEPWAVE aircraft mountain wave

missions were conducted during the TNW regime. On 5

out of 7 days, when the TNW regime occurred in June

and July 2014, aircraft missions were devoted to observe

deep propagating orographic gravity waves and in the

majority of cases significant and strong mountain wave

activity was found (Table 1). During the flight planning

process, the weak cross-mountain wind component at

700hPa occurring during the SW regimes caused only

weak forcing conditions, which often disqualified moun-

tain waves as primary targets for selected missions. For

IOPs 6 and 10, which were conducted during the SW

regimes, moderate and even strong mountain wave ac-

tivity was reported at flight level and also in the MLT.

The tropopause height fluctuated between 8 and

13 km during JJA 2014. The TIL was a dominant feature

of the UTLS during the DEEPWAVE period but varied

markedly in strength and depth (Fig. 4a). This variability

can be related to the alternating appearance of anticy-

clones and cyclones over New Zealand, given that

‘‘anticyclones are characterized by a distinct peak in N2

right above the tropopause’’ (Wirth 2003, 2004). A

simplified reflection coefficient for hydrostatic gravity

waves was calculated for JJA 2014 using both the rep-

resentative buoyancy frequencies NT and NS from the

troposphere and stratosphere and maximum values

NMAX attained within the TIL. The approximated hy-

drostatic reflection coefficient showed significant en-

hancement from reaching up to 0.6 when theN2 peak of

the TIL was taken into account. A reflection coefficient

of r $ 0.5 was associated with a reduction of the vertical

energy flux between 4- and 12-km altitude simulated by

WRF and suggests significant partial reflection of verti-

cally propagating gravity waves at the tropopause. These

FIG. 15. Yearly variability of inferred orographic wave activity over

NZ during June–July for the years 2003–14. Time series show occur-

rence frequencies of orographic waves from AIRS observations

(black) and a simple mountain wave prediction model of Hoffmann

et al. (2016) (gray). Also shown are occurrence frequencies of the

zonal winds at 2-km (red) and 40-km (blue) altitude exceeding the

prediction model thresholds, which are 6 and 64m s21, respectively.
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findings may point to another reason for the reported

moderate and strong gravity wave activity during the SW

regime. The TIL is relatively weak and the hydrostatic

reflection coefficient is close to 0.4 for this regime (e.g., 19

and 20 June and 4 July in Fig. 5a) because of the influence

of the cyclone located SE of New Zealand.

In accordance with the climatology, the STJ was the

dominant tropopause jet within the DEEPWAVE re-

gion and period. A double-jet structure consisting of STJ

to the north and PFJ to the south was present on nearly

all days in July and August 2014. The analysis of the

positions and strengths of both jets revealed that the STJ

was located in the vicinity of NewZealand (e.g., south of

358S at 1698E), most often in June, while the PFJ was

located in the vicinity of New Zealand (e.g., north of

528S at 1698E) most often in July (Fig. 6b). For the IOPs

when the STJ was involved, stronger forcing conditions

occurred than in cases when the PFJwas present. During

aircraft missions under stronger forcing conditions of

the STJ, wave breaking and turbulence were reported

[see Table 4 in Fritts et al. (2016)]. For cases when the

PFJ was located close to the SI, weak mountain wave

activity at flight level was reported. Surprisingly, strong

mountain wave activity in the stratosphere and theMLT

were reported for those cases. Based on these findings,

we hypothesize that breaking in the UTLS was strongly

related to the STJ affecting the propagation through the

UTLS while the PFJ was the main driver when weak

forcing in the troposphere and large amplitudes in the

MLT were observed.

The evolution of wind and thermal conditions in the

middle atmosphere above New Zealand during the

DEEPWAVE campaign can be summarized as follows.

Until about themiddle of July 2014, the PNJ was located

above the SI with strong westerly winds (VH. 100ms21)

covering an altitude range from about 40 to 70km. Af-

terward, the upper-level winds above SI weakened

and changed direction from westerly to more southerly.

The stratospheric winds in the vicinity of New Zealand

were up to 10ms21 weaker in July and August 2014

than the climatological means. Planetary wave analysis

of PW1 and PW2 amplitudes and EP flux revealed

that this transition was triggered by planetary waves,

which caused a southward displacement of the PNJ.

Afterward, the background conditions in the middle

atmosphere changed and were characterized by much

weaker and more variable winds from the middle of

July to the end of August 2014. Together with the

EP-flux convergence and the enhanced PW activity, the

stratopause over the NZ region descended and broad-

ened, causing a warming of the upper stratosphere, a

cooling in the mesosphere, and a warming of the lower

thermosphere.

AIRS satellite observations in the upper stratosphere

using the new method of Hoffmann et al. (2016) revealed

that orographic gravity wave variances for 2014were largest

and most frequent in May–July (i.e., the period of the

DEEPWAVE field phase). However, those analyses also

showed that therewas a pronounced 12-yrminimum in 2014

with respect to the orographic gravity wave activity in the

observational range of AIRS, which depends not only on

the low-level winds but mainly on the stratospheric winds.
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APPENDIX A

Key Acronyms Used in This Paper

AAO Antarctic Oscillation

AIRS Atmospheric Infrared Sounder

DEEPWAVE Deep Propagating Gravity Wave

Experiment

ECMWF European Centre for Medium-Range

Weather Forecasts

EP Eliassen–Palm

ERA ECMWF Re-Analysis

FF research flight Falcon

GB ground-based measurement

GV Gulfstream 5 research aircraft

GW gravity wave
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IFS Integrated Forecast System

IOP intensive observing period

JJA June–August

MLS Microwave Limb Sounder

MLT mesosphere and lower thermosphere

MSLP mean sea level pressure

MW mountain wave

NAVGEM Navy Global Environmental Model

NCAR National Center for Atmospheric

Research

NCEP National Centers for Environmental

Prediction

NSF National Science Foundation

NZ New Zealand

PF predictability flight

PFJ polar front jet

PNJ polar night jet

PW1 and PW2 planetary wave with zonal wave-

numbers 1 and 2

RF research flight GV

SABER Sounding of the Atmosphere Using

Broadband Emission Radiometry

SAM southern annular mode

SAO semiannual oscillation

SH Southern Hemisphere

SI South Island

SO Southern Ocean

SOI Southern Oscillation index

STJ subtropical jet

TELMA Temperature Lidar for Middle Atmo-

sphere Research

TIL tropopause inversion layer

TW trailing wave

UTLS upper troposphere–lower stratosphere

WRF WeatherResearchandForecastingModel

Weather Regimes for New Zealand

H, HNW, and W zonal group: high, high northwest,

and westerly flow

T, SW, TNW, and

TSW

trough group: trough, southwesterly

flow, trough northwest, and trough

southwest

HSE, HE, NE,

HW, and R

blocking group: high southeast, high

east, northeasterly flow, high west,

and ridge over New Zealand

APPENDIX B

Lidar Temperature Measurements and ECMWF IFS

Figure B1 shows TELMA temperature measure-

ments over Lauder from the end of June to November

2014. The TELMA data have effective temporal and

vertical resolutions of 60min and 2900m, respectively. In

the beginning of July the stratopause is located between

50- and 60-km altitude with stratopause temperatures

around 260K. At the end of July the stratopause alti-

tude decreases suddenly down to 40–50-km altitude;

however, stratopause temperatures stay approximately

the same. Around the middle of August 2014, the

stratopause is highly distorted and stratopause tem-

peratures are reduced. During end of August, a stable

and warm stratopause forms around 50-km altitude,

with temperatures of ’270K. Toward November, the

stratopause temperature increases gradually.

The left panel of Fig. B2 depicts the mean lidar

temperature at Lauder between July and September

2014 (black line) in comparison to the ECMWF

temperature at Lauder (blue line). We limit the

comparison to the period July–September as the data

coverage by the lidar is very high during this period

(cf. Fig. B1). Note that for comparison ECMWF data

were only taken at times when lidar data were

available as well. The lidar temperature exhibits a

mean stratopause height of ’48 km with a strato-

pause temperature of 247K, and in the mesosphere

the temperature decreases with altitude, reaching 215K

at 70-km altitude. The ECMWF IFS 40r1 cycle exhibits a

higher and colder stratopause (52km and 245K) than the

lidarmeasurements, and in the mesosphere temperatures

decrease rapidly with increasing altitude, reaching 200K

at 70-km altitude. Between 30- and 34-km altitude, lidar

temperatures are on average lower than ECMWF tem-

peratures. Note that lidar temperatures in this altitude

region might be low biased as a result of the presence of

stratospheric aerosols. Thus, we refrain from inter-

preting this altitude region.

FIG. B1. Temperature measurements by TELMAabove Lauder,

during SH winter 2014. The temperature data have an effective

temporal and vertical resolution of 60min 3 2900m.
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The deviation between the ECMWF IFS cycle 40r1

temperature and the lidar temperature (Fig. B2, right

panel) shows that ECMWF temperatures are 1–3K lower

than the lidar temperatures between 34- and 54-km alti-

tude. At 60-km altitude, ECMWF temperatures are 2K

warmer than the lidar temperatures, corresponding to

the higher stratopause in ECMWF. Above 60-km alti-

tude the temperature deviation decreases rapidly with

increasing altitude, resulting in ECMWF temperatures

being 15K lower than the lidar temperatures at 70-km

altitude. Standard deviations of the temperature de-

viation are small in the stratosphere (’3K) and increase

up to 10K in the mesosphere. Note that the temperature

deviation profile at Lauder is very similar to the one

published by Le Pichon et al. (2015, their Fig. 4) for a

Northern Hemisphere midlatitude site [Haute de Pro-

vence Observatory in southeast France (43.98N, 5.78E)].
The temperatures of the ECMWF IFS cycle 40r1 agree

well with the lidar observations up to 60-km altitude.

This is the same altitude up to which good agreement

was also found for wind data by Le Pichon et al. (2015).

Thus, we regard the ECMWFdataset as a good indicator

for the mean dynamical state of the atmosphere up to

60-km altitude.

APPENDIX C

Planetary Waves in ERA-Interim

Figure C1 is similar to Fig. 10 but is derived from

ERA-Interim data (i.e., the vertical profiles of the

monthly means of PW1 and PW2 geopotential height

amplitude). Comparing these two figures reveals very

good agreement between the amplitude of the PWs

derived from MLS and from ERA-Interim in the

stratosphere. An advantage of MLS and the cause for

its usage is the much higher altitude range of MLS

compared to ERA-Interim. Since the DEEPWAVE

FIG. C1. Vertical profiles of themonthlymeans of stationary PW1

and PW2 amplitudes zonally averaged between 308 and 508S from

ERA-Interim for JJA. Thin gray lines represent the means from the

37 available years. Solid black lines are the long-term averages and

their respective standard deviations are plotted by dashed lines. The

red lines represent the monthly means for the DEEPWAVE during

2014. Axes are the same as for MLS in Fig. 10.

FIG. B2. (left) Mean temperature profile observed by TELMA (black line) and analyzed by ECMWF IFS cycle

40r1 (blue line) above Lauder, from July to September 2014. (right) Resulting mean temperature deviation be-

tween the lidar and the ECMWF IFS (solid) plus the standard deviation from the mean (dashed lines). For this

comparisonECMWFdata were only taken at times when lidar data were available. Both datasets were interpolated

onto the same altitude grid with a resolution of 500m.
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campaign also includes mesospheric measurements

(e.g., Kaifler et al. 2017), it is reasonable to consider PW

not only in the stratosphere but also in the mesosphere

because of the potential interactions of GWs with PWs.

APPENDIX D

Semidiurnal Tides in NAVGEM

Fourier spectra of NAVGEM wind and temperature

data show the increasing influence of the semidiurnal

tide with altitude (Fig. D1).
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