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DEEP-EST: A Modular Supercomputer for 

HPC and High Performance Data Analytics

How does one cover the needs of both HPC and 

HPDA (high performance data analytics) appli-

cations? Which hardware and software tech-

nologies are needed? And how should these 

technologies be combined so that very differ-

ent kinds of applications are able to efficiently 

exploit them? These are the questions that the 

recently started EU-funded project DEEP-EST 

addresses with the Modular Supercomputing 

architecture.

Scientists and engineers run large simulations 

on supercomputers to describe and understand 

problems too complex to be reproduced exper-

imentally. The codes that they use for this pur-

pose, the kind of data they generate and analyse, 

and the algorithms they employ are very diverse. 

As a consequence, some applications run better 

(faster, more cost- and more energy-efficient) on 

certain supercomputers and some run better on 

others.

The better the hardware fits the applications 

(and vice-versa), the more results can be achieved 

in the lifetime of a supercomputer. But finding 

the best match between hardware technology 

and the application portfolio of HPC centres 

is getting harder. Computational science and 

engineering keep advancing and increasingly 

address ever-more complex problems. To solve 

these problems, research teams frequently com-

bine multiple algorithms, or even completely 
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different codes, that reproduce different aspects 

of the given topic. Furthermore, new user com-

munities of HPC systems are emerging, bring-

ing new requirements. This is the case for large-

scale data analytics or big data applications: 

They require huge amounts of computing power 

to process the data deluge they are dealing with. 

Both complex HPC workflows and HPDA appli-

cations increase the variety of requirements that 

need to be properly addressed by a supercom-

puter centre when choosing its production sys-

tems. These challenges add to additional con-

straints related to the total cost of the machine, 

its power consumption, the maintenance and 

operational efforts, and the programmability of 

the system.

The modular supercomputing  

architecture

Creating a modular supercomputer that 

best fits the requirements of these diverse, 

increasingly complex, and newly emerging 

applications is the aim of DEEP-EST, an EU 

project launched on July 1, 2017 (see Fig. 1). 

It is the third member of the DEEP Projects 

family, and builds upon the results of its pre-

decessors DEEP[1] and DEEP-ER[2], which 

ran from December 2011 to March 2017. 

DEEP and DEEP-ER established the Clus-

ter-Booster concept, which is the first incar-

nation of a more general idea to be realised 

in DEEP-EST: the Modular Supercomputing 

Architecture. This innovative architecture 

creates a unique HPC system by coupling 

various compute modules according to the 

building-block principle. Each module is tailored 

to the needs of a specific group of applications, 

and all modules together behave as a single 

machine. This is guaranteed by connecting them 

through a high-speed network and, most impor-

tantly, operating them with a uniform system 

software and programming environment. In this 

way, one application can be distributed over sev-

eral modules, running each part of its code onto 

the best suited hardware. 

The hardware prototype

The DEEP-EST prototype (see Fig. 2) to be 

installed in summer 2019, will contain the follow-

ing main components:

Fig. 2: Modular Supercomputing Architecture as implement-
ed in DEEP-EST. (CN: Cluster Node; BN: Booster Node; DN: 
Data Analytics Node). Each compute module addresses the 

and all together they behave as a single machine. Extensions 
with further modules (n) can be done at any time.



inSiDE  |  Autumn 2017

98

infrastructure will be included to precisely quan-

tify the power consumption of the most import-

ant components of the machine, and modelling 

tools will be applied to predict the consumption 

of a large scale system built under the same 

principles. 

The software stack

The DEEP-EST system software, and in par-

ticular its specially adapted resource manager 

and scheduler, enable running concurrently 

a mix of diverse applications, best exploiting 

the resources of a modular supercomputer. In 

a way, the scheduler and resource manager 

act similar to a Tetris player, arranging the dif-

ferently shaped codes onto the hardware so, 

that no holes (i.e. empty/idle resources) are left 

between them (see Fig. 3). When an application 

requiring high single-thread performance

 

scalable parts of the applications 

requirements

The three mentioned compute modules will be 

connected with each other through a “Network 

Federation” to efficiently bridge between the 

(potentially different) network technologies of 

the various modules. Attached to the “Network 

Federation,” two innovative memory technolo-

gies will be included:

 

a large-size memory pool globally 

accessible to all nodes

element at the network to accelerate 

MPI collective operations

In addition to the three abovementioned 

compute modules, a service module will 

provide the prototype with the required 

scalable storage.

One important aspect to be considered 

in the design and construction of the  

DEEP-EST prototype is energy efficiency. 

It will influence the choice of the specific 

components and how they are integrated 

and cooled. An advanced monitoring 

Fig. 3: Three example applications running on a Modular 
Supercomputer, distributed according to their needs. In this 
example, workload 1 would be a typical HPC code, workload 2 
a typical HPDA application, and workload 3 a code combining 
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finishes using some nodes, these are imme-

diately freed and assigned to others. This res-

ervation and release of resources can be done 

also dynamically, what is particularly interest-

ing when the workloads have different kinds of 

resource requirements along their runtime. 

In DEEP-EST, the particularities and complexity 

of the underlying hardware are hidden from the 

users, which face the same kind of program-

ming environment (based on MPI and OpenMP) 

that exists in most HPC systems. The key com-

ponents of the programming model used in 

DEEP-EST have been in fact developed already 

DEEP. Employing ParaStation MPI and the pro-

gramming model OmpSs, users mark the parts 

of the applications to run on each compute 

module and let the runtime take care of the 

code-offload and data communication between 

modules. Further resiliency capabilities were 

later developed in DEEP-ER. In DEEP-EST, Para-

Station MPI and OmpSs will be, when needed, 

adapted to support the newly introduced Data 

Analytics Module and combined with the pro-

gramming tools required by HPDA codes.

The DEEP-EST software stack is completed with 

compilers, the file system software (BeeGFS), 

I/O libraries (SIONlib), and tools for application 

performance analysis (Extrae/Paraver), bench-

marking (JUBE) and modelling (Dimemas).

Co-design applications

The full DEEP-EST system (both its hard-

ware and software components) is developed 

in co-design with a group of six scientific 

applications from diverse fields. They come 

from neuroscience, molecular dynamics, radio 

astronomy, space weather, earth sciences and 

high-energy physics. The codes have been cho-

sen to cover a wide spectrum of application 

fields with significantly different needs, and 

include traditional HPC codes (e.g. GROMACS), 

HPDA applications (e.g. HPDBSCAN), and very 

data intensive codes (e.g. the SKA and the CMS 

data analysis pipelines).

The requirements of all of these codes will 

shape the design of the hardware modules 

and their software stack. Once the prototype 

is installed and the software is in operation, 

the application codes will run on the platform, 

demonstrating the advantages that the Modular 

Supercomputing Architecture provides to real 

scientific codes.

Project numbers and GCS contribution

The DEEP-EST project will run for three years, 

from July 2017 to June 2020. It was selected 

under call FETHPC-01-2016 (“Co-design of 

HPC systems and applications”) and receives a 

total EU funding of almost €15 million from the 

H2020 program. The consortium, led by JSC, 

includes LRZ within its 16 partners comprising 

computing centres, research institutions, indus-

trial companies, and universities. 

LRZ leads the energy efficiency tasks and the 

public relations and dissemination activities. 

It also chairs the project’s Innovation Council 

(IC): a management body responsible to identify 

innovation opportunities outside the project. 
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Beyond the management and coordination 

of the project, JSC leads the application work 

package and the user-support activities. It will 

also contribute to benchmarking, and I/O tasks. 

Furthermore, in collaboration with partners Bar-

celona Supercomputing Centre and Intel, JSC 

will adapt the SLURM scheduler to the needs 

of a modular supercomputer. Last but not 

least, JSC drives the overall technical definition 

of the hardware and software designs in the  

DEEP-EST project as the leader of the Design 

and Development Group (DDG).
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