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Magnetic Resonance Monitoring and
Numerical Modeling of Soil Moisture
during Evaporation

Steffen Merz,* Bruce J. Balcom, Razieh Enjilela, Jan
Vanderborght, Youri Rothfuss, Harry Vereecken, and
Andreas Pohimeier

Evaporation from bare soil surfaces can be restrained to a great extent with
the development of a dry layer at the soil surface where capillary hydraulic
conductance ceases and water flow proceeds only by gas phase trans-
port. Model calculations and preliminary experiments with model porous
media have shown that this surface layer can be very thin. An accurate
characterization of these processes is required, which is provided by nonin-
vasive magnetic resonance (MR) methods. The evaporative drying of a silt
loam and a sandy loam was monitored at high spatial resolution in labora-
tory experiments. The MR data were used to assess the performance of two
numerical models: (i) the Richards equation, which considers isothermal lig-
vid water flow, and (ii) a coupled soil water, heat, and vapor flow numerical
model. The experimental results reveal two distinct drying regimes for both
soil types where, af the onset of the second evaporation stage, a dry surface
zone developed with increasing thickness over time. This layer revealed that
water loss inside the soil coincided with a relatively low evaporation rate as
the liquid continuity to the soil surface vanished. The modeling results clearly
demonstrated the need to consider heat and vapor flow. It was shown, as a
proof of principle, that MR relaxation time spectra may serve as a proxy to
follow desaturation processes where spatially resolved transverse relaxation
can reveal a secondary evaporation front.

Abbreviations: CPMG, Carr-Purcell-Meiboom-Gill; MR, magnetic resonance; NMR,
nuclear, magnetic resonance; NSE, Nash-Sutcliffe coefficient of efficiency; rf, radio
frequency; SE-SPI, spin echo single-point imaging; SPRITE, single-point ramped imaging
with longitudinal relaxation time enhancement.

Evaporation from water surfaces (e.g,, oceans and streams), from soil surfaces, and
plant transpiration constitute components in the terrestrial water cycle because they
deplete more than half of all precipitation (Oki and Kanae, 2006). Evaporation from
bare soil surfaces consumes one quarter of the incoming solar radiation and therefore
controls the vapor and energy fluxes from the groundwater to the atmosphere (Trenberth
et al., 2009). Because soils typically consist of a solid phase and voids that are filled by
liquid and gas phases in different fractions, they are natural porous media. The drying of
soil, without a supplying water reservoir, usually proceeds in two distinct stages (Or et al.,
2013; Scherer, 1990; Schliinder, 2004).

During the first stage (S1), the water potential at the soil surface is sufficiently high and
the vapor pressure in the gas phase of the porous medium is close to the saturated vapor
pressure. If the evaporation rate is not too high, the vapor pressure of the surface air layer
is in equilibrium with the saturated vapor pressure in the porous medium and the evapo-
ration rate is close to that of a free water surface, e_ . Therefore, the evaporation rate
during S1 is determined by the evaporative demand of the atmosphere and is often referred
to as the energy-limited stage. During this stage, the evaporative demand is supplied by
the hydraulically connected capillary water flow from within the porous medium to the
surface, where the transition to vapor occurs. The process at this stage is controlled and

determined by external conditions such as net radiation, vapor pressure deficit (Ben Neriah




et al,, 2014), and wind velocity (Shahraeeni et al., 2012). During
S1, the desaturation of the soil surface decreases the matric pres-
sure head, which causes upward water flow from deeper, wetter
layers. However, when the surface dries further and the liquid
water potential becomes negative, the equilibrium vapor pressure
in the gas phase that is in contact with the liquid phase becomes
significantly smaller than the saturated vapor pressure so that the
evaporation rate decreases below that of a free water surface. In
this case, the evaporation rate depends also on the flow and trans-
port properties of the porous medium, which determine the water
potentials and vapor pressures at the soil surface. When the surface
becomes very dry and the hydraulic conductivity is very low, vapor
pressure and water potential at the soil surface are determined by
the transport of vapor in the gas phase and the evaporation occurs
below the surface inside the porous medium at a secondary evapo-

ration front.

With ongoing evaporation, this front recedes downward, leading
to a larger transport distance or diffusive path length for vapor
between the secondary evaporation front and the soil surface.
Consequently, the evaporation rate decreases with time. This is
the second stage of drying (S2). Various approaches for the predic-
tion of the onset of S2, the extent of the dry surface layer, and the
evaporation rate during S2 can be found in the literature (c.g., van
Keulen and Hillel, 1974; Laurindo and Prat, 1998; Lehmann et al.,
2008; Or et al., 2013; Qiu and Ben-Asher, 2010; Yiotis et al., 2007).
A comprehensive approach to describe the coupled heat, vapor, and
liquid transport in porous media was introduced by Philip and De
Vries (1957). Nevertheless, predicting drying rates and moisture
development in soils remains challenging, particularly under S2
conditions (Tran et al., 2015).

The standard approach to simulate vertical soil moisture profiles is
the one-dimensional Richards equation, which considers isother-
mal water flow but neglects vapor transport in the soil. The upper
boundary condition at the soil surface is the potential evapora-
tion as prescribed flux during S1 until a critical water potential is
reached, which is used as a constant pressure head boundary during
S2. Because vapor transport in the porous medium is not consid-
ered in the Richards equation, the evaporation plane remains at
the soil surface; therefore, this equation does not reproduce a dried
surface layer above an evaporation plane that recedes within the
porous medium through which water transfer occurs by vapor
diffusion (Jassal et al., 2003; Zeng, 2013). Therefore, to compute
vertical moisture profiles that reproduce a dried layer on top of an
evaporation plane, the water flow needs to be coupled to vapor and
heat fluxes (Liu et al., 2005; Novak, 2010; Sakai et al., 2009; Teng
etal., 2016). In addition to the vertical soil moisture profiles, the
soil temperature profiles are affected by the location of the evapora-
tion plane, where energy is transformed into latent heat. When the
evaporation plane is below the soil surface, the absorbed radiation
energy at the soil surface must be transferred by heat conduction

into the porous medium toward the evaporation plane, where it is

transferred into latent heat. Therefore, a retreat of the evaporation
plane into the porous medium leads to stronger heating of the soil
surface than if the evaporation plane is pinned to the soil surface,
as assumed in the Richards equation. Neglecting the emergence of
a dried surface layer may therefore have important consequences
when evaporation rates are estimated from surface temperature
measurements that are obtained with remote sensing (Qiu and
Ben-Asher, 2010; Robinson et al., 2008). Several studies on evapo-
ration from bare soils have been conducted for the lysimeter and
mesoscale (Assouline et al., 2013; Bittelli et al., 2008; Dimitrov et
al., 2015; Jassal et al., 2003; Liu et al., 2005; Moghadas et al., 2013,
2014; Vanderborght et al., 2010; Wythers et al., 1999).

Although the evaporation process is relevant for a water balance in
fields and hydrological catchments and although there are several
recent studies focusing on the observation or estimation of evapo-
ration fluxes at these scales, the process is controlled by transfer
processes in the thin surface soil layer. Therefore, there is a need
to develop noninvasive methods for investigating the development
of the dry surface layer and processes within it. In a first step, these
methods can be developed and tested in the laboratory (e.g., Han
and Zhou, 2013; Shokri et al., 2008). Noninvasive studies related
to S2 evaporation at the laboratory scale have been conducted by
Rothfuss et al. (2015) using stable isotope measurements. Heitman
etal. (2008) developed sensors that can measure heat flux profiles
in detail and thus determine the location of the evaporation front.
Moghadas et al. (2013) investigated the sensitivity of ground-pen-
etrating radar measurements to the development of a drying front,
and Merz et al. (2014) monitored the drying process of a sand
column by means of different magnetic resonance (MR) methods.
Merz et al. (2015b) used a unilateral MR instrument to monitor
the near-surface moisture content in a laboratory lysimeter filled
with natural silt loam to show that this method would be appli-

cable in the field and is not restricted to a laboratory setting.

Since MR was first used for the determination of soil moisture by
Andreev and Martens (1960), the technique and associated meth-
ods have undergone constant improvement, and MR has become
a versatile toolkit in the field of environmental science (Nestle
et al.,, 2007), particularly for porous media research (Koptyug,
2012). Magnetic resonance is preferred over other methods used
for monitoring moisture because it is noninvasive and provides
information on the environment of the water and insights into the
diffusion pathways of water molecules in a probed volume (Korb,
2011; Watson and Chang, 1997). Direct field application of MR
has become possible since the concept of single-sided or unilateral
MR has become more manageable (Casanova, 2011; Kleinberg and
Jackson, 2001).

In a preceding study (Merz et al., 2015a), we tested several MR
imaging methods with respect to their potential for moisture
determination with high resolution in the upper thin soil layer.

The present work complements these experimental observations of
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the drying of two different soil materials with simulations by the
classical Richards model and by a model that considers liquid water,
vapor, and heat fluxes and proves the principle of MR. In addition,
we investigated the potential of spatially resolved relaxometry to

determine the thickness of the dry layer.

Theory

All moisture measurements were performed by means of 1H
magnetic resonance (MR), which is solely sensitive to the signal
from the H atoms in H,O. The resulting 'H-MR signal is thus a
measure of the amount of liquid H (water) in the system, where
the signal additionally depends on the water environment (pores)
(Dunn et al., 2002). The moisture content was monitored by
means of (i) the Carr—Purcell-Meiboom~Gill (CPMG) method,
which uses an echo train whereby the signal amplitude is inter-
polated to # = 0, and (ii) the Single-Point Ramped Imaging with
T, Enhancement (SPRITE) method, in which the time between
excitation and signal detection was maintained as short as possible.
The spin echo single-point imaging (SE-SPI) method was used,
which is not a direct measure of water content but of the appar-
ent transversal relaxation time distributions (7, aPP)' The SE-SPI
method can serve as a proxy for pore size distributions of saturated
porous media (Coates et al., 1999). Longitudinal relaxation time
(T'}) measurements were used as complementary relaxation time
data.

Apparent Transversal Relaxation Time
Distribution Spectra

Spin-spin (T7,) relaxation time measurements are powerful meth-
ods to obtain information about the local environment of water
molecules confined in a porous material (Jaeger et al., 2009). The
T, values are mainly influenced by pore size, paramagnetic impuri-
ties, characteristic detection parameters (e.g., the echo time), and
other variables (Barrie, 2000). The relaxation rate, which can be
measured using a CPMG sequence, can be split into rates that
represent the contribution of different processes to the transverse

signal decay of water in porous materials as

1 1 +p
- = 5
T, Tpun

S

%

B,diffusion

where 1/7, | 1) is the relaxation rate of the bulk solution, p, is
the T, surface relaxivity parameter, S/V is the ratio of pore sur-
face to fluid volume, and 1/T2,diffusion represents the signal loss
rate due to diffusion in magnetic field gradients, which depends
on the echo time (#;) used. The bulk relaxation rate of pure water
is usually in the range of 0.333 s~! and is much smaller than
the relaxation rates due to other interactions in porous media.
Because it is not always possible to eliminate the decay rate due
to diffusion in internal (or external) magnetic field gradients,
it is convenient to define an apparent transverse relaxation rate
(Pomerantz et al., 2008):

1 A 1
sz[—]-i—— (2]

T T2,diffusion (tE )

2,app

The CPMG sequence is a standard method to measure the decay
of the transverse magnetization. Typically it uses a radio-frequency
(rf) pulse that rotates the magnetization by 90°, followed by a
series of 180° pulses generating 7 spin echoes, each separated by
tg. The decay of the magnetization is described by

—t
(3]
T 2,app ]

where M(0,7) is the initial signal amplitude, and # = np#p;, where

M(t,r)ZM(O,r)cxp

ny is the number of echoes and #; is the echo time.

Spin echo single—point imaging T2 mapping provides spatially
resolved measurements of the apparent transverse relaxation
time (McIntosh, 2013; Petrov et al., 2011). After a 90° f pulse, a
stepped gradient pulse is applied that varies in strength for each
repetition. Thereafter, a series of 180° pulses creates ng echoes
after ngtp, similar to a CPMG echo train. The signal intensity at
t=tpo+ (ng — Dt is given by

4]

—<nE—1>[T2’j ]

where #;; ; and 7, are the echo times after the first pulse and the

M(t,r)—M(O,r)exp[ —E0 ]exp
2,app

subsequent intervals, respectively. If a Fourier transformation
is applied to the raw data along the stepped gradient dimension
followed by an inverse Laplace transformation along the 7yt

direction, a T, distribution for each data point in the region

,app
of interest can be obtained.

Determination of Soil Moisture Using
One-Dimensional Centric Scan SPRITE

A one-dimensional centric scan SPRITE method with centric
scanning of £-space was used for moisture monitoring (Bernstein
et al., 2004; Mastikhin and Balcom, 2012; Muir and Balcom,
2012). The signal intensity is given by

*

—r
M(t,r)ZM(O,r)exp —P lsina (5]
T,
where o is the flip angle of the excitation pulse, and #_ is the time
between the excitation pulse and the data acquisition. The value
of T,* is given by /T, = l/TZ)aPp + l/TZ,inhomogcncou
the latter describes the dephasing driven by static inhomogene-

» where

ities of the magnetic field. With t, < 1) the signal is directly
proportional to the moisture content in the sample M(0,7). The
characteristic parameters of all MR methods described above are

summarized in Table 1.
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Longitudinal Relaxation Time
by Means of Inversion Recovery

Inversion recovery is the most commonly used method to measure

the longitudinal relaxation time constant T,.In contrast to 7,
longitudinal relaxation is not affected by diffusion in internal gra-
dients. This method uses an initial 180° pulse. The time evolution

of magnetization is thus described by

Saat

where T,is the longitudinal relaxation time constant (Abragam,

M(t,r):M(O,r) (6]

1961). If a Fourier transformation is applied to the raw data fol-
lowed by an inverse Laplace transformation along the inversion
time direction £, a 7' distribution can be obtained.

Modeling Moisture Development

All variables used for moisture modeling are given in Table 2.

The Richards Equation

To describe vertical water movement in the vadose zone, the
one-dimensional Richards equation (Richards, 1931) is tradi-
tionally used:

K(b)[%+l”S(l))

000

Erars (7]

0z

where 0 is the volumetric water content (moisture), 5 is the pres-
sure head, Kis the hydraulic conductivity, # is the time, S is a sink
term, and z is the vertical coordinate. In the Richards equation,
only liquid water flow in the porous medium is considered, where
this flow is assumed to be independent from temperature gradi-
ents in the porous medium. The hydraulic conductivity function
K(h) and the moisture retention characteristic 0() are given by the

Mualem—van Genuchten parameterization with

1-1/n

(h)=|1+(ala])’] [8]

Table 1. Acquisition parameters of the Carr—Purcell-Meiboom-Gill (CPMG), spin echo single-point imaging (SE-SPI), and single-point ramped imaging

Long sample
SPRITE CPMG SE-SPI SPRITE
2.6 90 90 3.3
200 1000 500 600
0.125 = = 0.125
- 0.25 0.72 =
- 0.25 0.7 =
- 1024 512 -
128 128 4 500
0.7 3 4 3

with longitudinal relaxation time enhancement (SPRITE) magnetic resonance methods.
Short sample
Acquisition parameter CPMG SE-SPI
Flip angle (o), degrees 90 90
Repetition time (#g), ms 1000 600
Encoding time (tP), ms - -
First echo time (¢ ), ms 0.25 0.72
Subsequent echo time (#;), ms 0.25 0.7
Number of echoes () 1024 512
Number of scans 128 128
Measurement time, min 3 30

where auis the desaturation coefficient (representing the desatura-
tion rate with increasing matric suction) (Ng and Menzies, 2007),
and 7 describes the soil pore size distribution of the soil. The effec-

tive water saturation © is given by
[9]

where 0 and 0 are the initial and residual water content,

respectively.

The values of 0 o 0 o O and 7 are determined from a set of measure-
ment points of soil moisture and the corresponding pressure head
by minimizing the deviation between 0(5) from Eq. [8] and the
measurements. Frequently, the Mualem-van Genuchten (Mualem,
1976; van Genuchten, 1980) approach is used to determine the
unsaturated hydraulic conductivity K , (h):

{1—(ah)”‘l |1+ (ch)” }H/" }2

Kyn (h):K [(1-1/5)/2)

N

1+ (ah)”

where K is the saturated hydraulic conductivity, and /is a tortuos-
ity factor. To solve the Richards equation, initial and boundary
conditions need to be specified. For our simulations, for the top
surface of the soil columns, a flux boundary condition was defined
during S1 evaporation (i.e., the flux is equal to the measured evapo-
ration flux), and a constant pressure head (Dirichlet) boundary
was defined during S2 (i.e., hsurface =—15,000 cm). For the bottom
boundary, a no-flow condition was defined.

Coupled Water, Vapor, and Heat Flow Model
Liquid Water and Vapor Flow. For the purpose of this work, the
simultaneous movement of water, vapor, and heat was assumed
(Bittelli et al., 2008; Saito et al., 2006; Simtinek et al., (2008),
where the liquid water and vapor transport is governed by
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Table 2. Variables used for the Richards approach and for the coupled model.

Parameter
«  desaturation coefficient

By water surface tension at 25°C

8 surface tension of soil water

enhancement factor
X  apparent soil thermal conductivity
9  volumetric water content
9  saturated volumetric water content
9 residual volumetric water content
Pye saturated vapor density
Py density of liquid water

©  cffective water saturation

/U

empirical factor

gravitational acceleration

4

b pressure head
k  empirical factor

/ pore-connectivity parameter

n  pore size distribution

gy, soil heat flux density

g,  fluxdensity of water vapor

4, fluxdensity of liquid water

t time

z  vertical coordinate

C,  volumetric heat capacity of liquid water
C,, volumetric heat capacity of water vapor
G volumetric heat capacity of the moist soil
D, soil vapor diffusivity

G gain factor

H_ fractional relative humidity

K hydraulic conductivity

K}, unsaturated hydraulic conductivity

K1 liquid phase thermal hydraulic

conductivity
K. saturated hydraulic conductivity
K, isothermal vapor hydraulic conductivity
K thermal vapor hydraulic conductivity
L, volumetric latent heat of vaporization
M, molecular weight of water
Q  heatsink or source
R universal gas constant
S sink term

S}, soil heat storage

T  absolute temperature

Dimension
L
MT

MT]

[MLT3K]
AL~
AL~

[LL7)

LT
LT
[LZ K—l T—l]

LT

LT

[L2K1 T
[L2T2L73]
MN]
MLTIT2K
[

[

[

(

ML2T2K I M

Value
=72¢g s2
=75.6 —0.1425T

—2.38x 10747T2gs2

=2.501 x 10K
=9.81 ms™2

=2369.2

418 MJ m~ 1 K1
1.8MJm 1 K!

=0.018015 kg mol ™!

=8.314] mol "1 K~!

20 9 oh oT
=K —+ K, + K —
0 oz gy TR AL 1]

+K,— 5

where § is a sink term that usually accounts for root
water uptake. Because only bare soils are considered,
S is neglected. The isothermal unsaturated hydraulic
conductivity K7 | (h) is calculated by using the Mualem—
van Genuchten approach according to Eq. [10]. The
thermal hydraulic conductivity K - is defined as

1 d3

Bo dT 1

KLT - KLh [thT

where G ;- is a gain factor that describes the temperature
dependence of the soil water retention curve (Nimmo
and Miller, 1986), 3, is the surface tension of water at
25°C, B is the surface tension at a certain temperature,
K}, is the isothermal vapor hydraulic conductivity, and
K is the thermal vapor hydraulic conductivity, given
by an empirical relation as (Andreas, 2005; Bittelli et
al, 2008):

D Mg
K,=— 2 H . 13
vh . Pys RT [ ]
D dp
Kqo=—"nH —* 14
vT 0y N1, dT [ ]
where D_ is the vapor diftusivity in soil; p  and p,

are the saturated vapor density and the density of
liquid water, respectively; M, is the molecular weight
of water; g is the acceleration due to gravity; R is the
gas constant; 1) is an enhancement factor (Cass et al.,
1984) accounting for the increased thermal vapor
fluxes caused by increasing temperature gradients in
the air phase; and H_ is the relative humidity (Philip
and De Vries, 1957):

H, =

) M., g(h/100)

RT 5]

Heat Transport. The movement of energy is given by

the energy conservation equation:

ISy gy
Zch _ Z9h 16
ot Oz Q [16]

where Q can be a heat sink or source, and Sy is the soil
heat storage, given by

S, =C,T+Lyf [17]
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where C is the volumetric heat capacity of the moist soil, and Z,

is the latent heat of vaporization, given as
Ly=(d—kT)p, (18]
where d and £ are empirical factors.

The total soil heat flux density is governed by

qy = 7>\Z—T+Cw (T-T,)qy +Cy (T =T, )q, + Lyg, [19]
4

where X is the thermal conductivity (Chung and Horton, 1987);
C,,and C, are the volumetric heat capacities of liquid water and
water vapor, respectively; T isan arbitrary reference tempera-
ture; and q, and q,, are flux densities of water vapor and liquid
water, respectively.

As boundary conditions, we defined air temperature (25°C) and
relative air humidity (65%). The incoming long-wave radiation
was calculated from the emissivity of the soil surface (0.9) and
the emitted radiation of a black body with a temperature of 25°C,
representing the radiation of the walls inside the chamber. The
outgoing long-wave radiation was calculated from emissivity and
the simulated temperature of the soil surface. The wind speed,
which is used to calculate the acrodynamic resistance for latent
and sensible heat transfer between the soil surface and the atmo-
sphere, was fitted such that the evaporation rate of a wet surface
was equal to the average evaporation rate during S1 for each
sample. The simulations were computed using the HYDRUS
(PC-Progress) code implemented ina MATLAB (R2011a, The
MathWorks) environment.

Materials and Methods
Soil Samples and Hydraulic Properties

Two cylindrical Perspex columns (60 mm in length and 38 mm in
diameter) were packed with (i) a silt loam and (ii) a sandy loam. A
third cylindrical glass column (500 mm in length and 33 mm in
diameter) was packed with the identical sandy loam. All soil sam-
ples originated from the test sites of the Potato Research Center
in Fredericton, NB, Canada (45°55’4.2" N, 66°36/29.4” W) and
were sieved to <2 mm and oven dried at 105°C. Each column was
initially saturated from the bottom, which was sealed after satura-
tion. Thus, evaporation could only occur at the column surface.
All three samples were insulated (Armaflex, Armacell GmbH) to
eliminate heat exchange via the column wall. The samples were
stored in a climate chamber (Caron 6010) under a constant tem-
perature of 25°C and a relative humidity of 65% between the MR
measurements. The soil hydraulic properties were determined by
means of the HYPROP-Laboratory evaporation method (UMS
GmbH) (Peters and Durner, 2008; Schindler et al., 2010a), which

consists of monitoring the decrease in water content and matric
potential in a soil sample driven by evaporation. The obtained
soil hydraulic property values were further cross-checked using
the ROSETTA database (Schaap et al., 2001). The water retention
function and characteristic parameters of the different soils and
samples are shown in Fig. 1 and summarized in Table 3.

Magnetic Resonance Setup

A vertical bore MARAN DRX-HF imaging system (Oxford
Instruments), equipped with 1-kW Techron gradient amplifi-
ers (Type 7782, AETechron), water-cooled gradient coils, and a
custom-built rf resonator with a resonance frequency of 8.5 MHz
and an inner diameter of 45 mm, was used to monitor the short
samples. The specimens were placed vertically inside the probe by
means of a laboratory jack to reproduce an identical position for
cach measurement. Measurements of the long sandy loam column
were performed usinga vertical-bore MARAN DRX spectrometer
(Oxford Instruments) equipped with a 25-W amplifier and an rf
probe with an inner diameter of 51 mm operating at a resonance

frequency of 2.2 MHz. The vertical measurement spot of the probe

was restricted to 50 mm, and the long sample was therefore mea-
sured in 10 steps to acquire the overall length of 500 mm by using
alaboratory jack that was raised 50 mm after each measurement.

Moisture Profiles and

Relaxation Time Distributions

To achieve moisture profiles for each column as a function of time,
the raw MR SPRITE data point intensity (Eq. [S]) of the 60-mm
sandy loam and silt loam columns were processed as follows. The
local intensity of the one-dimensional profile was calibrated using
an external reference placed above the sample consisting of 60%
(w/w) D, O and 40% (w/w) H,O. A resolution of 2 mm per data
point was set by a field of view of 128 mm for the 64 points in

T
Measured
= van Genuchten (1980)
P
s 4 |
=]
72
&
e
=%
2
=
]
@
o
[~
=
=
o
S
&n &
=
: | Sandy loam E{ k.
= (78.3% sand, 17.9% silt, 3.8% clay) t |
k
Silt loam r N
y (15.5% sand, 73.8% silt. 10.7% clay) | i
2 T T
0.0 0.2 0.4 0.6

5] [cm3 cm'ﬁ

Fig. 1. Measured (crosses) water retention curves of the sandy loam
(black) and the silt loam (blue) using the HYPROP evaporation
method and fitted (line) based on van Genuchten (1980).
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Py €
Soil Short sample Long sample Shortsample  Longsample
gem™ ——
Sandyloam 1.6 1.6 0.35 0.39
Silt loam 1.2 - 0.5 =

Table 3. Soil composition, van Genuchten—Mualem parameters, bulk density (p;), and porosity (€) for the silt loam and sandy loam.

7 a 0, K / Sand Sile Clay
cm™! emd! %

1.3 0.05 0.03 100 0.5 78.3 17.9 3.8

112 0.03 0.09 50 0.5 15.5 73.8 10.7

the vertical direction. The SE-SPI data were fitted, and the final
distributions were generated using a home-built data processing
routine used in the MATLAB environment to achieve spatially
resolved 7' app distributions. The CPMG measurements were pro-
cessed using an inverse Laplace algorithm as implemented in the
WinDXP (Resonance Instruments Ltd) package and the Winfit
(Bruker) software to obtain bulk Tz)app distributions with 128
data points. The 7'} data were processed in an identical fashion as
the T. 2.pp data using 33 data points. Because the size of the resona-
tor did not allow measuring the 500-mm sandy loam column as a
whole, the column was divided into 10 compartments, and the data

of each compartment were processed as described above.

Effective Saturation

and Relative Evaporation Rate

The effective saturation (O) and the relative evaporation rate (¢/e,y)
were determined gravimetrically every 24 h for the short silt and
sandy loam columns and for the long sandy loam column. The value
of © was calculated according to Eq. [6] with 6, = 0.9¢ (Rogowski,
1971)ande=1- Pb/P grain where py is the bulk density, and Pgrain
is the particle density, which is assumed to be 2.65 gcm™ (Cameron
and Buchan, 2005). Because the pan evaporation rate (¢;) was found
to be constant at 3.9 mm d~1, the relative evaporation (e/ey) was

calculated from the daily evaporation of each sample.

Evaluation of the Fitting Model Performances
The measured and simulated evaporation rates (using both the
Richards equation and the coupled model) were compared with
cach other for the 60-mm silt and sandy loam columns and the
500-mm sandy loam column. The performance of both models was
evaluated using 72, RMSE, and the coefficient of efficiency (NSE)
according to Nash and Sutcliffe (1970) with logarithmic values:

p2= Z(B _5)2
Z(Oi _5)2

[20]

where O and P are the measured and predicted data at the ith time

or position, respectively, and O is the mean value of the measured
data. Using the logarithmic values of O and P for calculating the
NSE reduces the oversensitivity to extreme values caused by the
mean square error (Krause et al., 2005; Legates and McCabe,
1999), where the range of NSE lies between 1 and —oo. Higher
values of NSE indicate a better agreement; for example, NSE = 1
means a perfect fit, NSE = 0 indicates that O (the observed mean)
and the model are equally good, and NSE < 0 (the mean square
error exceeds the variance) indicates that O is a better predictor
than the model.

Results and Discussion

Evolution of the Relative Evaporation Rate
and the Effective Saturation

The effective saturation and the measured and modeled relative
evaporation rates are shown as functions of time in Fig. 2a and
3a for the 60-mm sandy loam and silt loam columns, respectively,
and in Fig. 4 for the 500-mm sandy loam column. The relative
evaporation rate ¢/e, of all columns dropped below 1 right after
the columns were exposed to evaporation in the climate chamber.
During S1, e/e,, remained constant for all columns and coincided
with a linear decrease in the effective saturation. At the transi-
tion between S1and S2, ¢/, of all columns decreased considerably
due to the development of a dry surface layer. Simultaneously, the
effective saturation declined during the transition as compared
with S1 as evaporation became soil limited; that is, soil properties
such as the pore size distribution (7z) and the unsaturated hydraulic
conductivity K(b) control the moisture depletion of the soil to a
large extent and thus control the depth of the dry surface layer.
Therefore, the good correspondence between the simulated and
observed shift in evaporation stage and between the simulated and
observed evaporation during S2 demonstrates the predictive power
of the simulation model to represent evaporation fluxes from the
porous medium. Based on the simulated evaporation rates, the
model was used in the subsequent step to simulate the develop-
ment of vertical moisture profiles for all columns.

Moisture Profiles Monitored
by Magnetic Resonance

Moisture data of the 60- and 500-mm sandy loam columns (Fig.
2b-2d and 4b-4d) and of the 60-mm silt loam column (Fig.
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Fig. 2. Sandy loam column (60 mm): (a) measured relative evaporation rates e/e, (circles), measured effective saturation © (crosses), and the coupled
model-simulated ¢/e (black line); (b—d) corresponding measured effective saturation © (circles) as a function of depth monitored by magnetic reso-

nance, the coupled model-simulated profiles (black lines), and the profiles of the one-dimensional Richards equation (gray lines) after (b) 4, (c) 7, and
(d) 11 d of drying.
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Fig. 3. Silt loam column (60 mm): (a) measured relative evaporation rates ¢/¢, (circles), measured effective saturation © (crosses), and the coupled
model-simulated ¢/¢, (black line); (b—d) corresponding measured © (circles) as a function of depth monitored by magnetic resonance, the coupled

model-simulated profiles (black lines), and the profiles of the one-dimensional Richards equation (gray lines) after (b) 9, (c) 11, and (d) 15 d of drying.
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Fig. 4. Sandy loam column (500 mm): measured relative evaporation rates e/e; (circles), measured effective saturation © (crosses), and the coupled
model-simulated ¢/, (black line); (b—d) corresponding measured and spline-interpolated © (circles) as a function of depth monitored by magnetic
resonance, the coupled model-simulated profiles (black lines), and the profiles of the one-dimensional Richards equation (gray lines) after (b) 41, (c)

60, and (d) 93 d of drying.

3b-3d) were computed as effective saturation vs. depth according
to Eq. [8]. For each column, three representative plots at different
stages of desaturation are displayed: right before the onset of S2
(Fig. 3b), 2 d after the transition from S1 to S2 (Fig. 3c), and at
the final state of the experiment (6 d after the onset of S2) (Fig.
3d). During S1, the moisture is homogeneously distributed with-
out any significant moisture gradient for the 60-mm silt loam and
sandy loam columns (Fig. 2b and 3b). For the 500-mm sandy loam
profile, the moisture also shows a homogenous distribution with
aslight gradient of A©/Az = 9 x 107# mm™! at Day 41 from
the bottom to the top, which disappeared after 60 d of drying
(Fig. 4b and 4c). During the first stage of drying, the moisture
profiles of all columns were in good agreement with the profiles
simulated by the coupled model and the one-dimensional Richards
approach. As the soil dried out, a gradient in moisture developed
from the bottom up to the evaporation front that moved inside
the soil profile, marking the onset of S2. This evaporation front
is therefore referred to as the secondary evaporation front (Merz et
al., 2015b). Two days after the onset of S2, the effective saturation
of both 60-mm columns decreased from © = 0.1 at the bottom
of the columns to © = 0 at the secondary evaporation located at
adepth of 10 mm.

The coupled model predicts the measured profiles satisfactorily,
whereas the one-dimensional Richards model did not show any

dry surface layer because it does not account for vapor and heat

transport and is therefore unable to predict accurately under
S2 conditions (Fig. 2¢, 2d, 3¢, and 3d). Therefore, the profiles
obtained with the one-dimensional Richards equation overesti-
mate the moisture content particularly in the upper part of the
60-mm columns. At the final experimental stage, the secondary
evaporation front was located at a depth of 20 mm for the 60-mm
sandy and silt loam columns (Fig. 2d and 3d) and around 10 mm
for the 500-mm sandy loam column (Fig. 4d). The one-dimen-
sional Richards approach could not reproduce the dry surface layer,
yielding an overall deviation in absolute water content above the
drying front of § = 0.18 cm? cm™ for the 60-mm silt loam and
6 =0.12 cm3 cm~3 for the 60-mm sandy loam column, which is
equal to an error of approximately 50% between the Richards
approach and the MR data compared with the initial saturation.
For the 500-mm sandy loam column, the overall deviation in water
content above the dry layer after 93 d was approximately 16% and
corresponded to 0 = 0.05 cm? cm™3. This trend was reflected by an
increasing RMSE and a decreasing NSE (Table 4). Experimental
results and predictions by the coupled model agreed increasingly
with time for all columns, resulting in a decreasing RMSE and
an increasing NSE. For the one-dimensional Richards profiles, an
opposed trend with increasing RMSE and a decrease in NSE over
time is found because this approach relies solely on liquid water
flow. In summary, the overall trend of the Richards approach leads
to larger deviations from experimental observations with progress-

ing desaturation of the soil. The strongbias in moisture content for
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Table 4. Calculated performance criteria of the correspondence between the measured relative evaporation rates (¢/¢,)) and the simulated rates using a cou-
pled water, heat, and vapor flow model; the effective saturation (©) profiles determined by means of magnetic resonance and the coupled model-simulated
vertical © profiles; and the © profiles determined by means of magnetic resonance and the vertical one-dimensional Richards equation © profiles.

Silt loam (60 mm) Sandy loam (60 mm) Sandy loam (500 mm)

Model Parameter eleg 9d 11d 15d eleg 4d 7d 11d eleg 41d 60d 93d
Coupled model NSEt 0.96 -1.29 0.51 0.81 0.90 -0.12 0.34 0.90 0.81 0.21 0.53 0.92
R? 0.95 0.94 0.94 0.96 0.99 0.95 0.94 0.98 0.78 0.94 0.82 0.94

RMSE 0.076 0.03 0.02 0.007 0.048 0.08 0.02 0.003 0.17 0.07 0.02 0.03

Richards NSE -2.86 -115.0 —264 -0.4 =911 -322 0.38 0.65 0.29
equacion R? 0.92 0.84 0.84 0.92 0.84 0.85 0.94 0.84 0.94
RMSE 0.034 0.083 0.12 0.026 0.035 0.04 0.07 0.02 0.06

+ Nash-Suctcliffe coefficient of efficiency.

the topmost soil layer clearly demonstrates that accurate moisture
profiles are predictable only if vapor and heat flow are considered
in addition to liquid water flow, as demonstrated by Fetzer et al.
(2017) and Vanderborght et al. (2017).

Relaxation Time Spectra during Drying
Complementary to the moisture profiles, 7', and T, app relaxation
times can serve as proxy for the pore size distribution under satu-
rated conditions and enable the determination of the secondary

evaporation front. In contrast to 7, T is insensitive to dif-

app’
fusion in internal gradients but averages across small and larger
pores in the case of fast exchange (Kleinberg and Horsfield, 1993;
Stingaciu et al.,, 2010). Nevertheless, the information gained from

both relaxation time spectra is complementary. The bulk 7, and

Silt loam [60 mm]

TZ,a
Lapl?ce transform using Eq. [6] and [3] as kernels are given in
Fig. 5 and 6 for the 60-mm sandy and silt loam columns and for
the 500-mm sandy loam column, respectively. Under saturated
conditions, the bulk T, of the small sandy loam column showed
a bimodal distribution with a slow mode around 70 ms and a fast
mode around 6 ms, whereas a slow mode and a fast mode of around
50 and 3 ms, respectively, were found for the large sandy loam
column. The shorter values of mean T, for the 500-mm column
were caused by the different Larmor frequencies of the instru-

ments; it is known that T, relaxation of water in soil materials

relaxation time spectra obtained by means of an inverse

shows a moderate frequency dispersion effect (Haber-Pohlmeier
et al,, 2014). The bimodality of the 7'} distribution could not
be resolved for the 60-mm silt loam. During desaturation, the

Sandy loam [60 mm]

3x10° 4x10°
o =
~ s
= e
= =
0+ . L =~ ;
107 107 1w' 10 1w 10 10
T, [ms]
3x10° 1x10° R
F__b oo Fig. 5. The (a) longitudinal relaxation time (77)
= = and (b) apparent transversal relaxation time
distribution (TZ’a ) spectra (measured at 8.5
MHz) of the 60-mm silt loam and sandy loam
0+ i 0 ; : \ : ; columns with time. The 7. 2a and T values were
107 107 107 10" 10" 100 100 10° determined using a bulk Carr—Purcell-Meiboom-
T,  [ms] Gill and inversion recovery method, respectively.
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VZJ | Advancing Critical Zone Science

p. 10 of 15




1 102

Lol iaaian

10

il iaiun

1.20x10°

1.20x10°

20x10°;

10" 10° 10’ 10° 10°
1.3x10" L LLaiuin Lo i i I EEETET] L b i
1.3x10" ”‘f<"\

1.3x10"

20x10°

(=

1.3x10

20x10°

(=

1.3x10*

£(T) [a]

2010

f(Tz_W) [a.u]

20x101

[—

20x10°

[

20x10°

—

1.20x10™

1.3x10

500 mm

1.3x10"

1.3x10™

1.3x10°

1.3x10"1

T rrrrmr

10°

10'
[ms]

T T TTTIr

10°

1 103

10
T].ag}}

— Start —— Day 42 ——

10 f 10°

10 10

T, [ms]

Day 67 —— Day 93
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for the 500-mm sandy loam column as a function of drying time. Th
and inversion recovery method, respectively.

e T2,app

(left) and longitudinal relaxation time (77) (right) spectra (measured at 2.2 MHz)
and 7', values were determined using a bulk Carr—Purcell-Meiboom-Gill

amplitudes of the relaxation curves (i.c., the areas of the T, dis-
tribution curves which are proportional to the moisture content)
decreased for all columns and the bimodality of the sandy loam
profiles vanished. The mean 7' relaxation shifted to faster values
because progressing moisture depletion confined water primarily
in small pores and films.

Because relaxation effects are primarily caused by the environment
of the water (i.e., pore surface), the distribution function of relax-
ation times under saturated conditions can serve as a proxy for the
pore size distribution of a saturated porous medium (Stingaciu et
al., 2010), provided that the fast diffusion limit is assumed and the
average surface relaxivity p is known (Duschl et al., 2015).

A recalculation of the MR relaxation time distribution functions

to differential pore size distribution functions is possible by scaling

the average pore size obtained from water retention curves to the

average relaxation time. However, because this is just a rescaling
of data, we proceed to discuss the behavior in the time domain.
Under saturated conditions, where all accessible pores are assumed
to be water filled, the bulk 7, distributions were bimodal for
the 60-mm silt loam column (Fig. 5) with a fast and a slow mode
around 4 and 0.3 ms, respectively. The fast T2,app mode of the
60-mm sandy loam column (Fig. 5) was covered under the broad
shoulder in the relaxation time spectrum. The profile for the
500-mm column (Fig. 6) shows abimodal 7, , _ distribution, with
a large shoulder at fast relaxation time enveloping the fast mode.

The integral T, app MCASUTEMENTS (Eq. [3]), which are proportional
to the soil moisture content, were in good agreement with the
spatially resolved 7, ap distributions (Fig. 7 and 8). The 60-mm

sandy loam column showed a bimodal 77, , _ (Fig. 7) distribution,

»app (
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Fig. 8. The apparent transversal relaxation time distribution (Tz,a ) spectra as a function of drying time of the 500-mm sandy loam column monitored
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where the bimodality was covered by the broad bulk distribution decreased, and the T app and 7' distributions shifted toward
curve. The bimodality for both soils can be explained with the faster relaxation times. Because water is constantly withdrawn
formation of clay and silt microaggregates and clay coating of sand from the soil, the initially bimodal T’ app distribution vanished.
particles. With ongoing evaporation, the overall signal amplitude Water now becomes located in subsequently smaller pores, which

VZJ | Advancing Critical Zone Science p. 12 of 15



causes the shift to faster relaxation times in both relaxation time
distributions. The differences in the 7 and 7). app relaxation time
spectra between both soil types were caused by the difference in
pore size distribution and the soil composition. Because Tz,app
is linked to the pore size, the sandy loam possesses larger T2,app
compared with the silt loam (Stingaciu et al., 2010). The desatu-
ration coefficient (o) is related to » (Ng and Menzies, 2007) and
increases with sand content. Therefore, the differences in 7 and o
of both soil types are influenced by the moisture depletion at the
onset of S2. At this stage of drying, the smallest accessible pores
are emptied, causing a shift to fast T2,app relaxation times where
a MR signal is detectable at the secondary evaporation front. The
spatially resolved 77 app relaxation time spectra (Eq. [4]) therefore
allow us to determine the position of the secondary evaporation
front and thus the extent of the dry surface layer for both 60-mm
columns (Fig. 7, white arrow). The signal shifts to faster relaxation
times (moisture in smaller pores) toward the secondary evapora-
tion plane and vanishes at the secondary evaporation plane (no
detectable MR signal). For both soils, the CPMG (whole column)
and SE-SPI (spatially resolved) methods yielded identical results.
For the SE-SPI method, the position of the front deduced from
the T

2,app
the measured and simulated moisture profiles (Fig. 2d and 3d).

relaxation time spectra was in good agreement with

The moisture gradient attached to the secondary evaporation front
shows a narrowed T, app distribution and a decrease in the overall
signal amplitude. Even if the 7, app signal amplitude significantly
decreased toward the surface of the 500-mm sandy loam column,
a secondary evaporation front could not clearly be distinguished.
This is due to the extent of the front of 10 mm, which is smaller
than the spatial resolution of the measurement. In this region, the
water content of the boundary layer (relative humidity) is still in
balance with the vapor inside the dry layer, leading to a detectable

signal in the SE-SPI measurements.

Summary and Conclusions

In this study, we monitored the evaporative drying over time of
three different soil columns by means of different MR methods
to compare the effective saturation profiles of each column to the
one-dimensional Richards approach and a more complex fully cou-
pled liquid water, vapor, and heat flow model. The results indicate
that different 1H-MR methods, such as the T,
in combination with the signal amplitude, are feasible tools to

distribution

monitor the drying process of natural soils at the laboratory scale.
Distinct evaporation stages (S1 and S2) along the development of a
dry topmost layer were monitored for a sandy loam and a silt loam.
The numerical coupled model approach showed that there is a need
to consider heat and vapor flow instead of solely water flow, as it is
for the Richards equation. The latter can lead to overestimations in
the volumetric water content. On the other hand, there is a good
agreement between the results of the coupled model and the MR
data, particularly down to lower moisture contents. Nevertheless,

because all soil parameters were derived independently by means

of the HYPROP evaporation method, the achieved parameters
might be biased (Schindler et al., 2010b) due to, for example, dif-
ferences in packing. This might also have affected the modeling
results. Because this study’s outcome is based on one replicate for
cach type of soil and column length, it is considered as a study
toward MR applications to investigate water flow in soils with dry
surface layers. Therefore, our measurements, in combination with
the coupled model results, can be seen as a proof of principle where
the MR methods may be applicable on mobile MR devices, such as
the NMR MOUSE, to monitor moisture content and relaxation
time spectra as a function of space and time in the top layer of
soils directly in the field. This approach holds the potential to
strengthen the links between laboratory-scale investigations, field-
scale measurements, and theoretical calculations (Costabel and
Giinther, 2014; de Pasquale and Mohnke, 2014; Rezaei et al., 2016;
Vereecken et al., 2016; Wang, 2015).
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