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We discuss the development of parallel algorithms for adaptive mesh refinement (AMR) and their application to large-scale problems in simulating fluid dynamics. Our approach to AMR can be described as using a forest of octrees (or quadtrees in 2D) that are adaptively refined. The storage of elements is distributed in parallel, and fast and scalable algorithms exist for dynamic refinement/coarsening and other important tasks, such as partitioning and the extraction of one layer of off-process (ghost) neighbours.

Our contributions are twofold: (a) We use the \texttt{p4est} software as a basis to create numerical applications to simulate the flow of gas in the atmosphere (advection equations), variably saturated subsurface flow (Richards), and the free flow of liquid (Navier-Stokes). (b) In addition to using quadrilateral/cubic elements, we are developing space filling curves and high-level AMR algorithms for triangles and tetrahedra.

We include scalability results and simulation snapshots obtained on the JUQUEEN supercomputer.

1 Adaptive Simulation of Atmospheric Flow

The ForestClaw project provides a software layer between the highly scalable \texttt{p4est}\textsuperscript{1} library and application solver libraries such as Clawpack\textsuperscript{2–4}. This application layer provides the infrastructure for time stepping, dynamic mesh adaption, I/O, coordinate mappings, and communication between logically Cartesian grids stored in the leaves of a forest of octrees. Because ForestClaw is based on \texttt{p4est}, we inherit the scalability of its routines for mesh adaptation. In ForestClaw, the smallest parallel unit is a fixed-size grid (typically $32 \times 32$), a number of which are distributed in parallel using \texttt{p4est}’s space filling curve (SFC) paradigm.

We have now extended ForestClaw with several solver libraries, including two versions of Clawpack (4.6 and 5.0), GeoClaw (for depth averaged geophysical flows) and, recently, Ash3d, developed at the United States Geological Survey (USGS) for modelling the transport and dispersion of volcanic ash in the atmosphere. With the Clawpack solvers, we can solve a wide range of hyperbolic problems in both conservative and non-conservative form.
including problems from acoustics, gas dynamics, transport, shallow water wave equations and Burgers equation. We have extended these solvers to work on Riemannian surfaces, including the cubed sphere and the torus. These developments are currently established for two-dimensional manifolds, which we are planning to extend to extruded 2.5D and general 3D geometries.

We have developed simple test cases that allow us to examine both weak and strong scaling, beginning on 1 process and scaling up to 65,536 processes. In a basic test, we solve the scalar advection problem on a unit square and advect a disk some distance within this square. We solve this on both uniformly refined and adaptive meshes. To test the weak scaling, we replicate the problem across processes to ensure that each process has the same work load. The numerical code, however, is oblivious to this replication and simply solves a problem with an increased number of disks. Using a relatively small number of grids per process (compared to methods with a single degree of freedom per \texttt{p4est} leaf), we observe good scalability up to 16,384 processes; see Figs. 1 and 2.

2 Efficient Simulation of Subsurface Flow

The accurate simulation of variably saturated flow through porous media is a relevant component in understanding the physical processes that govern water resources problems. Such simulations require large scale computations that are enabled by the efficient usage of the latest high performance parallel computing systems. The ParFlow code\(^5\) targets such simulations by computing a numerical solution of the three dimensional Richard’s equation\(^6\). ParFlow is built using MPI distributed parallelism and suitable for large scale problems. Its solver scalability is excellent up to 16,384 processes. Nevertheless, the code has presented issues when trying to scale to higher process counts.

We have audited ParFlow’s source code and identified its way of parallelisation of the mesh as the main bottleneck impeding scalability. Essentially, the work load per process
was increasing when more processes were added. Our proposed solution is a reorganisation of ParFlow’s mesh subsystem using state-of-the-art partitioning algorithms provided by p4est.

We have successfully coupled the ParFlow code with p4est, establishing the latter as the mesh management backend of the former and reducing the setup time by a large margin. This modified version of ParFlow is still using uniform meshes, yet it offers a wider range of parallel mesh configurations in comparison with the upstream version of the code. Previously, ParFlow enforced a rectangular partition into subgrids where each process held exactly one such grid, whereas the modified version permits that one process may hold multiple grids. Due to savings in memory usage, the modified version of ParFlow can be executed using higher process counts (MPI ranks) and with improved parallel scalability7; see Fig. 3.

3 Adaptive Lattice-Boltzmann Simulations

ESPResSo8,9 is a versatile software package for performing coarse-grained molecular dynamics (MD) simulations. A molecular ensemble can be subjected to a background flow. To this end, ESPResSo provides an implementation of the lattice-Boltzmann method (LBM)10,11 based on a uniform Cartesian mesh. The interaction between particles and fluid is realised using a bi-directional force coupling12. ESPResSo is parallelised using MPI.

If we need a specific resolution to capture certain aspects in a part of the domain, the number of LBM cells grows cubically when considering larger scenarios. This is an issue for simulating real-world applications with realistic system sizes and time scales. A relevant exemplary simulation scenario is the translocation of biomolecules embedded in an aqueous solution through nanopores. The biomolecules are charged, which leads to the formation of a so-called double-layer. The double-layer is a thin layer on the scale
Figure 3. Left: weak scaling timing results of the modified version of ParFlow. Compared to the upstream version, the solver setup executes in negligible time, eliminating a major scalability impediment. Right: strong scaling timing results of our modified version of ParFlow for three different problem sizes (colour coded: blue with 671 million grid points, red with 2.68 billion grid points and green with roughly 10.6 billion grid points) showing good scalability to the full JUQUEEN system. These results granted the modified version of ParFlow membership in the High-Q Club maintained by the JSC.

of one to a few hundred nanometres and of particular interest to physicists, as it is both stable and the only part of the volume that is not net-neutral. The size of the system, however, is on the order of hundreds of micrometers. To mitigate this problem, dynamic spatial adaptivity allows for simulating areas of interest with a high local resolution while reducing the number of unknowns in the remaining domain.

In our collaboration, we have replaced the uniform Cartesian mesh in ESPResSo’s LBM algorithm by a tree-structured Cartesian mesh based on p4est. Our integration is

Figure 4. Weak scaling experiments performed on Hazel Hen for a uniform discretisation of a single octree using different refinement levels using different quadrant ($K$) to process ($P$) ratios. Blue lines compare to serial execution, red lines to execution on a single fully-occupied node, that is, 24 MPI ranks per node, and black lines to execution on two fully occupied nodes.
minimally invasive and modular to minimise the amount of newly written code.

As a first test, we use a uniform discretisation to reproduce the results of the upstream version of ESPResSo\textsuperscript{13}. As can be seen in Fig. 4, the implementation shows promising scaling behaviour on up to 100 k cores in a weak-scaling setting on “Hazel Hen” at the High Performance Computing Center Stuttgart (HLRS). We see a significant drop in parallel efficiency after going from one node to the network, which we hope to mitigate by implementing optimisations like communication hiding, i.e., overlapping communication with computation. We are currently executing this new version on JUQUEEN.

4 Tree-Based Parallel AMR with Simplices

We are developing t8code, a collection of algorithms that provide all necessary operations to perform parallel adaptive refinement for hybrid meshes. The t8code algorithms are implemented as a software library. We currently support 0D points, 1D lines, 2D quadrilaterals and triangles, and 3D hexahedra and tetrahedra. t8code is designed to implement all parallel meshing routines and thus allows the application developer to concentrate on the formulation and solution of the numerical problem.

In order to efficiently manage triangular and tetrahedral elements, we have developed a new SFC for these shapes. The tetrahedral Morton index (TM-index) is motivated by the Morton SFC for cubical elements\textsuperscript{14} that computes the SFC index of a quadrilateral/hexahedron via bitwise interleaving of the coordinates of a designated vertex, the anchor node. In addition to the coordinates, we introduce the type of a simplex. A triangle can have type 0 or 1 and a tetrahedron a type from 0 to 5, depending on their orientation in a reference coordinate system. To compute the TM-index, we interleave the coordinates of the anchor node.

Figure 5. A coarse mesh built from $n_x \times n_y \times n_z$ cubes with one spherical hole each. For this picture we use $n_x = 4$, $n_y = 3$, $n_z = 2$. Each cube is triangulated with approximately 7.575 tetrahedra.
Figure 6. Weak scaling of coarse mesh partitioning for a mesh of disjoint hexahedral trees. Left: 16 ranks per node. Right: 32 ranks per node. We show the run times for the baseline on the y-axis and provide graphs for different ratios between the total number of coarse cells $K$ and MPI processes $P$. On the left hand side the time for the biggest run, on 458,752 processes, is 0.72 seconds; on the right hand side the time for the biggest run on 917,504 is 1.19 seconds. We obtain efficiencies of $0.62/0.72 = 86\%$ and $0.75/1.19 = 63\%$ compared to the baselines of 16,384/32,768 MPI ranks, respectively (yellow lines). The time for the $P = 262,144$ run with 810,000 trees per process (black line) increases from 1.12 to 1.15 seconds, which translates to a weak scaling efficiency of 97.4\%.

To manage meshes for complex geometries, we connect the roots of the adaptive trees to form a coarse mesh. These trees are then further refined to form the (fine) mesh of elements. We take, for example, a mesh generated with Triangle\textsuperscript{16}, Tetgen\textsuperscript{17}, or gmsh\textsuperscript{18}, store it as an unstructured mesh and use each element as an individual refinement tree (see Fig. 5). To allow for geometries with more than about one million coarse mesh elements, partitioning the coarse mesh among the processes becomes necessary. We have recently developed a new partitioning scheme that minimises the necessary parallel communication while maintaining an optimal load of fine mesh elements\textsuperscript{19}, see also Fig. 6.

5 Conclusions

In collaboration with geophysicists, we are planning to extend the simulation of atmospheric and subsurface flow to more realistic example problems. The lattice-Boltzmann simulations are still in an early phase of development, and we are working to complete a functional Navier-Stokes solver on dynamic-adaptive meshes. The development of parallel AMR on hybrid meshes is ongoing, and several follow-up publications are in preparation.
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