Reconciliation of weak pairwise spike-train correlations and highly coherent local field potentials across space
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Abstract

Chronic and acute implants of multi-electrode arrays that cover several square millimeters of neural tissue provide simultaneous access to population signals such as extracellular potentials and the spiking activity of one hundred or more individual neurons. While the recorded data may uncover principles of brain function, its interpretation calls for multiscale computational models with corresponding spatial dimensions and signal predictions. Such models can then facilitate the search of candidate mechanisms underlying experimentally observed spatiotemporal activity patterns in cortex. Multi-layer spiking neuron network models of local cortical circuits covering about 1 mm² have been developed, integrating experimentally obtained neuron-type specific connectivity data and reproducing features of observed in-vivo spiking statistics. Using forward models, local field potentials (LFPs) can be computed from the simulated spiking activity. To account for the spatial scale of common neural recordings, we here extend a local network and LFP model to an area of 4 × 4 mm². The upscaling preserves the densities of neurons and local synapses, and introduces distance-dependent connection probabilities and conduction delays. As detailed experimental data on distance-dependent connectivity is partially lacking, we address this uncertainty in model parameters by testing different parameter combinations within biologically plausible bounds. Based on model predictions of spiking activity and LFPs, we find that the upscaling procedure preserves the overall spiking statistics of the original model and reproduces asynchronous irregular spiking across populations and weak pairwise spike-train correlations experimentally observed in sensory cortex. In contrast with the weak spike-train correlations, the correlation of LFP signals is strong and distance-dependent, compatible with experimental observations. Enhanced spatial coherence in the low-gamma reach of the LFP.

Significance Statement

Extracellular recordings with multi-electrode arrays measure both population signals such as the local field potential (LFP) and spiking activity of individual neurons across the cortical tissue, for instance covering the 4 × 4 mm² of a Utah array. To reproduce key features of activity data obtained from such cortical patches, we assess spiking activity and LFPs of a multiscale neuronal network model of this spatial extent. The circuit incorporates biological detail such as a realistic neuron density across four cortical layers and neuron-type-specific, layer-specific, and distance-dependent connection rules. The model reproduces experimental observations like a frequency-dependent LFP coherence across space despite weak pairwise spike-train correlations.

1 Introduction

Cortical activity on the mesoscopic scale (mesoscale), below a cortical surface area on the order of several square millimeters to centimeters (Muller et al., 2018), can be recorded extracellularly with chronic or acute implants of multi-electrode arrays (Maynard et al., 1997; Buzsáki et al., 2012; Einevoll et al., 2013a). The low-frequency part (≪ 100 Hz) of the measured extracellular potential, the local field potential (LFP), is a population signal with contributions from up to millions of local and remote neurons (Kajikawa and Schroeder, 2011; Lindén et al., 2011; Łęski et al., 2013). Spiking activity of individual neurons can be obtained from the high-frequency part (≫ 100 Hz) of the signal through spike sorting (Quiroga, 2007). The number of reliably identified single neurons is on the order of 100 neurons for chronically implanted Utah arrays (10 × 10 electrodes on 4 × 4 mm², Blackrock microsystems, http://blackrockmicro.com) as in Riehle et al. (2013). The recordings expose LFP activity appearing to propagate across the cortex associated with distance dependency of statistical measures like correlations and coherences (Destexhe et al., 1999; Smith and Kohn, 2008; Wu et al., 2008; Muller and Destexhe, 2012; Sato et al., 2012; Dubey and Ray, 2016; Denker et al., 2018; Muller et al., 2018). The observation of coherent LFPs across space contrasts with the often reported low pairwise correlation in cortical spike trains obtained in asynchronous brain states (for example Ecker et al., 2010; Renart et al., 2010).

Assuming a neuron density of 10⁶ neurons/mm² across the cortical surface (Herculano-Houzel, 2009), the number of neurons covered by a Utah array is more than a million. Every neuron receives up to 10⁴ synapses from neighboring and distant neurons (Abeles, 1991). However, the local circuitry is highly specific with respect to cortical layers and neuron types (Douglas et al., 1989; Thomson et al., 2002; Binzegger et al., 2004). The majority of local cortical connections are established within a distance of ≲ 500 µm from the sender/receiving neuron (Voges et al., 2010), with probabilities that decay with distance according to a Gaussian or exponentially shaped profile (Hellwig, 2000; Boucesein et al., 2011; Packer and Yuste, 2011; Perin et al., 2011). Local connections are typically made by unmyelinated axons. Therefore, typical conduction delays between pre- and postsynaptic neurons are governed by propagation speeds estimated around 0.3 mm/ms (Hirsch and Gilbert, 1991; Murakoshi et al., 1993; Kang et al., 1994).

To date, the relationship between cortical connectivity structure and experimentally recorded activity of spikes and LFPs on the mesoscale remains poorly understood. Network models that encompass the relevant anatomical and physiological detail, spatial scales, and corresponding measurements can aid the interpretation of experimental
observations and their underlying mechanisms. We here argue for full-scale models, in terms of realistic numbers of neurons and synapses: Downscaled or diluted network models may not reproduce first- and second-order statistics (rates and correlations, respectively) of full-scale networks (van Albada et al., 2015). Also, Hagen et al. (2016) demonstrate that biophysical forward-model predictions of LFP signals (and by extension electroencephalographic (EEG) and magnetoencephalographic (MEG) signals) must include the full density of cells and connections to account for network correlations. One such full-density model, the microcircuit model by Potjans and Diesmann (2014), represents a 1 mm² cortical patch of early sensory cortex with approximately 80,000 leaky integrate-and-fire neurons and about 0.3 billion synapses set up using neuron-type- and layer-specific connection probabilities derived from anatomical and electrophysiological data. This model produces biologically plausible firing rates across four cortical neurons and synapses: Downscaled or diluted network models may not reproduce first- and second-order statistics for network correlations. One such full-density model, the microcircuit model by Potjans and Diesmann (2014), and about

anatomical and electrophysiological data. This model produces biologically plausible firing rates across four cortical layers with one excitatory and inhibitory population per layer, is simple enough to allow for rigorous mathematical analysis, is publicly available, and has by now been used also in other studies (Wagatsuma et al., 2011; Bos et al., 2016; Cain et al., 2016; Hagen et al., 2016; Hahne et al., 2017; Senk et al., 2017; Schuecker et al., 2017; Schwalger et al., 2017; Schmidt et al., 2018; van Albada et al., 2018).

Here, we hypothesize that a version of this microcircuit model and corresponding LFP measurements upscaled laterally to an area of at least 4 × 4 mm² (similar to the Utah multi-electrode array), while accounting for distance-dependent connection probabilities, should not only preserve the main features of activity in the original model, but also explain features emerging on the mesoscale such as spatial propagation of evoked neuronal activity (Bringuier et al., 1999; Swadlow et al., 2002; Einevoll et al., 2007; Muller et al., 2014; Klein et al., 2016), and strong distance-dependent correlations and coherences in the measured LFP (Destexhe et al., 1999; Berens et al., 2008; Katzner et al., 2009; Nauhaus et al., 2009; Kajikawa and Schroeder, 2011; Jia et al., 2011; Srinath and Ray, 2014; Dubey and Ray, 2016) even for typically weak pairwise spike-train correlations in cortex (see, for example, Ecker et al., 2010; Renart et al., 2010). Furthermore, the upscaled model should serve as a test platform for parameters that are to date poorly constrained by available experimental data, and expose mechanisms underlying spatiotemporal pattern formation. Indeed, we find that the overall behavior of the original microcircuit is preserved when upscaled, and that the resulting model reconciles the observation of weak pairwise spike-train correlations in cortex with spatially correlated and coherent LFPs.

Preliminary results have been published in abstract form (Senk et al., 2015; Hagen et al., 2016).

2 Materials and Methods

2.1 Point-neuron networks

This section provides a compact description of the different network models considered in this study. The full network descriptions are given in Tables 1 and 2. Each network model represents a part of early sensory cortex with realistic densities of neurons and synapses. We first consider the original network model proposed by Potjans and Diesmann (2014) which describes a microcircuit under 1 mm² cortical surface, henceforth referred to as ‘reference model’. We then consider networks upscaled to greater surface areas, referred to as ‘upscaled models’. The eight neuron populations within each network are organized into four cortical layers, that is, layer 2/3 (L2/3), layer 4 (L4), layer 5 (L5) and layer 6 (L6), respectively. Each layer contains an excitatory (E) and an inhibitory (I) population of leaky integrate-and-fire (LIF) neurons, whose sub-threshold membrane dynamics are governed by Equation 13. The probabilities for two neurons to be connected are layer- and neuron-type-specific and derived from


e^{-r^2/(2\sigma^2)}.

Here, \( r \) denotes the lateral distance between the two neurons. This distance dependency is introduced to reconcile connectivity measurements obtained using anatomical connectivity data (retrograde/antegrade staining, Binzegger et al., 2004) and electrophysiological data (in vitro, Thomson et al., 2002). The computed mean values averaged over all populations for zero-distance connection probability and standard deviation are \( c_0 = 0.14 \) and \( \sigma_0 = 0.30 \text{mm} \),

\( r \text{ mm} \),
respectively (Potjans and Diesmann, 2014, Equations 4-8, Figure 3). This spatial decay constant is large compared to the extent of a typical cortical column, which justifies their choice of a local network connectivity without distance dependency.

A neuron \( j \) in a source population \( X \) of size \( N^i_X \) connects at random to a neuron \( i \) in a target population \( Y \) of size \( N^j_Y \) with mean connection probability (Potjans and Diesmann, 2014, Equation 1)

\[
C^i_{YX} = 1 - \left( 1 - \frac{1}{N^i_X N^j_Y} \right) S^r_{YX},
\]

where \( S^r_{YX} \) denotes the total number of synapses between these populations. The connection routine draws connections randomly between pairs of neurons \( i \) and \( j \) until the total number of synapses \( S^r_{YX} \) is reached. Multiple connections (multapses) between neuron pairs are allowed. The connection probability \( C^i_{YX} \) is here defined as the probability that a pair of neurons is connected via one or more synapses. Connection delays are normally distributed according to Equation 17 with different parameters for excitatory and inhibitory sources. The standard deviation of delays is 50% of the mean delay, and the excitatory mean delay is twice as long as the inhibitory one.

**Upscaled models:** We next consider cortical network models based on the reference network upscaled to cover an area of \( A^u = L^2 \). With square layers and a chosen side length \( L = 4 \text{ mm} \), this area is similar to the area covered by the Utah array (10 × 10 electrodes, Blackrock Microsystems). The superscript \( u \) denotes ‘upscaled models’ here and throughout this manuscript. In the upscaled models, neuron positions are drawn randomly within a square domain of side length \( L \) with the origin \((0,0)\) at the center. We position neurons in the TC layer also within the area \( A^u \), which facilitates the connectivity management between TC neurons and cortical neurons in the model. An analogy to the early visual pathway would be that the distance \( L \) in both thalamus and cortex corresponds to the same extent of the visual field. A source neuron \( j \in X \) at location \((x_j, y_j)\) connects to a target neuron \( i \in Y \) at location \((x_i, y_i)\) with a probability dependent on their distance \( r_{ij} \) given in Equation 11. This expression for distance accounts for periodic boundary conditions (torus connectivity). The distance-dependent connection probability is shaped as a two-dimensional (2D) Gaussian and cut off at a maximal radial distance \( R \) as defined in Equation 12. The zero-distance connection probability \( c_{YX} \) between populations \( X \) and \( Y \) is derived in Section 2.1.2. The corresponding standard deviation \( \sigma_X \) defines the spatial width of the profile and depends only on the source population \( X \). Connection delays of the upscaled models are calculated using a linear distance dependency given by Equation 18 with a constant delay offset \( d_0 \) and a conduction speed \( v \), plus a random offset drawn from a normal distribution with zero mean and standard deviation \( \sigma_d^0 \) capped at values \( \pm (d_0 - dt) \) in order to prevent delays smaller than the simulation time step \( dt \). These values are the same for all cortical populations. For the external layer, TC neurons within a circle of adjustable radius \( R_{\text{TC pulse}} \) surrounding the center emit spikes in a synchronous and regular fashion (thalamic pulses) with time intervals \( \Delta t_{\text{TC}} \).

These network model implementations rely on the neuronal network simulator NEST (http://www.nest-simulator.org, Gewaltig and Diesmann, 2007) and are set up such that the same code is used for both the reference and upscaled models, but with different parameters.

### 2.1.2 Upscaling procedure

We here describe the procedure used to derive parameters for the upscaled model(s) from the original reference network model description, in terms of neuron numbers, synapse numbers, distance-dependent connection probabilities, in-degrees of external input, and distance-dependent delays from available experimental data.

**Neuron numbers:** The upscaled networks preserve the neuron densities per square millimeter of the reference model. Assuming a homogeneous neuron density across space, the size of a population \( X \) in the upscaled networks is

\[
N^u_X = N^j_Y \frac{A^u}{A^i}.
\]

**Synapse numbers:** With the aim to derive zero-distance connection probabilities \( c_{YX} \) for a Gaussian connectivity profile Equation 12, we first compute average connection probabilities \( C^u_{YX} \) in the upscaled models similar to \( C^i_{YX} \) for the reference model (as in Equation 2, but with corresponding neuron and synapse numbers). We define this connection probability as

\[
C^u_{YX} = C^i_{YX} \cdot (1 - \delta C_{YX} \).
\]

The superscript \( ui \) denotes upscaled, intermediate connection probabilities. The term \( \delta C_{YX} \) is introduced to allow for selective modifications of the connection probabilities in the final upscaled network (for example to modify firing rate spectra, see below). Thus, connections are unchanged for \( \delta C_{YX} = 0 \), meaning \( C^u_{YX} = C^i_{YX} \), but a small positive or negative value results in an increase or decrease of a specific connection probability between populations \( X \) and \( Y \), respectively. The connection probability \( C^u_{YX} \) depends linearly on the corresponding population-specific connection probability of the reference model, \( C^i_{YX} \), and the ratio of mean connection probabilities from the upscaled and reference models (Schmidt et al., 2018, Equation 6).
Like Schmidt et al. (2018), we choose to use the average connection probability of the reference model $C_{YX} = 0.066$ as computed in (Potjans and Diesmann, 2014, Equation 9). To compute the average connection probability $\overline{C}_{YX}$ of the upscaled models, we integrate the Gaussian profile given in Equation 1 over all possible positions of a source neuron $(x_1, y_1)$ and a target neuron $(x_2, y_2)$, located on a square domain of side length $L$. Accounting for the maximal radial distance of connections, set to $R = L/2$, and the periodic boundary conditions used for the upscaled model, we numerically solve

$$
\overline{C}_{YX} = \frac{1}{\pi^2 N_X^2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} c^f (r_{21}) dy_2 dx_2 dy_1 dx_1
$$

where $r_{21} = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}$ with $c^f$ as defined in Equation 1.

The total number of synapses $S_{YX}^u$ follows from Equation 2, using connection probabilities and neuron numbers from the upscaled models. This in turn yields the average number of incoming connections to the target neurons, the synaptic in-degree, as we numerically solve from the upscaled models. This in turn yields the average number of incoming connections to the target neurons, the synaptic in-degree, as

$$S_{YX}^u = \frac{1}{\pi^2 N_X^2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} c^f (r_{21}) dy_2 dx_2 dy_1 dx_1$$

The connection routine used for the upscaled models does not fix the total number of synapses, unlike the routine used for the reference model. Each pair of neurons is considered only once in contrast to the reference model which samples the neurons with replacement. If $c_{YX} > 1$, the routine is executed $N_c$ times with zero-distance connection probabilities $c_{YX}/N_c$ where $N_c = [c_{YX}]$. In this case, a pair of neurons can be connected by up to $N_c$ synapses.

**Mean input:** To preserve the mean input to each neuron of the reference network in the upscaled network, we adjust the in-degrees of the external stationary Poisson input to compensate for differences in internal in-degrees between the reference and the upscaled model that result from the above calculation of recurrent synaptic in-degrees. If the mean connection weight $g_{YX} \cdot J$ for internal connections, the weight for external input $J$, the population firing rates $\nu_X$, and the external Poisson rate $\nu_{ext}$ are the same for both models, the external in-degrees $K_{Y,ext}^i$ per population $Y$ of the upscaled model follow from the external in-degrees of the reference model $K_{Y,ext}^r$ and the difference in internal in-degrees:

$$\sum_X K_{Y, X}^u g_{YX} \nu_X + K_{Y,ext}^u \nu_{ext} = \sum_X K_{Y, X}^r g_{YX} \nu_X + K_{Y,ext}^r \nu_{ext}$$

$$K_{Y,ext}^u = K_{Y,ext}^r + \sum_X \frac{g_{YX} \nu_X}{\nu_{ext}} (K_{Y,ext}^r - K_{Y, X}^u).$$

This modification of external in-degrees in the upscaled network only preserves the mean of the spiking input (which is proportional to both in-degrees and weights), but not its variance (which is proportional to in-degrees and to weights squared); see, for example, Brunel and Hakim (1999); van Albada et al. (2015) for details.

**Delays:** To compare the mean delays of the reference model (Equation 17) and mean delays resulting from linear distance dependency in the upscaled model (Equation 18), we compute an effective delay for the upscaled model. The effective delay is computed as the average delay of the distance-dependent version evaluated on a disc of 1 mm² (with radius $Q = 1/\sqrt{\pi}$ mm), thus equalling the extent of the reference model. Accounting for all distances between random points on the disc, the effective delay in polar coordinates for a disc of radius $Q$ is

$$d_Q (\sigma) = \frac{1}{\pi^2 Q^4} \int_0^Q \int_0^{2\pi} \int_0^{2\pi} \int_0^{2\pi} \left( d_0 + r_{21} \right) \frac{1}{c_{norm}} e^{-\frac{d_0}{c_{norm}}} r_1 r_2 d\varphi_1 dr_1 d\varphi_2 dr_2$$
with \( r_{21} = r_1^2 + r_2^2 - 2r_1r_2\cos(\varphi_1 - \varphi_2) \). We here account for the Gaussian distance dependency of the spatial profile Equation 12 with spatial width \( \sigma_X \) but normalize the profile to unity for the integral over the disc by the factor \( c_{\text{norm}} \), and ignore the Heaviside function because we only consider \( Q < R \). The expression simplifies (Sheng, 1985, Theorem 2.4) to

\[
\begin{align*}
\bar{d}_{Q} (\sigma_X) = & \int_{0}^{2\pi} \int_{0}^{E} \exp \left( -\frac{r^2}{2\sigma^2} \right) \left[ 4\arctan \left( \frac{2Q - r}{2Q + r} \right) - \sin \left( 4\arctan \left( \frac{2Q - r}{2Q + r} \right) \right) \right] \cdot \frac{d\theta}{r^2} \cdot \frac{dE}{r}, \\
& \frac{Q}{r^2} \left[ 4\arctan \left( \frac{2Q - r}{2Q + r} \right) - \sin \left( 4\arctan \left( \frac{2Q - r}{2Q + r} \right) \right) \right] \cdot \frac{d\theta}{r^2} \cdot \frac{dE}{r},
\end{align*}
\]

which we evaluate numerically. Hence, the delay offset \( d_0 \) and conduction speed \( v \) can be set based on available experimental data, and the mean delays in the upscaled network can be compared with the corresponding excitatory and inhibitory mean delays of the reference model.

### 2.2 Forward modeling of extracellular potentials

In the present study we use a now well-established method to compute extracellular potentials from neuronal activity. The method relies on multicompartment neuron modeling to compute transmembrane currents (see, for example, De Schutter and Van Geit, 2009) and volume conduction theory (Nunez and Srinivasan, 2006; Einevoll et al., 2013b) which relates current sources and electric potentials in space. Assuming a volume conductor model that is linear (frequency-independent), homogeneous (the same in all locations), isotropic (the same in all directions), and ohmic (currents depend linearly on the electric field \( \nabla E \)), as represented by the scalar electric conductivity \( \sigma_e \), the electric potential \( \phi \) in location \( \mathbf{r} \equiv (x, y, z) \) of a time-varying point current with magnitude \( I(t) \) in location \( \mathbf{r}' \) is given by

\[
\phi(\mathbf{r}, t) = \frac{I(t)}{4\pi\sigma_e |\mathbf{r} - \mathbf{r}'|}.
\]

The potential is assumed to be measured relative to an ideal reference at infinite distance from the source. Consider a set of transmembrane currents of \( n_{\text{comp}} \) individual cylindrical compartments indexed by \( n \) in an \( N \)-sized population of cells indexed by \( j \) with time-varying magnitude \( I_{\text{soma}}^m(t) \) embedded in a volume conductor representing the surrounding neural tissue. The extracellular electric potential is then calculated as the linear sum

\[
\phi(\mathbf{r}, t) = \sum_{j=1}^{N} \sum_{n=1}^{n_{\text{comp}}} \frac{I_{\text{soma}}^m(t)}{4\pi\sigma_e} \int_{\mathbf{r} - \mathbf{r}_{jn}}^{1} \frac{d\mathbf{r}_{jn}}{|\mathbf{r} - \mathbf{r}_{jn}|}.
\]

The integral term here enters as we utilize the line-source approximation (Holt and Koch, 1999) which amounts to assuming a homogeneous transmembrane current density per unit length and integrating Equation 19 along the center axis of each cylindrical compartment. The thick soma compartments (with \( n = 1 \)) with magnitude \( I_{\text{soma}}^m(t) \), however, are approximated as spherical current sources, which amounts to combining Equations 19 and 20 as Lindén et al. (2014)

\[
\phi(\mathbf{r}, t) = \sum_{j=1}^{N} \frac{1}{4\pi\sigma_e} \left( \frac{I_{\text{soma}}^m(t) - r_{\text{soma}}}{|\mathbf{r} - \mathbf{r}_{jn}|} \right) + \sum_{n=2}^{n_{\text{comp}}} \frac{I_{\text{soma}}^m(t)}{4\pi\sigma_e} \int_{\mathbf{r} - \mathbf{r}_{jn}}^{1} \frac{d\mathbf{r}_{jn}}{|\mathbf{r} - \mathbf{r}_{jn}|}.
\]

Here, lengths of compartments \( n \) of cells \( j \) are denoted by \( \Delta s_{jn} \), perpendicular distances from the electrode point contact to the axis of the line compartments by \( r_{\perp jn} \), and longitudinal distances measured from the start of the compartment by \( h_{jn} \). The distances \( l_{jn} = \Delta s_{jn} + h_{jn} \) are measured longitudinally from the end of the compartment. As the above denominators can be arbitrarily small and cause singularities in the computed extracellular potential, we set the minimum separation \( |\mathbf{r} - \mathbf{r}_{\text{soma}}| \) or \( r_{\perp jn} \), equal to the radius of the corresponding compartment.

The above equations assume point electrode contacts, while real electrode contacts have finite extents. We employ the disc-electrode approximation (Camuñas Mesa and Quiroga, 2013; Lindén et al., 2014; Ness et al., 2015)

\[
\phi_{\text{disc}}(\mathbf{u}, t) = \int_{S} \phi(\mathbf{u}, t) \, d^2 r \approx \frac{1}{A_S} \sum_{h=1}^{m} \phi(\mathbf{u}_h, t)
\]

to approximate the averaged potential across the uninsulated contact surface (Robinson, 1968; Nelson et al., 2008; Nelson and Pouget, 2010; Ness et al., 2015). We average the potential (Equation 21) in \( m = 50 \) randomized locations \( \mathbf{u}_h \) on each circular and flat contact surface \( S \) with surface area \( A_S \) and radius \( 5 \mu m \). The surface normal vector on the disc representing each contact is the unit vector along the vertical \( z \)-axis. All forward-model calculations are performed with the simulation tool LFPy (https://lfpy.readthedocs.io, Lindén et al., 2014; Hagen et al., 2018), which uses the NEURON simulation software (https://neuron.yale.edu, Carnevale and Hines, 2006; Hines et al., 2009) to calculate transmembrane currents.
A: Model summary

<table>
<thead>
<tr>
<th>Structure</th>
<th>Multi-layer excitatory-inhibitory (E-I) network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Populations</td>
<td>8 cortical in 4 layers (L2/3, L4, L5, L6) and 1 thalamic (TC)</td>
</tr>
<tr>
<td>Input</td>
<td>Cortex: Independent fixed-rate Poisson spike trains to all neurons (population-specific in-degree)</td>
</tr>
<tr>
<td>Measurements</td>
<td>Spikes, LFP, CSD, MUA</td>
</tr>
<tr>
<td>Neuron model</td>
<td>Cortex: leaky integrate-and-fire (LIF); Thalamus: point process</td>
</tr>
<tr>
<td>Synapse model</td>
<td>Exponentially shaped postsynaptic currents with normally distributed static weights</td>
</tr>
</tbody>
</table>

Reference model
- Topology: None (no spatial information)
- Delay model: Normally distributed delays
- Connectivity: Random, independent, population-specific, fixed number of synapses

Upscaled models
- Topology: Random neuron positions on square domain of size $L \times L$; periodic boundary conditions
- Delay model: Distributed distance-dependent delays
- Connectivity: Random, distance-dependent connection probability, population-specific, number of synapses not fixed in advance

B: Network models

<table>
<thead>
<tr>
<th>Connectivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connection probabilities $C_{YX}$ from population $X$ to population $Y$ with ${X, Y} \in {L2/3, L4, L5, L6} \times {E, I} \cup TC$, $C_{YX} = 0$ for $Y = TC$</td>
</tr>
</tbody>
</table>

Reference model
- Fixed number of synapses $S_{YX}$ between populations $X$ and $Y$ (see Equation 2), binomially distributed in-/out-degrees

Upscaled models
- Presynaptic neuron $j \in X$ at location $(x_j, y_j)$ and postsynaptic neuron $i \in Y$ at $(x_i, y_i)$
- Neuron inter-distance (periodic boundary conditions):
  $r_{ij} = \sqrt{\Delta x_{ij}^2 + \Delta y_{ij}^2}$ (11)
  with $\Delta x_{ij} = |x_i - x_j|$ if $|x_i - x_j| \leq L/2$, otherwise $\Delta x_{ij} = L - |x_i - x_j|$
  (same for $\Delta y_{ij}$)
- Gaussian-shaped connection probability with maximal distance $R$, spatial width $\sigma_X$ and zero-distance connection probability $c_{YX}$ (see Equation 7):
  $c_{X}^{u}(r_{ij}) = c_{YX} e^{-r_{ij}^2/2\sigma_X^2} \Theta (R - r_{ij})$ (12)
  Heaviside function $\Theta (t) = 1$ for $t \geq 0$, and 0 otherwise.

Table 1: Description of reference and upscaled network models following the guidelines of Nordlie et al. (2009).
**C: Neuron models**

**Cortex**

Leaky integrate-and-fire neuron (LIF)

- Dynamics of membrane potential $V_i(t)$ for neuron $i$:
  - Spike emission at times $t_{is}^i$ with $V_i(t_{is}^i) \geq V_\theta$
  - Subthreshold dynamics:
    $$\tau_m \dot{V}_i = -V_i + R_m I_i(t) \quad \text{if } \forall s : t \notin (t_{is}^i, t_{is}^i + \tau_{ref})$$
    with $\tau_m = R_mC_m$ (13)
  - Reset + refractoriness: $V_i(t) = V_{reset}$ if $\forall s : t \in (t_{is}^i, t_{is}^i + \tau_{ref})$

- Exact integration with temporal resolution $dt$ (Rotter and Diesmann, 1999)

- Random, uniform distribution of membrane potentials at $t = 0$

**Thalamus**

Spontaneous activity: no thalamic input ($\nu_{TC} = 0$)

**Upscaled models**

**D: Synapse models**

**Postsynaptic currents**

- Instantaneous onset, exponentially decaying postsynaptic currents
  
  - Input current of neuron $i$ from presynaptic neuron $j$:
    $$I_i(t) = \sum_j J_{ij} \sum_s e^{-\frac{(t-t_{js}-d_{ij})}{\tau_s}} \Theta(t-t_{js}-d_{ij})$$
    (14)

**Weights**

- Normal distribution with static weights, clipped to preserve sign:
  
  - Normal distribution, left-clipped at $dt$:
    $$d_{ij} = d_{ij}^r \sim N \left\{ \mu = d, \sigma^2 = \left(\sigma_d\right)^2 \right\}$$
    (17)

**Delays**

- Normal distribution, left-clipped at $dt$:
  
  - Linear distance dependency with delay offset $d_0$ and conduction speed $v$.
    Normally distributed additive noise, left-clipped at $-(d_0 - dt)$ and right-clipped at $d_0 - dt$:
    $$d_{ij} = d_{ij}^r \sim N \left\{ \mu = 0, \sigma^2 = \left(\sigma_d^r\right)^2 \right\}$$
    (18)

| Table 2: Description of reference and upscaled network models (continuation of Table 1). |
### Table 3: Global simulation, preprocessing, and network parameters used for both reference and upscaled network models.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{sim}}$</td>
<td>5,000 ms</td>
<td>Simulation duration</td>
</tr>
<tr>
<td>$dt$</td>
<td>0.1 ms</td>
<td>Temporal resolution</td>
</tr>
<tr>
<td>$T_{\text{trans}}$</td>
<td>500 ms</td>
<td>Startup transient</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t$</td>
<td>0.5 ms</td>
<td>Temporal bin size</td>
</tr>
<tr>
<td>$\Delta l$</td>
<td>0.1 mm</td>
<td>Spatial bin size</td>
</tr>
</tbody>
</table>

### Table 4: Additional network parameters for the reference model.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>87.81 pA</td>
<td>Reference synaptic strength. All synapse weights are measured in units of $J$. Relative synaptic strengths: $X \in {L2/3E, L4E, L5E, L6E, TC}$</td>
</tr>
<tr>
<td>$g_{YX}$</td>
<td>1</td>
<td>$X \in {L2/3I, L4I, L5I, L6I}$, except for: $(X, Y) = (L4E, L2/3E)$</td>
</tr>
<tr>
<td>$\sigma_{J,YX}$</td>
<td>0.1 · $g_{YX}$ · $J$</td>
<td>Standard deviation of weight distribution</td>
</tr>
<tr>
<td>$\nu_{\text{ext}}$</td>
<td>8 s$^{-1}$</td>
<td>Rate of external input with Poisson inter-spike interval statistics</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\text{m}}$</td>
<td>250 pF</td>
<td>Membrane capacitance</td>
</tr>
<tr>
<td>$\tau_m$</td>
<td>10 ms</td>
<td>Membrane time constant</td>
</tr>
<tr>
<td>$E_L$</td>
<td>$-65 \text{ mV}$</td>
<td>Resistive leak reversal potential</td>
</tr>
<tr>
<td>$V_\theta$</td>
<td>$-50 \text{ mV}$</td>
<td>Spike detection threshold</td>
</tr>
<tr>
<td>$V_{\text{reset}}$</td>
<td>$-65 \text{ mV}$</td>
<td>Spike reset potential</td>
</tr>
<tr>
<td>$\tau_{\text{ref}}$</td>
<td>2 ms</td>
<td>Absolute refractory period after spikes</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>0.5 ms</td>
<td>Postsynaptic current time constant</td>
</tr>
</tbody>
</table>

### Parameters for LIF neuron model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\text{m}}$</td>
<td>250 pF</td>
<td>Membrane capacitance</td>
</tr>
<tr>
<td>$\tau_m$</td>
<td>10 ms</td>
<td>Membrane time constant</td>
</tr>
<tr>
<td>$E_L$</td>
<td>$-65 \text{ mV}$</td>
<td>Resistive leak reversal potential</td>
</tr>
<tr>
<td>$V_\theta$</td>
<td>$-50 \text{ mV}$</td>
<td>Spike detection threshold</td>
</tr>
<tr>
<td>$V_{\text{reset}}$</td>
<td>$-65 \text{ mV}$</td>
<td>Spike reset potential</td>
</tr>
<tr>
<td>$\tau_{\text{ref}}$</td>
<td>2 ms</td>
<td>Absolute refractory period after spikes</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>0.5 ms</td>
<td>Postsynaptic current time constant</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t$</td>
<td>0.5 ms</td>
<td>Temporal bin size</td>
</tr>
<tr>
<td>$\Delta l$</td>
<td>0.1 mm</td>
<td>Spatial bin size</td>
</tr>
</tbody>
</table>

### Additional network parameters for reference model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>L2/3E</td>
<td>L2/3I</td>
</tr>
<tr>
<td>$N_X$</td>
<td>20,683</td>
<td>5,834</td>
</tr>
<tr>
<td>$K_{X,\text{ext}}$</td>
<td>1,600</td>
<td>1,500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{YX}$</td>
<td>L2/3E</td>
<td>L2/3I</td>
</tr>
<tr>
<td>L2/3E</td>
<td>0.1009</td>
<td>0.1689</td>
</tr>
<tr>
<td>L2/3I</td>
<td>0.1346</td>
<td>0.1371</td>
</tr>
<tr>
<td>L4E</td>
<td>0.0077</td>
<td>0.0059</td>
</tr>
<tr>
<td>L4I</td>
<td>0.0691</td>
<td>0.0029</td>
</tr>
<tr>
<td>L5E</td>
<td>0.1004</td>
<td>0.0622</td>
</tr>
<tr>
<td>L5I</td>
<td>0.0548</td>
<td>0.0269</td>
</tr>
<tr>
<td>L6E</td>
<td>0.0156</td>
<td>0.0066</td>
</tr>
<tr>
<td>L6I</td>
<td>0.0364</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_E$</td>
<td>1.5 mm</td>
<td>Mean excitatory delay</td>
</tr>
<tr>
<td>$d_I$</td>
<td>0.75 mm</td>
<td>Mean inhibitory delay</td>
</tr>
<tr>
<td>$\sigma_{d,X}$</td>
<td>0.5 · $d_X$</td>
<td>Standard deviation of delay distribution</td>
</tr>
</tbody>
</table>
### Additional network parameters for the final upscaled model

#### Populations and external input

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N^X$</td>
<td>330,928</td>
<td>Size</td>
</tr>
<tr>
<td>$K^X_{\text{ext}}$</td>
<td>1,702</td>
<td>External in-degree</td>
</tr>
</tbody>
</table>

#### Connection probabilities

<table>
<thead>
<tr>
<th>$C^X_{YX}$</th>
<th>from $X$ to $Y$</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2/3I</td>
<td>L2/3E, L4E, L4I, L5E, L5I, L6E, L6I, TC</td>
<td></td>
</tr>
<tr>
<td>L4E</td>
<td>L4I, L5E, L5I, L6E, L6I, TC</td>
<td></td>
</tr>
<tr>
<td>L4I</td>
<td>L4E, L5E, L5I, L6E, L6I, TC</td>
<td></td>
</tr>
<tr>
<td>L5E</td>
<td>L5I, L6E, L6I, TC</td>
<td></td>
</tr>
<tr>
<td>L5I</td>
<td>L5E, TC</td>
<td></td>
</tr>
<tr>
<td>L6E</td>
<td>L6I, TC</td>
<td></td>
</tr>
<tr>
<td>L6I</td>
<td>L6E, TC</td>
<td></td>
</tr>
</tbody>
</table>

#### Connection probability modifications

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta C^X_{YX}$</td>
<td>0, $-0.15$, 0.15, $-0.2$, 0.05, $-0.1$</td>
<td>$(X,Y) \in {L2/3E, L2/3I, L4E, L4I, L5E, L5I, L6E, L6I, TC}$, except for: $(X,Y) = (L4I, L4E)$, $(X,Y) = (L4I, L4I)$, $(X,Y) = (L5E, L5I)$, $(X,Y) = (L5I, L5E)$, $(X,Y) = (L5I, L5I)$</td>
</tr>
</tbody>
</table>

#### Connection Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_0$</td>
<td>0.5 ms</td>
<td>Delay offset</td>
</tr>
<tr>
<td>$v$</td>
<td>0.3 mm/ms</td>
<td>Conduction speed</td>
</tr>
<tr>
<td>$\sigma^2_d$</td>
<td>0.1 ms</td>
<td>Width of jitter distribution for delay</td>
</tr>
<tr>
<td>$\sigma_E$</td>
<td>0.35 mm</td>
<td>Excitatory spatial width</td>
</tr>
<tr>
<td>$\sigma_I$</td>
<td>0.1 mm</td>
<td>Inhibitory spatial width</td>
</tr>
</tbody>
</table>

#### Thalamus

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^{\text{mise}}_{\text{TC}}$</td>
<td>0.3 mm</td>
<td>TC neuron activation radius of disc around $(0, 0)$, all TC neurons in the disc are active during pulses</td>
</tr>
<tr>
<td>$\sigma_{\text{TC}}$</td>
<td>0.3 mm</td>
<td>Spatial width of TC neuron connections</td>
</tr>
<tr>
<td>$\Delta t_{\text{TC}}$</td>
<td>100 ms</td>
<td>Interval between thalamic pulses</td>
</tr>
</tbody>
</table>

Table 5: Additional network parameters for the final upscaled model.
2.2.1 Modifications to the hybrid scheme

Extracellular potentials from the point-neuron network models are here calculated using a slightly modified version of the biophysics-based hybrid scheme introduced by Hagen et al. (2016). The scheme combines forward modeling of extracellular potentials, or more specifically its low-frequency part termed the local field potential (LFP), from spatially extended multicompartment neuron models described above instead of point neurons. Point neurons cannot generate an extracellular potential, as the sum of all incoming and outgoing currents vanishes in a point, in contrast to multicompartment neuron models, which can account for incoming and outgoing currents distributed in space. We refer the reader to the Methods of Hagen et al. (2016) for an in-depth technical description of the implementation for randomly connected point-neuron network models. Here, we only summarize its main steps and list the main changes which allow accounting for extracellular potentials of networks with distance-dependent connectivity and periodic boundary conditions. This hybrid modeling scheme for extracellular potentials combines the simplicity and efficiency of point-neuron network models with multicompartment neuron models for LFP generation accounting for the biophysical origin of extracellular potentials. As in Hagen et al. (2016), we assume that cortical network dynamics are well captured by the point-neuron network, and implement the hybrid scheme as follows:

- Spike trains of individual point neurons are mapped to synapse activation times on corresponding postsynaptic multicompartment neurons while overall connection parameters are preserved, that is, the distribution of delays, the mean postsynaptic currents, and the mean number of incoming connections onto individual cells (in-degree).
- Each multicompartment neuron has its equivalent in the point-neuron network and receives input spikes from presynaptic point neurons with the same distribution as in the point-neuron network (the mean in-degree of neurons in the network and the cell-type and layer specificity of connections is preserved, as in Hagen et al. (2016)).
- The multicompartment neurons are mutually unconnected, and synaptic activations are translated into a distribution of transmembrane currents that contributes to the total LFP.
- Activity in multicompartment neuron models (and the corresponding LFP) does not interact with other multicompartment neurons or the activity in the point-neuron network model, that is, there are no ephaptic interactions.

The first version of the hybrid scheme implemented in hybridLFPy (https://INM-6.github.com/hybridLFPy) is developed for random networks such as the layered cortical microcircuit model of Potjans and Diesmann (2014) that is our reference network. In contrast to this reference model that contains no spatial information, the upscaled models described in Section 2.1 assign spatial coordinates to the neurons within each layer but ignore information about cortical depth, and draw connections between neurons with probabilities depending on lateral distance. Modifications to the hybrid scheme to account for upscaled networks thus include:

- We use the lateral locations of the point neurons also for the multicompartment neuron models, and assign population-dependent somatic depths as in Hagen et al. (2016).
- We record the spiking activity from all neurons in the point-neuron network and associate each spike train to the corresponding neuron ID.
- Presynaptic neuron IDs are drawn for each multicompartment neuron using the same distance-dependent probability rule as is used when constructing the point-neuron network (the connectivity is thus statistically reproduced). The same distance-dependent delay rule is also implemented in the hybrid scheme, and can be set separately for each pair of populations.
- We compute the extracellular potential at 100 contact sites arranged on a square regular grid with each contact separated by 400 μm, similar to the layout of the Blackrock 'Utah' multi-electrode array. The local field potential is computed at the center of layer 2/3 (L2/3).
- LFPy, which implements the above forward model and is used internally in the hybrid scheme, accounts for periodic boundary conditions.

2.2.2 Modifications to LFPy to account for periodic boundary conditions

As the upsampling procedure of the 1mm² reference point-neuron network model incorporates periodic boundary conditions, we modify the forward-model calculations in LFPy (https://LFPy.readthedocs.io, Lindén et al., 2014; Hagen et al., 2018) to also account for such boundaries. The basic premise for this modification is that transmembrane currents of a neuron positioned near the network layer boundary should result in a fluctuation of the extracellular potential also due to sources across the boundary. This is analogous to input from network connections across the
boundaries resulting from the distance-dependent connectivity rule. Thus, for a current source located in location \( r_{jn} = (x_{jn}, y_{jn}, z_{jn}) \) the extracellular potential in location \( r \) is computed as the sum

\[
\phi(r, t) = \sum_{p=-M}^{M} \sum_{q=-M}^{M} \phi_{pq}(r, t),
\]

where \( \phi_{pq}(r, t) \) corresponds to the extracellular potential with horizontally shifted source coordinates \( (x_{jn} + pL, y_{jn} + qL, z_{jn}) \), \( L \) the network layer side length and \( M = 2 \) a chosen integer setting the number of ‘mirror’ sources to either side.

### 2.3 Statistical analysis

As simulation output, we consider the spiking activity of the point-neuron networks (Section 2.1.1), and corresponding multi-unit activity (MUA), LFP (Section 2.2) and current-source density (CSD) estimates. We use simulated output data only after an initial time period of \( T_{\text{trans}} \) to avoid startup transients, and compute all measures for the whole time interval of the following simulation duration \( T_{\text{sim}} \). Parameters are given in Tables 3, 4 and 5.

#### 2.3.1 Temporal binning of spike trains

Spike times \( t_i \) of the point-neuron networks simulated using temporal resolution \( dt \) are assigned to bins with width \( \Delta t \). Temporally binned spike trains are used to compute pairwise spike-train correlations and population-rate power spectral densities, and to illustrate population-averaged rate histograms. The bin width \( \Delta t \) is an integer multiple of the simulation resolution \( dt \). The simulation duration \( T_{\text{sim}} \) is an integer multiple of the bin width such that the number of bins is \( K = T/\Delta t \). Time bins have indices \( k \in \{0, 1, ..., K - 1\} \), spanning time points in \( t \in [k\Delta t, (k + 1)\Delta t) \).

#### 2.3.2 Spatiotemporal binning of spike trains

In order to compute the propagation speed of evoked activity in the network, we perform a spatiotemporal binning operation of spiking activity in the network. As introduced in Section 2.1.1, neuron positions \( (x_i, y_i) \) of the point-neuron network are randomly drawn with \( \{x_i, y_i\} \in [-L/2, L/2] \). We subdivide the spatial domain of each layer into square bins of side length \( \Delta l \) such that the integer numbers of bins along the \( x- \) and \( y- \) axis are \( L_{(x,y)} = L/\Delta l \). The bin indices are \( l_{(x,y)} \in \{0, 1, ..., L_{(x,y)} - 1\} \), spanning \( \{x, y\} \in [l_{(x,y)} \Delta l, l_{(x,y)} + 1) \Delta l - L/2] \). Temporal bins of width \( \Delta t \) are defined as above. We compute for each population a spatially and temporally binned instantaneous spike-count rate in units of \( s^{-1} \) as the number of spike events from all neurons inside the spatial bin divided by \( \Delta t \).

#### 2.3.3 Current-source density (CSD) analysis

We estimate the current-source density (CSD) using the kernel CSD (kCSD) method introduced by Potworowski et al. 2012. The CSD is an estimate of the volume density of transmembrane currents nearby each LFP measurement site (in units of current per volume). Based on the Poisson equation in electrostatics,

\[
\nabla \cdot (\sigma \nabla \phi) = -C,
\]

which relates the electric potential \( \phi \equiv \phi(r) \), conductivity \( \sigma \equiv \sigma(r) \) (which is here assumed to be scalar as above), and current density \( C \equiv C(r) \), one can make the assumption that the measured LFP at each electrode results from a sum of \( M \) current sources distributed across space. Similar to Łęski et al. 2011; Potworowski et al. 2012, we consider the underlying CSD as a product

\[
\tilde{f}(x, y, z) = \tilde{f}(x, y) H(z),
\]

where the term \( \tilde{f}(x, y) \) describes a spatial profile in the horizontal \( xy- \) plane and \( H(z) \) the step function along the vertical \( z- \) axis,

\[
H(z) = \begin{cases} 
1 & -h \leq z \leq h, \\
0 & \text{otherwise}.
\end{cases}
\]

The variable \( h \) denotes the half-thickness of the current-generating region. Under the assumption of a linear (frequency-independent) and homogeneous (equal in all locations) conductivity, it follows that the electric potential in a location \( (x, y, 0) \) is

\[
f(x, y, 0) = \frac{1}{2\pi \sigma} \int \arcsinh \left( \frac{2h}{\sqrt{(x-x')^2 + (y-y')^2}} \right) \tilde{f}(x, y) \, dy'dx'.
\]
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We here choose to define \( \tilde{f}(x, y) \) in terms of 2D Gaussians of the form
\[
\tilde{b}_i(x, y) = \exp \left( -\frac{(x - x_i)^2 + (y - y_i)^2}{2\sigma_i^2} \right),
\]
resulting in
\[
b_i(x, y) = \frac{1}{2\pi\sigma_i} \int \arcsinh \left( \frac{2h}{\sqrt{(x - x_i)^2 + (y - y_i)^2}} \right) \tilde{b}_i(x, y) \, dy \, dx'.
\]
Introducing
\[
\phi(x, y) = AC(x, y) = \sum_{j=1}^M a_j b_j(x, y),
\]
where \( A : \tilde{F} \to F \) is a linear operator connecting electric potentials and the underlying sources, the CSD is estimated as
\[
C^*(x, y) = \tilde{K}^T(x, y) \cdot K^{-1} \cdot V,
\]
which minimizes the norm \( ||\phi||^2 = \sum_{i=1}^M |a_i|^2 \). Here \( V = [\phi_1, \phi_2, \ldots, \phi_N]^T \) is the observed LFP across channels, \( \tilde{K}^T(x, y) = [\tilde{K}_1(x_1, y_1, x, y), \tilde{K}_2(x_2, y_2, x, y), \ldots, \tilde{K}_N(x_N, y_N, x, y)] \) and
\[
K = \begin{bmatrix}
K(x_1, y_1, x_1, y_1) & \cdots & K(x_1, y_1, x_N, y_N) \\
\vdots & \ddots & \vdots \\
K(x_N, y_N, x_1, y_1) & \cdots & K(x_N, y_N, x_N, y_N)
\end{bmatrix},
\]
defined in terms of the kernel functions \( K(x, x', y') = \sum_{i=1}^M b_i(x, y) b_i(x', y') \) and cross-kernel functions \( \tilde{K}(x, y, x', y') = \sum_{i=1}^M b_i(x, y) \tilde{b}_i(x', y') \). See Potworowski et al. 2012 for details on the procedure. We use the implementation of the 2D kCSD method available in Elephant (Electrophysiology Analysis Toolkit, https://github.com/neuralensemble/elephant), with default parameters \( \sigma_e = 0.3 \text{S/m} \), \( M = 1000 \), \( h = 1 \text{mm} \), \( \sigma_R^2 = 0.23 \text{mm}^2 \), and return the estimate at the space spanned by the LFP electrodes with resolution 0.4 mm.

### 2.3.4 Calculation of MUA signal

For each electrode contact point located in L2/3, we compute a signal representative of the so-called multi-unit activity (MUA) signal that can be obtained from recordings of extracellular potentials by high-pass filtering the signal \( \geq 500 \text{Hz} \), followed by signal rectification, temporal smoothing, and downsampling (see, for example, Einevoll et al., 2007). In a biophysical modeling study (Pettersen et al., 2008) it is shown that this signal is approximately linearly related to the firing rate of the local population of neurons in the vicinity of the measurement device. Neuron coordinates \( (x_i, y_i) \) of the upscaled point-neuron network are randomly drawn on the interval \( [-L/2, L/2] \). We then compute for each population a spatially and temporally binned spike-count rate in units of \( s^{-1} \) by summing the number of spike events from all neurons inside the spatial bin and divide by the width of the temporal bin \( \Delta t \). We then define the MUA signal as the sum of the per-bin contributions of the populations L2/3E and L2/3I.

### 2.3.5 Visual analysis

The spike raster diagrams or dot displays show information on spiking activity. Each dot marks a spike event, and the dot position along the horizontal axis denotes the time of the event. Spike data of different neuron populations are stacked and the number of neurons shown is proportional to the population size. Within each population, neurons are sorted according to their lateral \( x \)-position and arranged accordingly on the vertical axis of the dot display.

We compute population-averaged rate histograms by deriving the per-neuron spike rates in time bins \( \Delta t \) and units of \( s^{-1} \), averaged over all neurons per population within the center disc of \( 1 \text{mm}^2 \). The corresponding histogram shows the rates in a time interval of \( \pm 25 \text{ms} \) around the occurrence of a thalamic pulse. Such a display is comparable to the Peri-Stimulus Time Histogram (PSTH, Perkel et al., 1967) that typically shows the spike count summed over different neurons or trials versus binned time.

Image plots with color bars can have a linear or a logarithmic scaling as specified in the respective captions. Since values of the distance-dependent cross-correlation functions can be positive or negative, we plot these with linear scaling up to a threshold, beyond which the scaling is logarithmic.
2.3.6 Statistical measures

Per-neuron spike rates $\nu$ are defined as the number of spikes per neuron during each simulation divided by the simulation duration $T_{\text{sim}}$. Distributions of per-neuron spike rates are computed from all spike trains of each population separately for an interval from 0 to 30 s$^{-1}$ using bins of width 1 s$^{-1}$. Histograms are normalized such that the cumulative sum over the histogram equals unity. We define the mean rate per population $\bar{\nu}$ as the arithmetic mean of all per-neuron spike rates of each population.

The coefficient of local variation $LV$ is a measure of spike-train irregularity computed from a sequence of length $n$ of consecutive inter-spike intervals $T_i$ (Shinomoto et al., 2003, Equation 2.2), defined as

$$LV = \frac{1}{n-1} \sum_{i=1}^{n-1} \frac{3(T_i - T_{i+1})^2}{T_i + T_{i+1}}.$$  \hspace{1cm} (33)

Like the conventional coefficient of variation $CV$ (Shinomoto et al., 2003, Equation 2.1), a sequence of intervals generated by a stationary Poisson process results in a value of unity, but the $LV$ statistic is less affected by rate fluctuations compared to the $CV$: thus, a non-stationary Poisson process should result in $LV \approx 1$. We compute the $LV$ from the inter-spike intervals of the spike trains of all neurons within each population. Distributions of $LV$’s are computed using bins of width 0.1, and histograms are normalized such that the cumulative sum over the histogram equals unity. We define the mean $LV$ per population $\bar{LV}$ as the arithmetic mean of all $LV$’s of each population.

The Pearson (product-moment) correlation coefficient $CC$ is a measure of synchrony that is defined for two signals $u$ and $v$ as

$$CC_{uv} = \frac{\text{cov}(u, v)}{\sqrt{\text{cov}(u, u) \text{cov}(v, v)}}.$$  \hspace{1cm} (34)

with the covariance denoted by $\text{cov}$. The calculation is implemented using numpy.corrcoef. To compute distributions of correlation coefficients from spike trains, we randomly select 1000 neurons per population and assign their spike times to temporal bins with width $\Delta t_{CC} = 5$ ms (see Section 2.3.1). Then, we compute pairwise $CC$’s for the spike counts $u = n_i$ and $v = n_j$ of selected neurons $i$ from a population $X$ and neurons $j$ from a population $Y$ (ignoring autocorrelations). Within each population, meaning $X = Y$, the $CC$ is denoted by $E - E$ for an excitatory population or $I - I$ for an inhibitory population. Correlations between neurons from the excitatory and the inhibitory population in each layer are denoted by $E - I$. $CC$ histograms have bins of width 0.003, are restricted to a range with a minimum and maximum $CC$ of $\pm 0.08$, respectively, and are normalized such that the integral over the histogram equals unity. We also compute correlation coefficients for assessing the distance dependency of spikes, LFP, CSD, and MUA signals. In these cases, $u$ and $v$ are LFP, CSD, or MUA time series in different spatial locations. For spikes, we sample 40 excitatory and 10 inhibitory spike trains, bin them as above, compute their correlation coefficients (ignoring autocorrelations), and plot them according to distance between the pairs of neurons.

Coherences are computed as

$$\gamma_{uv}(f) = \frac{|S_{uv}(f)|}{\sqrt{S_{uu}(f)S_{vv}(f)}},$$  \hspace{1cm} (35)

where $S_{uv}(f)$ is the cross-spectral density between $u$ and $v$, and $S_{uu}(f)$ and $S_{vv}(f)$ are the power spectral densities (PSDs) of each signal. The cross-spectral density and power spectra are computed using Welch’s average periodogram method (Welch, 1967) as implemented by matplotlib.mlab’s csd and psd functions, respectively, with number of data points used in each block for the fast Fourier transform (FFT), that is, segment length $N_{FFT} = 256$, overlap between segments $N_{\text{overlap}} = 192$, and signal sampling frequency $F_s = 2$ kHz. To compute the population-rate power spectral density, we use the spike trains of all neurons per population (in Figure 3N and H only within the center disc of 1 mm$^2$), resampled into bins of size $\Delta t$, and with the arithmetic mean of the binned spike trains subtracted.

The effect of thalamic pulses is analyzed by means of distance-dependent cross-correlation functions $CC^r(\tau, r)$ evaluated for time lags $\tau$. We discretize the network of size $L \times L$ into an even number of square bins of side length $\Delta l$. The spike trains from all neurons within each spatial bin are resampled into time bins of size $\Delta t$ and averaged across neurons to obtain spatially and temporally resolved per-neuron spike rates. We select spatial bins on the diagonals of the network such that each distance to the center with coordinates $(0, 0)$ is represented by four bins. For 14 distances from consecutive spatial bins along the diagonal, we compute the temporal correlation function between the rates in the respective spatial bins with a binary vector containing ones at spike times of the thalamic pulses and zeros elsewhere, and then average over the four spatial bins at equal distance. The sequences are normalized by subtracting their mean and dividing by their standard deviation. Correlations between the sequences $u$ and $v$ with time steps $k$ and the length of the sequences $K$ are then computed as

$$CC_{u,v}(\tau) = \frac{1}{K} \sum_{k=1}^{K} u_{k+\tau}v_k.$$  \hspace{1cm} (36)
for $\tau \in [-25, 25]$ ms in steps of $\Delta t$. Finally, we subtract the baseline correlation value, obtained by averaging over all negative time lags (before thalamic activation at $\tau = 0$), and get $CC^\nu(\tau, r)$.

To estimate the propagation speed $v_{\text{prop}}$ from the cross-correlation functions, we find for each distance the time lag corresponding to the largest $CC^\nu$. Values of $CC^\nu$ smaller than 10% of the maximum of all $CC^\nu$ per population across distances and time lags are excluded. We further exclude distances smaller than the thalamic radius $R^\text{thalamus}$ plus the spatial width of thalamic connections $\sigma_{\text{TC}}$ because a large part of neurons within this radius are simultaneously receiving spikes directly from thalamus upon thalamic pulses. A linear fit for the distance as function of time lag, $r_p(\tau) = r_{p,0} + v_p \cdot \tau$, yields the speed $v_p$ and its fitting error, the standard deviation $\sigma_{v,p}$. We compute the speed for different populations $p$ and obtain the propagation speed as weighted mean with its uncertainty:

$$v_{\text{prop}} = \frac{\sum_p v_p / \sigma^2_{v,p}}{\sum_p 1 / \sigma^2_{v,p}}, \quad \sigma_{v,\text{prop}} = \sqrt{\frac{1}{\sum_p 1 / \sigma^2_{v,p}}}.$$  \hspace{1cm} (37)

### 2.3.7 Curve fitting

For certain measures, such as pairwise correlation coefficients computed for different distances between LFP electrode locations, we fit exponential functions of the form

$$y(\tau) = a \cdot e^{-\tau/b} + c,$$  \hspace{1cm} (38)

where $\beta = (a, b, c)$ are constant parameters that minimize the sum $\sum_{i=1}^m |y_i(r_i) - y(r_i, \beta)|^2$ for the $m$ data points $y_i$ computed for distance $r_i$. The parameter fitting is implemented using the non-linear least squares function `curve_fit` provided by the scipy.optimize module, with initial guess $\beta = (0.1, 0.1, 0.1)$. Goodness of fit is quantified by the coefficient of determination, defined as

$$R^2 = 1 - \frac{\sum_{i=1}^m (y_i(r_i) - y(r_i, \beta))^2}{\sum_{i=1}^m (y_i(r_i) - \bar{y})^2},$$  \hspace{1cm} (39)

where $\bar{y}$ is the mean of the observed data.

### 2.4 Software accessibility

We here summarize the details of software and hardware used to generate the results presented throughout this study. Point-neuron network simulations are implemented using the SLI interface of NEST v2.12.0 (Kunkel et al., 2017), and Python v2.7.11. We use the same network implementation for reference and all upscaled models and switch between them by adjusting parameters. Parameter scans rely on the parameters module of NeuroTools (http://neuralensemble.org/NeuroTools/). LFP signals are computed using NEURON v7.5 and LFPy from http://lfpy.github.io/ (branch `som_as_point_periodic` at SHA:4cab667), hybridLFPy (https://github.com/JNE-M-6/hybridLFPy, branch `LFPy_dev` at SHA:0f1bfb2). Analysis and plotting rely on Python with numpy v1.10.4, SciPy v0.17.0, and matplotlib v2.1.2. All simulations and analyses are conducted on the JURECA supercomputer (http://www fz-juelich.de/ias/jsc/EN/Expertise/Supercomputers/JURECA/JURECA_node.html) based on Intel Xeon E5-2680 v3 Haswell CPUs running the CentOS 7 Linux distribution. Simulations are run using 1152 and 2304 physical cores for the network and LFP simulations, respectively. All source codes to reproduce these results and figures will be made publicly available upon final publication of this manuscript.

### 3 Results

#### 3.1 Upscaling of a cortical microcircuit model using lateral distance-dependent connectivity

Starting with a model of the cortical microcircuit (the reference model, see Potjans and Diesmann, 2014), we construct full-scale multi-layer neuronal network models with distance-dependent connectivity via the upscaling procedure described in Section 2.1.2. The full network descriptions are provided in Section 2.1.1 and in Tables 1 and 2. Here, we point out similarities and differences between the reference model and an upscaled model with parameters set to the values given in Tables 3-5. We refer to this parameterization as the ‘base parameters’. Figure 1A illustrates the reference model next to the laterally upscaled version. The reference model comprises almost 80,000 neurons under 1 mm² of cortical surface area, while the upscaled model consists of approximately 1.2 million neurons and covers an area of $4 \times 4$ mm², similar to the area covered by the Utah multi-electrode array. To illustrate their connectivities, the figure shows in both network sketches incoming connections from population L5E to an example target neuron in population L4E. In the reference model without spatial structure, source neurons are picked randomly from the source population. In the upscaled model, source neurons are picked around the target neuron in layer 4 according
Figure 1: Layered cortical point-neuron network models. A Illustrations of the network geometry of the reference model (left, 1 mm$^2$ cortical microcircuit, introduced by Potjans and Diesmann, 2014) and an upscaled model (right, 4 x 4 mm$^2$ cortical layers). Both models consist of four cortical layers (L2/3, L4, L5, L6) with an excitatory (E) and an inhibitory (I) population each, and an external thalamic population (TC). Colored dots represent individual neurons at their $(x, y)$-coordinates; excitatory neurons in blue, inhibitory neurons in red, and thalamic neurons in gray. The number of neurons shown per population is reduced by a factor 32 compared to the actual neuron number in each network to not saturate the illustrated layers. Black lines illustrate convergent connections from sources in L5E (black dots) to a target neuron in L4E (white dot). In-degrees correspond to the actual average in-degrees in both models rounded to the nearest integer: 33 in the reference model and 39 in the upscaled model. Sources are drawn at random in the reference model, but with lateral distance dependency (Gaussian-shaped profile) in the upscaled model. B Network connectivity of the reference model (top panels) and the upscaled model (bottom panels). Upscaled connection probabilities are computed as in Equation 4. Left panels show color-coded connection probabilities $C_{YX}^u$ and $C_{YX}^v$ (different color code) with the values given in Tables 4 and 5, and right panels show derived in-degrees $K_{YX}^u$ and $K_{YX}^v$ (same color code). Color maps have linear scaling with zero-values masked in gray.
to distance-dependent probabilities with Gaussian profiles of outgoing connections from layer 5 excitatory neurons. The width of the profile is $0.3 \text{ mm}$ which is the average value $\sigma_Y$ from the connectivity data underlying the reference model, see Equation 1. A major fraction of source neurons falls into the center $1 \text{ mm}^2$, justifying the assumption of random connectivity in the reference model.

The population-specific connection probabilities in the reference model $C_{YX}^n$, shown in Figure 1B, are equal to those in Potjans and Diesmann (2014, Table 5). The upscaling procedure yields connection probabilities $C_{YX}^u$ that are decreased by approximately one order of magnitude in comparison to the reference model. The derived in-degrees $K_{YX}^u$, however, are slightly larger than $K_{YX}^F$ for all population pairs. This is expected since the upscaling procedure adds connections at distances not accounted for within the limited extent of the reference model.

For the final upscaled model, we increase the excitatory and decrease the inhibitory spatial widths of the connection probability profiles (Equation 12) compared to the average value $\sigma_Y = 0.35 \text{ mm}$ and $\sigma_I = 0.1 \text{ mm}$, respectively. Accumulating experimental data indicate Gaussian or exponentially decaying connection probabilities with distance for both excitatory and inhibitory local connections; see, for example, the review by Boucsein et al. (2011), or Hellwig (2000) for pyramidal cells in layers 2 and 3 of rat visual cortex, Budd and Kisvárday (2001) for clutch cells in layer 4 of cat visual cortex, Perin et al. (2011) for pyramidal cells in layer 5 of rat somatosensory cortex, Levy and Reyes (2012) for pyramidal cells and (non-)fast-spiking inhibitory cells in deep layer 2/3 and layer 4 of mouse auditory cortex, Schnepel et al. (2015) for excitatory input to pyramidal neurons in layer 5B of rat somatosensory cortex, Jiang et al. (2015) for pyramidal cells and different interneurons in layers 1, 2/3, and 5 of mouse visual cortex, Packer and Yuste (2011) for parvalbumin-positive cells connected to pyramidal cells in multiple layers of mouse neocortex, and Reimann et al. (2017) for morphologically classified cell types in an anatomical reconstruction and simulation of a rat hindlimb somatosensory cortex column (Markram et al., 2015). Such profiles result largely from the axo-dendritic overlap of the neuronal morphologies (Amirikian, 2005; Brown and Hestrin, 2009; Hill et al., 2012). Broader excitation than inhibition is in line with the experimental data since excitatory neurons, in particular pyramidal types, develop axons with larger horizontal reach compared to most inhibitory interneuron types (Budd and Kisvárday, 2001; Binzegger et al., 2004; Buzás et al., 2006; Binzegger et al., 2007; Stepanyants et al., 2008, 2009; Ohana et al., 2012). Certain interneuron types may, however, have elaborate axons that span and form synapses across different layers within the cortical column (see, for example, Markram et al., 2015, Figure 2). Others may also form longer-range lateral connections (McDonald and Burkhalter, 1993). The chosen value for the conduction speed $v = 0.3 \text{ mm/ms}$ is in the range of speeds reported for action potential propagation along unmyelinated nerve fibers in cortex. Conduction speeds can be measured, for example, in brain slices using electrical stimulation combined with electrophysiological recordings: $0.2 - 0.35 \text{ mm/ms}$ in guinea pig hippocampus (Andersen et al., 1978), $1/ (3.5 \text{ ms/mm}) \approx 0.29 \text{ mm/ms}$ at $34 - 35^\circ \text{C}$ in cat visual cortex (Hirsch and Gilbert, 1991), $0.3 \text{ mm/ms}$ at $35^\circ \text{C}$ in rat hippocampus (Berg-Johnsen and Langmoen, 1992), $0.15 - 0.55 \text{ mm/ms}$ at $31 \pm 0.5^\circ \text{C}$ in rat visual cortex (Murakoshi et al., 1993), $0.28 - 0.48 \text{ mm/ms}$ (mean $\pm$ standard deviation, $0.37 \pm 0.37 \text{ mm/ms}$) at $35^\circ \text{C}$ in cat motor cortex (Kang et al., 1994), $0.28 \pm 0.19 \text{ mm/ms}$ at $34^\circ \text{C}$ in rat visual cortex (Lohmann and Rörig, 1994), $0.06 - 0.2 \text{ mm/ms}$ at $34 - 35^\circ \text{C}$ in rat somatosensory cortex (Salin and Prince, 1996), $0.508 \text{ mm/ms}$ at $32 - 35^\circ \text{C}$ in rat somatosensory cortex (Larkum et al., 2001, back-propagating action-potentials in dendrites), and $0.34 - 0.44 \text{ mm/ms}$ at $34 \pm 1^\circ \text{C}$ in rat somatosensory cortex. Some of these values are likely underestimated because the separation of conduction speed from both the synaptic delay and spike initiation time is difficult (Hirsch and Gilbert, 1991). The bath temperature is provided if specified by the study because the conduction speed and the timing of synaptic processing depend strongly on environmental temperature (Katz and Miledi, 1965; Berg-Johnsen and Langmoen, 1992; Sabatini and Regehr, 1996; Hardingham and Larkman, 1998). We are here primarily interested in physiologically relevant body temperatures. Connections in the upscaled models have a delay offset $d_0 = 0.5 \text{ ms}$ comparable to the experimental estimates $0.5 - 1 \text{ ms}$ (Murakoshi et al., 1993), $0.6 - 0.8 \text{ ms}$ (Hirsch and Gilbert, 1991) and $0.6 \text{ ms}$ (Kang et al., 1994). To account for this variability in experimental data the delays have an additive normally distributed random component, see Equation 18. From a theoretical perspective, a wide delay distribution expands the region of stability in the phase space of stationary network activity (Brunel, 2000, Section 5.2).

Although delay offset and conduction speed have the same parameter values for excitatory and inhibitory connections in the upscaled model, the effective delays (Equation 10) within a given surface area differ due to the different space constants of the connectivity. Computing the mean delay for connections within a circle of $1 \text{ mm}^2$ with the respective spatial widths according to Equation 10 results in a shorter mean delay for inhibitory connections. The effective excitatory and inhibitory delays up to single decimal precision are $1.6 \text{ ms}$ and $0.9 \text{ ms}$, respectively. Hence, a shorter inhibitory delay in a network model without distance dependence like the reference model is justified by a narrower inhibitory connectivity of the corresponding model with spatial structure.

The spike raster in Figure 2A shows that the reference model produces asynchronous irregular spiking with low firing rates (Softky and Koch, 1993; Brunel and Hakim, 1999; Brunel, 2000) across all populations. Network oscillations appear as weakly pronounced vertical stripes. The firing rates are on average higher for inhibitory populations.
Figure 2: Spiking activity of the reference, intermediate upscaled, and final upscaled models. A Spike raster showing the spike times (horizontal) of all neurons of the reference model network (microcircuit below 1 mm² of cortical surface, no spatial connectivity structure) vertically organized according to layer (axes labeling and colors) and neuron type (lighter for inhibitory). B Spike raster of a model network upscaled to 4 × 4 mm² with distance-dependent connectivity. The intermediate connection probabilities $C_{YX}$ resulting from the upscaling procedure are not modified ($\delta C_{YX} = 0$). Spike times of all neurons located inside a disc of 1 mm² shown (neurons are always sorted vertically according to their $x$-position). C Same as panel B, but with modified connection probabilities $C_{YX}$ according to $\delta C_{YX}$ given in Table 5. The parameters of the final upscaled model are referred to as ‘base parameters’ and given in Table 5.
than for excitatory populations within the same layer, see Figure 3A, and the mean illustrated in each box-chart is larger than the median. The latter corresponds to the long-tailed distributions of spike rates in Figure 3D with most neurons firing at lower rates, while few neurons have high (> 20 s\(^{-1}\)) rates. This type of non-symmetric distribution of firing rates in the model resembles approximately lognormally distributed firing rates observed experimentally (reviewed in Buzsáki and Mizuseki, 2014). The mean values of the coefficients of local variation (Figure 3B,E) are slightly below unity, indicating more regular spike trains than events produced by a Poisson point process (\(LV = 1\)). The distributions are broad, that is, a fraction of neurons in each population has spike-train statistics with \(LV > 1\). The mean \(LV\) values are comparable to values observed in visual cortex across different species (Mochizuki et al., 2016, Figure 5B). The box charts in Figure 3A,B are similar to (Potjans and Diesmann, 2014, Figure 6) showing firing rates and the conventional coefficient of variation (Shinomoto et al., 2003, Equation 2.1). The Pearson correlation coefficients (Figure 3C,F) are distributed and have a mean close to zero. Weak pairwise spike-train correlations (with mean values < 0.1 using 50 ms windows) are reported, for example, by Ecker et al. (2010) who record from nearby neurons in primary visual cortex of awake monkey under different stimulation conditions, and by Renart et al. (2010) in somatosensory and auditory cortex of anesthetized rats. The latter study finds that the mean correlations are not distance-dependent, but their standard deviations decay with distance (their Figure S11). The authors also include a theoretical analysis of this phenomenon for networks of infinite size and find that excitatory and inhibitory synaptic currents are anticorrelated, thereby leading to a suppression of shared-input correlations, and, hence, weak overall correlations in the asynchronous state. Tetzlaff et al. (2012) and Helias et al. (2014) identify the mechanism underlying the suppression of shared-input correlations for the realistic case of finite-sized networks, which differs from the mechanism in the infinite-size limit. They show that the decorrelation is due to dominant negative feedback, which leads to small correlations in both excitatory-inhibitory and purely inhibitory networks. However, depending on factors such as brain state and distance, stronger correlations are also detected in some cases (Smith and Kohn, 2008; Kriener et al., 2009; Peyrache et al., 2012; Smith et al., 2012; Doiron et al., 2016; Rosenbaum et al., 2017). The population-rate power spectral densities in Figure 3G show that the power tends to be higher in the activity of excitatory compared to inhibitory populations due to the overall larger density of excitatory neurons, except for layer 6, where the inhibitory rate is very high compared to the excitatory rate. Across layers the power is highest in layer 4, explained by the comparatively high spike rates and high cell densities. The power spectra reveal two dominant oscillation frequencies of the network in the low and high gamma ranges (~ 80 Hz and ~ 320 Hz). Recent theoretical work by Bos et al. (2016) provides insight into the main pathways between the recurrently connected populations involved in generating these high-frequency oscillations. The low-gamma peak is predominantly generated by a sub-circuit of layer 2/3 and layer 4 populations of excitatory and inhibitory neurons (pyramidal-interneuron gamma or "PING" mechanism (Leung, 1982; Börgers and Kopell, 2003, 2005), while the high-gamma peak results from interneuron-interneuron interactions (interneuron-interneuron gamma or "ING" mechanism, see Whittington et al., 1995; Wang and Buzsáki, 1996; Chow et al., 1998; Whittington et al., 2000) within each layer. See Buzsáki and Wang (2012) for a review on the various mechanisms underlying gamma oscillations.

Before we discuss the final upscaled model in comparison to the reference model, we first introduce an intermediate model in order to differentiate between effects of pure upsampling and effects of modified connection probabilities on network activity. This intermediate model is upscaled as described in Section 2.1.2 resulting in connection probabilities \(C_{ij}^{XY}\) derived directly from \(C_{ij}^{YX}\) (from Equation 5). No connection probabilities are otherwise perturbed (\(bC_{ij}^{YX} = 0\) for all \(X\) and \(Y\)). All model parameters are as specified in Tables 3-5 apart from the connection probabilities and the in-degrees of external input, which are derived as specified in Section 2.1.2. This intermediate model covers an area of \(4 \times 4 \text{mm}^2\), but we here choose to analyze only the spiking activity of neurons inside a disc of \(1 \text{mm}^2\) at the center to obtain a representative sample for comparison with the reference model in terms of neuron numbers and spatial scale. The spike raster of the intermediate model (Figure 2B) exhibits by visual inspection spatially inhomogeneous activity and network synchrony that are more pronounced than observed in the reference model. Compared to the reference model, spike-train correlations in this intermediate model are increased by approximately an order of magnitude (Figure 3J,M), the coefficients of local variation are slightly increased (Figure 3I), and finally the overall power in the rate spectra is increased across all frequencies (Figure 3N). The spectra also exhibit reduced
low- and high-gamma peaks, and the activity is generally more broadband.

The high global synchrony observed in the spiking of the intermediate upscaled model is most likely exaggerated. There is accumulating evidence that the typical operating regime of sensory cortices is asynchronous and irregular in particular when no particular stimulus is present. Measurements of LFP signals, which are assumed to mainly reflect synaptic activity, in for example visual cortex also do not show pronounced peaks in their spectra in the absence of stimuli (see, for example, Berens et al., 2008; Jia et al., 2011; Ray and Maunsell, 2011; Jia et al., 2013a; van Kerkoerle et al., 2014). We therefore modify the network to suppress the amplitudes of the two dominant oscillations in the low- and high-gamma range, and reduce their frequencies to better resemble the low and high-gamma peaks more commonly reported in the literature. For the final upscaled model, we adapt connection probabilities by applying the modifications $\delta C_{YX}$ given in Table 5. The connection probabilities in the reference model are estimated across different areas and species and are merely suggestive of typical cortical connectivity—we therefore consider small modifications to these values to be within the bounds of uncertainties of these probabilities. Our choices on which connections to perturb rely on the framework developed by Bos et al. (2016) who provide a ‘sensitivity measure’ that relates population rate spectra to the connectivity of the underlying neuron network in a systematic manner. With the example of our reference model, they expose which individual connections are crucial for peak amplitudes and frequencies of emerging oscillations, and demonstrate how modifications of these connections affect the power spectra. By applying this sensitivity measure to the intermediate upscaled network, we find that its rate spectra are primarily shaped by the same specific connections as in the reference network. To stabilize the circuit, Bos et al. (2016) reduce the number of connections from L4I to L4E of the reference model for their analysis. With the same aim, we here reduce the connection probability from L-I to L4E and also increase that from L-I to L4I. Both of these modifications reduce amplitude and frequency of the low-gamma peak (Bos et al., 2016, Figure 8A for L4I-L4I). In addition, we increase the number of connections slightly from L5I to L5E and reduce the number of connections from L5I to L51 to L5 to further decrease the amplitude of this peak. A decrease of the number of connections from L5E to L5I amplitudes low-frequency oscillations (Bos et al., 2016, Figure 8B). The resulting spike raster of the final upscaled model, similarly sampled in the center 1 mm$^2$, exhibits temporally and spatially more homogeneous activity (Figure 2C) compared to the reference and intermediate networks. The mean spike-train correlations (Figure 3Q) are even lower than in the reference model. The power spectra have overall reduced power and its peaks are attenuated (Figure 3U). Most visible in populations L2/3E and L4E, a broad low-gamma peak spans roughly 40 – 60 Hz. Across all interneuron populations, a broad high-gamma peak above 100 Hz is present. The per-population spike rates of the reference model are now largely retained in the upscaled model (Figure 3O), as the upsampling procedure preserves the mean input of the neurons (see Section 2.1.2). The coefficients of local variation (Figure 3P) are similar to those of the reference model, although the $LV$ of L4I is increased, which we also observe in the intermediate model (Figure 3H).

### 3.2 Spiking activity of the point-neuron networks

We have so far established an upsampling procedure of the reference network from an area of 1 mm$^2$ to an area of 16 mm$^2$, which includes small perturbations to connection probabilities between key pre- and post-synaptic populations. The final upscaled network exhibits a stable network state that (1) is asynchronous and irregular across populations, (2) preserves the population rates, (3) preserves the distribution of firing rates, (4) preserves the variability of spike trains, (5) has very low average pairwise spike-train correlations, and (6) has rate spectra without pronounced peaks. We next investigate the spontaneous behavior around this network parameterization (‘base parameters’) by varying external input rates, inhibitory feedback weights, spatial connection widths, and the delay offset, which are all hard to constrain with available experimental data. We also study evoked thalamocortical activity in different network states in order to quantify the lateral propagation speed of the evoked network response, motivated by reports of propagating cortical activity.

#### 3.2.1 Sensitivity to parameter perturbation during spontaneous activity

We here explore the state space of the upscaled network model by running parameter scans of both global network parameters (external input rate and inhibitory weights) and parameters governing distance-dependent connectivity (width of inhibition and delay offset). Theoretical work exposes a crucial sensitivity to network parameters studying the existence and stability of diverse dynamical states (Brunel, 2000; Roxin et al., 2005; Senk et al., 2018). However, experimental data from the literature are often sparse and disparate and the mapping of measured quantities to specific model parameters is not straightforward. Therefore, an exploration of the parameter space is necessary in order to characterize the range of possible model behaviors given the experimental constraints on the parameter values and also to obtain an intuition of the model behavior.

We first choose to vary the rate of the external Poisson input $\nu_{ext}$ and the relative inhibitory weight $g$. As shown in a simpler, analytically tractable case (Brunel, 2000), spatially unstructured networks of randomly and sparsely
connected excitatory and inhibitory leaky integrate-and-fire neurons can transition between distinct activity states with respect to the regularity of individual neuron firing and the synchrony of population activity upon changing these two parameters. Jumps in $\nu$ (or the conventional coefficient of variation $CV$, see Shimomoto et al. 2003, Equation 2.1) and $CC$ during parameter scans of comparable two-population networks typically indicate transitions between states. It is, however, not a priori clear whether or not this analytical insight obtained with a smaller random network generalizes to spatially extended networks incorporating multiple layers and realistic density of neurons and connections such as our upscaled network model. Mehring et al. (2003, Figure 2), Voges and Perrinet (2010, Figure 4) and Voges and Perrinet (2012, Figure 2) study the same parameter space with spatially organized network models; however, only in single-layer and diluted networks.

While the mean population rates $\nu$ in a two-population network typically increase when increasing $\nu_{\text{ext}}$ or decreasing $g$ (see Mehring et al. (2003, Figure 2D), Voges and Perrinet (2010, Figure 4) and Voges and Perrinet (2012, Figure 2) for examples), Figure 4A shows that a similar trend does not appear for all populations of our multi-layer upscaled model. Within the parameter range tested, the mean rate of $L4E$ is nearly unaffected upon varying $g$, and varying $\nu_{\text{ext}}$ has little effect on the rate of $L5E$. For $L6E$, the trend is even reversed. Different responses in different populations is explained by the population-specific network connectivity and competing inhibition and excitation between the different populations. Both recurrent (excitatory and inhibitory) and external (only excitatory) in-degrees and corresponding presynaptic rates result in population-specific means and variances of synaptic inputs. Spike-train irregularity, here quantified by the mean coefficient of local variation $\nu$ in Figure 4B, also shows different trends per population. For all populations, the $L4$ increases when increasing $\nu_{\text{ext}}$. Increasing $g$ results in an increased $L4$ only in layers 4 to 6, while the effect on $L2/3$ does not show a clear dependency on either parameter in the tested parameter range. The $L5$ remains below 1 across the whole parameter space for populations $L4E$ and $L6I$, while the highest values (above 1.3) are observed in $L4I$ and $L6E$. Mean pairwise spike train correlations $CC$ in Figure 4C, increase for all populations by increasing $\nu_{\text{ext}}$ and decreasing $g$.

Next, we vary the spatial width $\sigma_1$ of inhibitory connections and the delay offset $d_0$, to assess the sensitivity of the upscaled network dynamics to variations in their chosen values. Although inhibitory spatial widths in terms of lateral axonal branching patterns are generally assumed to be shorter than excitatory widths (Stepanyants et al., 2009), estimates for the local excitatory and inhibitory decay of connection probabilities are broadly distributed and differ between brain areas, pre- and post-synaptic neuron types, and species (Hellwig, 2000; Budd and Kisvarday, 2001; Bouscain et al., 2011; Käkelä et al., 2011; Perin et al., 2011; Hill et al., 2012; Levy and Reyes, 2012; Jiang et al., 2015; Schnepp et al., 2015; Reimann et al., 2017). The reduction of multiple cell types and classes into only one excitatory and one inhibitory neuron type per layer in the reference model (Potjans and Diesmann, 2014) implicitly collapses the diversity of neuron morphologies (Amirikian, 2005; Brown and Hestrin, 2009; Hill et al., 2012) which have different spatial connectivity characteristics. Just as for the spatial widths of connections, experimental evidence on distance-dependent delay parameters is also sparse. As reviewed in Section 3.1, the estimates for the conduction speed in unmyelinated nerve fibers as well as for delay offsets are also widely distributed. In addition, experimentally obtained spiking statistics exhibit a high variability, even within the same brain area (Mochizuki et al., 2016). While available experimental data on the typical widths of connections of different types and corresponding conduction delays is inherently uncertain, theoretical neural-field model studies frequently investigate the strong influence of these parameters on the stability of the system (Ermentrout, 1998; Coombes, 2005; Roxin et al., 2005; Bressloff, 2012). In our upscaled model, broader inhibition and larger delays increase the mean per-neuron spike rates and the correlations in all populations, shown in Figure 4D and F. The effect of changing the parameters $d_0$ and $\sigma_1$ on $\nu$ in Figure 4E is again population-specific. The highest $\nu$ values (above 1.6) are obtained for long delays ($d_0 > 1$), and broader inhibition than excitation in $L2/3E$; the $\nu$ remains low ($< 0.7$) in $L5I$ and $L6I$ across the whole parameter space. Figure 4G shows spike rasters of four distinct network states emerging from this parameter space. Short-range inhibition and short delays yield a spatially and temporally homogeneous state (square marker). Increasing the width of inhibition to an intermediate value results in fast global oscillations (diamond marker). For broader inhibition than
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Figure 4 (preceding page): **Parameter sensitivity in the upscaled model.** A–C Dependency on external rate $\nu_{\text{ext}}$ and relative weight of inhibition $g$ ($= g_{YX}$ with any inhibitory presynaptic population $X$). A Mean per-neuron spike rates $\nu$ for each population (color map with logarithmic scaling). The cross marker denotes the default ‘base parameters’ in this and subsequent panels. B Mean coefficients of local variation $\nu$ for each population, see Equation 33 (color map with linear scaling). C Mean Pearson correlation coefficients $CC$ between pairs of spike trains for each population, see Figure 3 (color map with linear scaling). D–F Same as panels A–C, but for dependency on inhibitory spatial width $\sigma_1$ and delay offset $d_0$. Additional markers refer to parameter combinations used in panels G and H. G Spike rasters of selected parameter combinations (showing 3% of all neurons sampled from the full network of size $4 \times 4 \text{ mm}^2$, neurons are sorted as in Figure 2). The symbols in each raster plot legend mark the corresponding locations in the parameter space spanned by $d_0$ and $\sigma_1$ (panels D–F). H Population-rate power spectral densities ($PSD$) of selected parameter combinations. The markers correspond to the chosen parameter combinations in panels D–F.
excitation, we observe localized activity spreading outwards (plus marker). Finally, we show show an intermediate state (circular marker). These results are in line with predictions from neural-field studies, which indicate that long-range inhibition promotes localized states such as spatially periodic patterns. By contrast, long-range excitation promotes temporally periodic states that can also combine with spatial patterns; see Ermentrout (1998, Chapter 8) and Senk et al. (2018). For a network of spiking neurons, Rosenbaum and Doiron (2014) show that a balanced state of excitation and inhibition requires broader excitation than inhibition. They demonstrate that the balanced state loses stability if excitation is too narrow compared to inhibition, leading to the emergence of spatial activity patterns.

Finally, Figure 4H shows population rate spectra (PSD) varying with the delay offset of the base parameters, $d_0 = 0.5\ \text{ms}$, and different values for widths of inhibitory connections. While spatially inhomogeneous activity with localized patterns (large $\sigma_1$) is manifested as comparatively flat spectra with high power across all frequencies, reducing the spatial width also reduces the overall power, while peaks at the dominant oscillation frequencies emerge. Decreasing $\sigma_1$ not only reduces amplitudes of the power spectra, the frequency of the high-gamma peak is also gradually shifted to higher values. Both observations can be related to a reduction of the mean inhibitory delay averaged over all connections in the network due to the shorter-range connectivity. The faster inhibitory feedback results in a stronger decorrelation effect that reduces global oscillations (Tetzlaff et al., 2012; Helias et al., 2014). The upward shift of the high-gamma frequency is explained by a shorter time period for the ING mechanism (Bos et al., 2016).

### 3.2.2 Sensitivity to perturbed parameters during evoked activity

We have so far only considered networks receiving external inputs with stationary rates. Cortical areas are, however, recurrently connected to other parts of cortex and subcortical structures, and receive inputs with large rate fluctuations. We here mimic a stimulation experiment, by activating all thalamic neurons inside a disc of radius $R_{\text{TH}}$ around $(x, y) = (0, 0)$ once every time interval of $\Delta t_{TC}$ (see Table 5 for values). The activation could for example represent a visual stimulation experiment where activity in lateral geniculate nucleus (LGN, or visual thalamus) thalamocortical (TC) projection neurons is evoked by a brief flash stimulus to a part of the visual field (Bringuier et al., 1999; Muller et al., 2014), air puffs or mechanical whisker deflections to stimulate whisker barrel cortex (Swadlow et al., 2002; Einevoll et al., 2007), or direct electric or optogenetic stimulation of the thalamocortical pathway (Klein et al., 2016). In its population-specific responses to thalamic pulses, the reference model of Potjans and Diesmann (2014, page 802) exhibits a “handshake principle”, in which the receiving layer inhibits the sending layer as if to signal that it has received the message, so that the sending layer can stop transmitting. We test whether this effect and its strength are preserved in the upscaled model. Furthermore, we derive the propagation speed of evoked spiking activity spreading outward from the center of stimulation. Finally, we test the robustness of the propagation speed to parameter perturbations by varying the conduction speed and the delay offset.

Panels A–D and E–H in Figure 5 show results for two different choices of conduction speed $v$ and the delay offset $d_0$. At times prior to a thalamic pulse at $t = 100\ \text{ms}$, the spiking activities in Figure 5A and E are comparable, and both asynchronous and irregular, despite the different parameterization. However, the effect of the pulse on the network activity is more pronounced in panel E than in panel A according to visual inspection; the initial response lasts longer and the subsequent activity vanishes for tens of milliseconds in different populations. In Hao et al. (2016, Figure 3) a similar suppression period of tens of milliseconds is observed following a single-pulse electrical microstimulation in monkey motor cortex, often followed by a rebound of excitation. In panel E, the effective delay is larger due to the choice of a larger $d_0$ and a smaller $v$. In the population-averaged rate histograms of activity within 1 $\text{mm}^2$ in Figure 5B and F, corresponding to the spike rasters in panels A and E, respectively, we highlight the transient network responses by zooming into a smaller time window around the pulse. The strong initial response visible in populations L4E and L6E is expected since the thalamocortical input targets layers 4 and 6 directly (see Table 5). This evoked activity affects the other network populations via recurrent network connections across and within layers. The larger effective delay (panel H) here increases the response latency of the populations, and increases the duration of the responses while their maximum rates in some populations are reduced. The duration of the activation is overall similar to evoked multi-unit activity (MUA) following whisker stimulation as reported by Einevoll et al. (2007). The multiple peaks in the rate histograms in panel D, most prominent in populations L4E, L5E, L5I and L6E, are due to recurrent excitation and inhibition within and across layers. The overall increased delays expectedly break balance, that is, the high temporal correlation of excitatory and inhibitory spiking activity (see, for example, Renart et al., 2010). These results are comparable with Potjans and Diesmann (2014, Figure 10) and Hagen et al. (2016, Figure 7), and we therefore conclude that the upscaling procedure does not fundamentally affect the response of the network to transient external input.

While the population-averaged rate histograms in Figure 5B and F expose the temporal effect of the perturbation of network activity, we next focus on the corresponding spatiotemporal responses. Figure 5C and G show series of snapshots of spatiotemporally binned activity of each population in the full network of size $4 \times 4\ \text{mm}^2$ (similar to Mehring et al., 2003; Yger et al., 2011, Figure 2). The temporal bin size is $\Delta t$ as in the rate histograms, but we
show snapshots only for selected time points as indicated below the frames. The thalamic pulse is visible only at $t = 100$ $\text{ms}$ in the center of the network. The cortical populations respond with a ring-like outward spread of activity which can be described as a traveling wave in contrast to a stationary bump (Muller et al., 2018). The wave travels at a lower speed in the network with larger effective delay (compare selected time points in Figure 5C and G). In order to derive the radial propagation speed of activity evoked by thalamic pulses, we compute the distance-dependent cross-correlation functions (see Section 2.3.6) shown in Figure 5D and H. The maximum value of $CC^v(\tau, r)$ shifts faster to larger time lags $\tau$ with increasing distances $r$ in panel H compared to panel D, which indicates a lower propagation speed. Figure 5I summarizes the propagation speed estimates $v_{\text{prop}}$ as a function of $v$ and $d_0$. The estimated propagation speeds increase with increasing conduction speed $v$ and decreasing delay offset $d_0$. Estimating the propagation speed in this way from spatially resolved spike trains can help to infer underlying network parameters from experimental data. It is to date difficult to observe wave-like activity on the spiking level (Takahashi et al., 2015).

However, model predictions for spiking propagation speeds can be compared with population measures, keeping in mind potential differences between spiking activity and population measures such as the LFP. Both types of signals can reflect propagation along long-range horizontal connections which also includes synaptic processing times, but they are also affected by intrinsic dendritic filtering (Grinvald et al., 1994; Nauhaus et al., 2009; Takahashi et al., 2015; Zanos et al., 2015). Muller et al. (2018) remark that macroscopic waves traveling across the whole brain typically exhibit propagation speeds of $1 – 10$ $\text{mm/ms}$ similar to axonal conduction speeds of myelinated white matter fibers in cortex, while mesoscopic waves (as considered here) show propagation speeds of $0.1 – 0.8$ $\text{mm/ms}$ similar to axonal conduction speeds of unmyelinated long-range horizontal fibers within the superficial layers of cortex. For example, LFP ‘waves’ in visual cortex travel with such speeds. Nauhaus et al. (2009) study the propagation of spike-triggered LFPs both in spontaneous activity and with visual stimulation and and derive speeds (mean $\pm$ standard deviation) of $0.31 \pm 0.23$ $\text{mm/ms}$ in cat and $0.24 \pm 0.2$ $\text{mm/ms}$ in monkey (both anesthetized). Ian Nauhaus and Carandini (2012) reanalyze the data from Nauhaus et al. (2009) and further report a speed of $0.18$ $\text{mm/ms}$ in cat and $0.29$ $\text{mm/ms}$ in monkey for the impulse response of ongoing activity; for data from awake monkey (Ray and Maunsell, 2011) they compute a speed of $0.13$ $\text{mm/ms}$. Zanos et al. (2015) measure a speed of $0.31 \pm 0.08$ $\text{mm/ms}$ triggered by saccades in monkey visual cortex.

Propagation speeds obtained via voltage-sensitive dye imaging in visual cortex are comparable as well: an average speed of $0.28$ $\text{mm/ms}$ with a 75% confidence interval of $0.19$ to $0.55$ $\text{mm/ms}$ in cat (Benucc et al., 2007), $0.1 - 0.25$ $\text{mm/ms}$ in monkey (Grinvald et al., 1994), and a range of $0.25 - 1.35$ $\text{mm/ms}$ with median $\pm$ standard deviation of $0.57 \pm 0.18$ $\text{mm/ms}$ in monkey (Muller et al., 2014). Estimates from monkey motor cortex are in the same range (Rubino et al., 2006; Takahashi et al., 2015; Denker et al., 2018). For the biologically plausible ranges of delay offsets and conduction speeds tested in the model, $d_0 \in [0.2, 0.8]$ $\text{ms}$ and $v \in [0.3, 0.9]$ $\text{mm/ms}$, the resulting propagation speeds are mainly between $0.2$ and $0.6$ $\text{mm/ms}$. These derived propagation speeds are smaller than the corresponding conduction speeds because propagation through the network includes neuronal integration and the delay offsets. The values in the model cover the range of experimentally measured propagation speeds.

### 3.3 LFP predictions

We here summarize our findings for the predicted LFP signal across cortical space, with recording geometry similar to a $4 \times 4$ $\text{mm}^2$ Utah multi-electrode array. As in Hagen et al. (2016), the eight cortical network populations spanning layers 2/3, 4, 5 and 6 are expanded into 16 different cell types in order to account for differences in layer specificity of synaptic connections among cell types in a single layer when predicting the LFP. While we here refrain from discussing the detailed derivation of these layer specificities (see Hagen et al., 2016) from available anatomical data (i.e., Binzegger et al., 2004), in Figure 6 we show the reconstructed morphology used for each cell type $y$ in population $Y$, with compartment counts and occurrences summarized in the table contained within the figure. The cortical layer boundaries and depths are also illustrated, and each morphology is positioned such that the soma is at the center.
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**Figure 5 (preceding page):**

**Activity evoked by thalamic pulses.** A Spike raster (showing 3% of all neurons in $4 \times 4$ $\text{mm}^2$, neurons are sorted as in Figure 2). A single thalamic pulse occurs at $t = 100$ $\text{ms}$. B Population-averaged rate histogram for neurons within the center disc of $1$ $\text{mm}^2$ with bin size $\Delta f$ for a time interval around the thalamic pulse shown in panel A. C Series of snapshots of spatiotemporally binned activity per population over the whole $4 \times 4$ $\text{mm}^2$ network. D Distance-dependent cross-correlation functions between thalamic activation and spatially binned spiking activity $CC^v(\tau, r)$ where $r$ is the distance to the center of the network and $\tau$ is the time lag. Color maps have a symmetric logarithmic scaling (linear up to threshold of $\pm 0.05$ indicated by ticks in the color bar). Panels A–D are obtained in a network with conduction speed $v$ and delay offset $d_0$ as indicated in the legend of panel A. E–H Same as panels A–D but with parameters as indicated in the legend of panel E. I Propagation speed $v_{\text{prop}}$ estimated for parameter combinations of conduction speeds and delay offsets and averaged across populations named above the panel; error bars denote standard deviation $\sigma_{v_{\text{prop}}}$. The same markers correspond to the same parameter combinations throughout this figure. Base parameters are marked with a cross.
of the corresponding layer. Different cell types belonging to the same population within a layer may have different geometries supporting different layer specificities of synaptic connections. This is the case for example for the p4 pyramidal cell type versus the ss4 spiny stellate cell types that both belong to population LAE of the point-neuron network. Previous modeling studies demonstrate the major effect of the geometry of the morphology on the measured extracellular potential due to intrinsic dendritic filtering of synaptic input (e.g., Lindén et al., 2010; Lindén et al., 2011; Łęski et al., 2013).

The geometry of the recording locations corresponding to the 4 × 4 mm² Utah multi-electrode array is illustrated in Figure 7A. The 100 contact locations denoted by circular markers are positioned on a 10 × 10 grid with 400 µm separation between contact sites. LFPs are computed at the center of layer 2/3 (at \( z = -334 \mu m \)). An example LFP signal segment from one chosen channel (channel 68) is shown in panel B, corresponding to the spontaneous activity in our laminar, upscaled point neuron network with ‘base parameters’ introduced above (in Figure 2C and corresponding text). The signal fluctuates with amplitudes similar to experimentally observed spontaneous potentials (0.1 – 1 mV, Maier et al. (2010); Hagen et al. (2015); Reyes-Puerta et al. (2016)), with occasional larger transients. Further, we estimate from the LFP the underlying current source density (CSD) across space using the so-called kernel CSD method in two dimensions (20kCSD, Potworowski et al., 2012). The CSD signal is expected to suppress correlations in the LFP resulting from volume conduction, and is therefore less correlated across space as it is taken to reflect the gross in- and outgoing transmembrane currents in vicinity to the recording device (Nicholson and Freeman, 1975; Mitzdorf, 1985; Pettersen et al., 2006, 2008; Potworowski et al., 2012). The LFP and corresponding CSD in general reflect correlations in synaptic input nearby the measurement site and therefore contain contributions from both local and remote neuronal activities. In contrast, the high-frequency (\( \geq 100 \text{Hz} \)) part of experimentally obtained extracellular potentials contains information on spiking activity of local neurons. Activity of high-amplitude single neurons may be separated from the background based on classification of their extracellular action-potential waveforms (through ‘spike sorting’, Quiroga, 2007). Even if no units are clearly discernible in the high-frequency part of the signal, a previous biophysical forward-modeling study using biophysically detailed neuron models (Pettersen et al., 2008) shows that the envelope of the rectified high-pass filtered (750 Hz cutoff frequency) signal correlates with the spike rate in the local population of neurons. In this study, this rectified signal is referred to as the multi-unit activity (MUA), which we approximate by summing up all spiking activities of layer 2/3 neurons in 400 × 400 µm² spatial bins around each contact. The presently used LFP predictions rely on passive neuron models which do not generate spikes; spiking only occurs in the network. The contribution from excitatory and inhibitory spikes are

Figure 6: **Cell types and morphologies of the multicompartment-neuron populations.** The 8 cortical populations \( \{Y\} \) of size \( N_Y \) in the 4 × 4 mm² network model are represented by 16 subpopulations of cell type \( y \) with detailed morphologies \( M_y \) (Binzegger et al., 2004; Izhikevich and Edelman, 2008). Neuron reconstructions are obtained from cat visual cortex and cat somatosensory cortex (source: NeuroMorpho.org by Kisvárday and Eyssel (1992); Mainen and Sejnowski (1996); Contreras et al. (1997); Ascoli et al. (2007); Stepanyants et al. (2008), see Hagen et al., 2016, Table 7). Each morphology \( M_y \) is here shown in relation to the layer boundaries (horizontal lines). Colors distinguish between network populations as in Figure 2. The number of compartments \( n_{\text{comp}} \), frequencies of occurrence \( F_y \), relative occurrence \( F_{y_Y} \) and cell count \( N_y \) are given for each cell type \( y \in Y \).
Figure 7: Illustration of multi-electrode array geometry for LFP, CSD, and MUA predictions. 

A Extracellular potentials are computed in 10 × 10 electrode locations denoted by circular markers at the depth corresponding to the center of layer 2/3. The electrode inter-contact distance is 400 µm. The number under each circular marker denotes the channel number. 

B–D Example LFP, CSD, and MUA from one arbitrarily chosen contact (here channel number 68). The CSD is estimated from the LFP using an inverse method, and the MUA is calculated as the sum of excitatory and inhibitory spike events from layer 2/3 neurons in spatiotemporal bins of duration 0.5 ms and width 400 µm around each contact.
oscillations, which in the LFP spectra result in a large peak around 200 Hz and a small peak around 50 Hz. The network upscaling procedure does not obliterate the high- and low-gamma correlations. The layers in the upscaled layered network are typically near zero (Section 3.1), and that the perturbation of key network parameters such as the external rate and delays affect the mean correlation (or ‘synchrony’) in the network (Section 3.2), as well as other measures like regularity (as measured by their mean coefficients of local variation $\bar{\Delta T}$). It is, however, not clear how this weakly correlated network activity translates into population signals such as the LFP. Previous modeling studies of mechanisms of the spatial reach of the LFP highlight the crucial role of correlation in synaptic inputs to the LFP-generating neurons (Lindén et al., 2011; Łęski et al., 2013). In contrast to these studies, which use input spike trains with Poisson inter-spike statistics, we here account for ongoing network interactions, and realistic numbers of neurons and connections under $4 \times 4 \text{mm}^2$ of cortical surface using the methods to compute LFPs introduced by Hagen et al. (2016). We thus extend our analysis to distance-dependent correlations in LFP, CSD, MUA, and pairs of spike trains.

For spontaneous spiking activity in the upscaled network (Figure 8A), we compute the LFP (panel C), reconstruct the underlying CSD from the LFP (panel F), and compute the MUA (panel I) across the 100 channel locations in layer 2/3 illustrated in Figure 7A. The network parameters and corresponding network state are those resulting from our upscaling procedure (see Section 2.1.2, base parameters given in Tables 3 and 5). Visual inspection of panel C reveals that the LFP amplitude across channels is typically small ($\lesssim 0.5 \text{mV}$) as highlighted in Figure 7B with occasional transients which may be seen also on neighboring channels. These transient events presumably result from spatially confined synchronization in the network, but are not seen across every LFP channel as would be the case with globally synchronous network events. The amplitudes observed here are similar to those from the forward-model predictions of LFPs from spontaneous activity in the original $1 \text{mm}^2$ network model (Hagen et al., 2016, Figure 8M), even if the total number of neurons in the upscaled model is increased by a factor of 16. These similar amplitudes are partially explained by the suppression of strong low-gamma oscillations in the upscaled network using modified connection probabilities. An increase in network synchrony (that is, increased correlations) can otherwise be expected to increase LFP amplitudes overall due to an increased pairwise cross-correlation between single-neuron contributions to the LFP (Hagen et al., 2016). The network upscaling procedure does not obliterate the high- and low-gamma oscillations, which in the LFP spectra result in a large peak around 200 Hz and a small peak around 50 Hz. The network receives background input with a flat power spectrum (driven by a Poisson process with fixed rate) and has no internal sub-circuits capable of generating rate fluctuations or slow oscillations. Hence, the LFP in each channel contains little power towards small frequencies. Another factor explaining the lack of low frequency power is active decorrelation by inhibitory feedback, which is shown to suppress population-rate fluctuations (Tetzlaff et al., 2012; Helias et al., 2014).

We next compute the Pearson product-moment correlation coefficient between all possible pairs of LFP channels, and sort by inter-contact distance (panel E). The mean and standard deviation for each discrete contact separation are shown by the black line and corresponding error bars. Due to the periodic boundary conditions of the network, the longest possible inter-contact distance is \(L/\sqrt{2} \approx 2.8 \text{mm}\). The mean values are well fit by a simple exponential function (red line), with a spatial decay constant of \(\sim 0.63 \text{mm}\) and constant offset of \(\sim 0.3\). The histogram to the right is computed for all observed correlation coefficients. The correlations in the simulated LFP are lower compared to findings by Nauhaus et al. (2009, Fig. 8) during spontaneous activity in anesthetized macaque (approximately 0.95 at 0.4 mm and 0.75 at 2.4 mm electrode separation, respectively) and cat (approximately 0.93 at 0.4 mm and 0.83 at 2.4 mm electrode separation, respectively). With high-contrast drifting grating type stimuli, however, the correlations between pairs of LFP signals are shown to decrease to values around 0.5 at an electrode separation of 2.4 mm. Also Destexhe et al. (1999) analyze spatial correlations in the LFP of cat suprasylvian cortex during awake and different sleep states, and find mean correlations of approximately 0.6 at 2 mm contact separation in the awake state. These LFP correlations computed from experimental data are highly dependent on the choice of LFP reference which may introduce a shared signal component (which increases correlations), while the present model LFPs are computed with the assumption of an ideal reference electrode at infinite distance from the sources. The point neuron and corresponding LFP model also ignore rate fluctuations in their background input (here represented as Poisson generators with fixed rates) which is another source of spatial correlations. Global fluctuations or shared input correlations in the background input can be expected to increase pairwise LFP correlations (Lindén et al., 2011; Łęski et al., 2013; Hagen et al., 2016).

We next bring our attention to the estimated CSD signal in panel F. By design the chosen CSD estimation method is expected to suppress correlations among channels due to volume conduction by reconstructing the sink/source weighted identically. One example MUA trace obtained at the same location as the LFP and CSD is shown in Figure 7D. A notable observation is that the MUA signal and its relations to the corresponding LFP and CSD signals are non-trivial.

### 3.3.1 Distance-dependent correlations of spike trains and LFPs

We next investigate the temporal correlation and coherence with distance for these measures of activity. The observation of weak pairwise spike-train correlations in cortical neuronal networks (for example, Ecker et al., 2010) is seemingly at odds with the typical observation of highly correlated LFPs across cortical space (for example, Nauhaus et al., 2009). We have so far established that the mean pairwise spike-train correlations within populations in our upscaled layered network are typically near zero (Section 3.1), and that the perturbation of key network parameters such as the external rate and delays affect the mean correlation (or ‘synchrony’) in the network (Section 3.2), as well as other measures like regularity (as measured by their mean coefficients of local variation $\bar{\Delta T}$). It is, however, not clear how this weakly correlated network activity translates into population signals such as the LFP. Previous modeling studies of mechanisms of the spatial reach of the LFP highlight the crucial role of correlation in synaptic inputs to the LFP-generating neurons (Lindén et al., 2011; Łęski et al., 2013). In contrast to these studies, which use input spike trains with Poisson inter-spike statistics, we here account for ongoing network interactions, and realistic numbers of neurons and connections under $4 \times 4 \text{mm}^2$ of cortical surface using the methods to compute LFPs introduced by Hagen et al. (2016). We thus extend our analysis to distance-dependent correlations in LFP, CSD, MUA, and pairs of spike trains.

For spontaneous spiking activity in the upscaled network (Figure 8A), we compute the LFP (panel C), reconstruct the underlying CSD from the LFP (panel F), and compute the MUA (panel I) across the 100 channel locations in layer 2/3 illustrated in Figure 7A. The network parameters and corresponding network state are those resulting from our upscaling procedure (see Section 2.1.2, base parameters given in Tables 3 and 5). Visual inspection of panel C reveals that the LFP amplitude across channels is typically small ($\lesssim 0.5 \text{mV}$) as highlighted in Figure 7B with occasional transients which may be seen also on neighboring channels. These transient events presumably result from spatially confined synchronization in the network, but are not seen across every LFP channel as would be the case with globally synchronous network events. The amplitudes observed here are similar to those from the forward-model predictions of LFPs from spontaneous activity in the original $1 \text{mm}^2$ network model (Hagen et al., 2016, Figure 8M), even if the total number of neurons in the upscaled model is increased by a factor of 16. These similar amplitudes are partially explained by the suppression of strong low-gamma oscillations in the upscaled network using modified connection probabilities. An increase in network synchrony (that is, increased correlations) can otherwise be expected to increase LFP amplitudes overall due to an increased pairwise cross-correlation between single-neuron contributions to the LFP (Hagen et al., 2016). The network upscaling procedure does not obliterate the high- and low-gamma oscillations, which in the LFP spectra result in a large peak around 200 Hz and a small peak around 50 Hz. The network receives background input with a flat power spectrum (driven by a Poisson process with fixed rate) and has no internal sub-circuits capable of generating rate fluctuations or slow oscillations. Hence, the LFP in each channel contains little power towards small frequencies. Another factor explaining the lack of low frequency power is active decorrelation by inhibitory feedback, which is shown to suppress population-rate fluctuations (Tetzlaff et al., 2012; Helias et al., 2014).

We next compute the Pearson product-moment correlation coefficient between all possible pairs of LFP channels, and sort by inter-contact distance (panel E). The mean and standard deviation for each discrete contact separation are shown by the black line and corresponding error bars. Due to the periodic boundary conditions of the network, the longest possible inter-contact distance is \(L/\sqrt{2} \approx 2.8 \text{mm}\). The mean values are well fit by a simple exponential function (red line), with a spatial decay constant of \(\sim 0.63 \text{mm}\) and constant offset of \(\sim 0.3\). The histogram to the right is computed for all observed correlation coefficients. The correlations in the simulated LFP are lower compared to findings by Nauhaus et al. (2009, Fig. 8) during spontaneous activity in anesthetized macaque (approximately 0.95 at 0.4 mm and 0.75 at 2.4 mm electrode separation, respectively) and cat (approximately 0.93 at 0.4 mm and 0.83 at 2.4 mm electrode separation, respectively). With high-contrast drifting grating type stimuli, however, the correlations between pairs of LFP signals are shown to decrease to values around 0.5 at an electrode separation of 2.4 mm. Also Destexhe et al. (1999) analyze spatial correlations in the LFP of cat suprasylvian cortex during awake and different sleep states, and find mean correlations of approximately 0.6 at 2 mm contact separation in the awake state. These LFP correlations computed from experimental data are highly dependent on the choice of LFP reference which may introduce a shared signal component (which increases correlations), while the present model LFPs are computed with the assumption of an ideal reference electrode at infinite distance from the sources. The point neuron and corresponding LFP model also ignore rate fluctuations in their background input (here represented as Poisson generators with fixed rates) which is another source of spatial correlations. Global fluctuations or shared input correlations in the background input can be expected to increase pairwise LFP correlations (Lindén et al., 2011; Łęski et al., 2013; Hagen et al., 2016).

We next bring our attention to the estimated CSD signal in panel F. By design the chosen CSD estimation method is expected to suppress correlations among channels due to volume conduction by reconstructing the sink/source weighted identically. One example MUA trace obtained at the same location as the LFP and CSD is shown in Figure 7D. A notable observation is that the MUA signal and its relations to the corresponding LFP and CSD signals are non-trivial.
Figure 8: Spikes, LFP, CSD, and MUA: Raw signals, power spectra, and distance-dependent correlations in L2/3. A Spike raster (showing 10% of all neurons in 4 × 4 mm², neurons are sorted as in Figure 2). B Pairwise spike-train correlations computed for pairs of excitatory (E-E, n = 40), inhibitory (I-I, n = 10) and excitatory and inhibitory (E-I) L2/3 neurons, sorted by inter-neuron distance r. C Local field potentials (LFP) across the 10 × 10 electrode contact points located at the center of layer 2/3, each separated by 400 µm in the lateral directions. D LFP power spectrum averaged over channels (black line). The gray area denotes the average spectrum plus/minus one standard deviation. E Pearson correlation coefficient between pairs of LFP signals as function of separation between channels. The black line shows the mean at each unique separation, whiskers denote one standard deviation. The red line shows the least-square fit of an exponential function to all values. The coefficient of determination (R²) is given in the legend. F Current-source density (CSD) estimates from LFPs shown in panel C, calculated using the kCSD method in 2D. G CSD power spectrum (mean ± one standard deviation). H Similar to panel E but for CSD signals, minus fit to exponential function. I Multi-unit activity (MUA) approximated as the bin-wise spike rates of layer 2/3 excitatory and inhibitory point neurons, calculated using a spatial bin width Δh = 400 µm. J MUA power spectrum (mean ± one standard deviation). K Similar to panel E but for MUA signals.
pattern underlying the LFP (Nicholson and Freeman, 1975; Mitzdorf, 1985; Pettersen et al., 2006, 2008; Potworowski et al., 2012). This can, for example, allow the identification of loci of strong synaptic activity in experimental LFP data, which may be generated locally or due to some external drive. A brief inspection of the CSD traces computed from the model LFP reveals that ‘standout’ LFP events (e.g., in channel 31 at 525 ms) result in fluctuations in the corresponding CSD, but the traces appear overall more variable than the LFP. Just as for the LFP, we show the power spectra (panel G) and pairwise correlation coefficients with distance (panel H). In contrast to the LFP spectra, the low-gamma peak around 50 Hz is not present in the CSD spectra, but the high-frequency peak remains. The overall positive correlations observed for the LFP are largely canceled for the CSD. The CSD signals are typically anti-correlated with mean around $-0.4$ at the shortest electrode separations (0.4 mm), and then weakly correlated ($\sim 0.1$) up to 1 mm. This CSD anti-correlation across proximal channels is expected, as a fraction of capacitive and resistive ('leaky') transmembrane return currents of synaptic input currents exits in vicinity to the synapse site and at the soma. The return currents are affected by intrinsic dendritic filtering (Lindén et al., 2010) throughout each individual LFP-generating neuron morphology. Our multicompartment cells are effectively treated as closed electric circuits and the basic principle of charge conservation must apply (see, for example, De Schutter and Van Geit, 2009). The correlations between channels are negligible beyond 1 mm electrode separation. This negligible correlation at greater distances reflects in part that dendrites of each morphology (cf. Figure 6) are mostly confined within $\sim 300 \mu$m in the lateral directions, and that local spontaneous network interactions for this particular network parameterization do not readily propagate across space. It is important to point out that the CSD estimate (cf. Section 2.3.3) is based on LFPs computed at a single depth only, and would change if LFPs across all depths were taken into account.

As an approximation to the so-called multi-unit activity (MUA) signal, we sum up spiking activity in layer 2/3 in the vicinity of each LFP contact point (cf. Section 2.3.4), resulting in the signals in Figure 8I. Similar to the computed LFP and CSD signals, we compute power spectra (panel J) and distance-dependent pairwise correlations among MUA signals (Figure 8K). In contrast to pairwise spike-train correlations (Figure 8B), a sharply decaying distance dependency is observed, which is well fit by an exponential function with spatial decay constant of $\sim 0.30 \text{ mm}$ and vanishing offset from zero at greater distances. This sharp decay contrasts with the longer spatial decay constant observed for the LFP, and the anti-correlation between neighboring sites as observed for the CSD does not occur. These differences reflect that the LFP and CSD are measures resulting from synaptically driven transmembrane currents, while the MUA is a measure of the network spiking activity resulting from said synaptic input. Similar to the CSD spectra, the low-gamma oscillation around 50 Hz is not seen, while the high-gamma oscillation around 200 Hz is pronounced.

3.3.2 Spatial coherence of local field potential is band-passed

So far we have established that the model LFP is highly correlated with distance in qualitative agreement with experimental findings, while the corresponding CSD and MUA signals are hardly correlated beyond electrode separations of $\sim 1 \text{ mm}$. We next extend this analysis to the frequency domain by considering distance-dependent coherences. This step is mainly motivated by two experimental observations: LFP coherence across channels depends on inter-electrode distance as described by Jia et al. (2011); Srinath and Ray (2014), and a recent study by Dubey and Ray (2016) shows that the ‘spatial spread’ of LFP has band-pass properties in the gamma range (60–150 Hz). Another modeling study (Łęski et al., 2013) extends the study of LFP ‘reach’ by Lindén et al. (2011) to distance-dependent coherences, showing that dendritic filtering (Lindén et al., 2010) introduces a low-pass effect on the LFP reach of uncorrelated synaptic input currents with an approximately white power spectrum. In contrast to these latter modeling studies, our combined point-neuron network and LFP-generating setup allows accounting for weakly correlated spiking activity in the network, at realistic density of neurons and connections.

From its spectra (Figure 8D) we infer that most of the variance in the spontaneous LFP data is due to a high-frequency gamma oscillation above 200 Hz in the network due to the ING mechanism present in each layer (Bos et al., 2016). In Figure 9A we show the mean coherences $\langle |\gamma_{\text{LFP-LFP}}(f)\rangle \rangle$ between individual pairs of LFP signals from channels separated by a distance $r = \{0.4, 0.8, 1.2, 1.6, 2.0\} \text{ mm}$. While the coherence is, as expected, highest for the lowest frequencies ($\leq 10$ Hz) at all separations, it drops quickly for frequencies $f \approx 20$ Hz. For the shortest separation (0.4 mm), the coherence is around 0.35 at this frequency, and increases to $\sim 0.1$ in the low-gamma range (around 50 Hz). Broader peaks in the coherence with magnitudes around 0.3 and 2 are also seen for 100–150 Hz and 250–300 Hz, respectively. Beyond this range, the coherence drops to around 0.1. The coherence across all frequencies is further reduced for increased separations, but at 2 mm separation it still drops to the same value of $\sim 0.1$ at high frequencies. These model observations resemble coherences computed for experimental LFP data during stimulus conditions (Srinath and Ray, 2014, Figure 1A). There, a peak in low-gamma coherence around 40 Hz is seen for distances up to 4 mm in two different subjects. Also an increase in coherence is seen for frequencies around 80 Hz. The baseline coherence (no visual stimulus) shows no increase in the gamma range of frequencies, except for sharp peaks seen at 100 Hz due to the CRT display frequency and 120 Hz due to the second harmonic of noise (Srinath and Ray, 2014). This lack of gamma peaks of physiological origin differs from our model predictions. We therefore conclude that the model LFP coherence more closely resembles the stimulus-driven LFP, but we note also that a baseline stationary thalamocortical activation level is assumed in the reference network (Potjans and
Figure 9: Distance dependency of LFP, CSD, and MUA coherences in L2/3. A Pairwise LFP coherences as function of frequency for different distances (color-coded) between electrode contacts $r$, averaged over pairs with identical electrode separation. B Similar to panel A but computed using the reconstructed CSD signal estimates at each electrode. C Similar to panel A and B but computed using the MUA signal at each electrode. D Mean LFP coherences as function of distance between electrode contacts for different frequencies (color-coded) with exponential fit to mean values ($R^2 = \{1, 0.99, 0.99, 0.70, 0.93\}$ for $f = \{15.6, 46.9, 125.0, 203.1, 296.9\}$ Hz, respectively) E,F Mean CSD, and MUA coherences as function of distance between electrode contacts for different frequencies (color-coded). G–I Color image plot of mean LFP, CSD, and MUA coherences as function of frequency and electrode separation.
This baseline activation enters the $K_X^{\text{ext}}$ parameter for populations $X \in \{L4, L6\} \times \{E, I\}$ also in the upcaled network. The corresponding mean-field theory (Bos et al., 2016) identifies sub-circuits located in and across layers 2/3 and 4 as the origins of the low-gamma oscillations. Therefore, a reduced external drive to layer 4 (by turning off the baseline thalamic activation altogether) should reduce the magnitude of this intrinsically generated oscillation and consequently reduce the corresponding spatial LFP coherence. An opposite effect on coherence can be expected by increasing the thalamocortical drive in the model. At present we do not pursue this possibility further. We also note that our LFP coherence is smaller than the comparable experimental values (Srinath and Ray, 2014), but see also Jia et al. (2011) and Dubey and Ray (2016). This smaller coherence underlies the reduced correlation with distance noted above which is likely due to the lack of temporally modulated input and intrinsically generated low-frequency fluctuations, and the use of an ideal reference. Some of these differences may also result from the fact that these experimental studies rely on the multitaper method (Thomson, 1982) in order to compute coherences while we use Welch’s average periodogram (see Section 2.3.6), and that the experimental data have longer durations than our chosen simulation period of $T_{\text{sim}} = 5 \text{s}$.

We next investigate the distance dependency of coherences for different frequencies. Dubey and Ray (2016) show an apparent band-pass effect in the LFP, in that the phase coherence across sites is increased and decays more slowly with distance in the gamma range compared to higher and lower frequencies. In Figure 9D we show the LFP-LFP coherences as functions of distance for different frequencies $f$, averaged over values computed for identical separation of channels. We also show the corresponding least-square fit to exponential functions, in order to investigate whether or not this model reproduces the experimentally observed band-pass effect. Indeed, we find for $f \approx 46.9 \text{Hz}$, which is at the center of the low-gamma peak in panel A, an elevated coherence with longer spatial decay constant ($\lambda = 0.82 \text{mm}$) than for frequencies where the overall coherence is reduced, such as $f = 15.6 \text{Hz}$ ($\lambda = 0.56 \text{mm}$) and $f = 203.1 \text{Hz}$ ($\lambda = 0.13 \text{mm}$). In the high-gamma band ($f = 296.9 \text{Hz}$) we again note a comparatively quick decay ($\lambda = 0.23 \text{mm}$) in coherence, which may reflect that the network interactions underlying the generation of this oscillation frequency remain local. In panel G we show the same data as displayed in panel A and D for all frequencies up to 500 Hz and average for each distance up to 2.8 mm. As implied by the above findings, the low-gamma peak in the coherence near 50 Hz is seen at all distances.

In a similar manner we compute distance-dependent coherences for the CSD (panels B,E,H) and MUA (panels C,F,I). The CSD shows only a weak frequency dependence in its coherence at all tested distances (panel B). The coherence is $\sim 0.4$ for a contact separation of 0.4 mm, and drops to levels below 0.2 at greater distances. The MUA coherence, however, is increased for the shortest distances (0.4 mm) around the high-frequency range of the high-gamma oscillation ($\sim 300 \text{Hz}$) as shown in panel C, but the coherence is at the baseline level at all greater distances.

4 Discussion

The present work investigates a multi-layer point-neuron network model covering $4 \times 4 \text{mm}^2$ of cortical surface at realistic neuron and connection density, amounting to $\sim 1.2 \times 10^6$ neurons and $\sim 5.5 \times 10^6$ synapses. The model accounts for spiking activity across excitatory and inhibitory neurons in layers 2/3, 4, 5, and 6 and one external thalamocortical population, as well as local field potentials (LFP). The $4 \times 4 \text{mm}^2$ area covered by the model is similar to the one covered by a 10 x 10 Utah multi-electrode array commonly used for electrophysiological measurements in vivo in different cortical areas and species. The model is a laterally extended version of the cortical microcircuit under 1 mm$^2$ of cortical surface by Potjans and Diesmann (2014), but in contrast to this reference network the upscaled network accounts for distance-dependent connection probabilities and delays. The biophysics-based LFP predictions rely on the hybrid scheme for LFP predictions in point-neuron networks by Hagen et al. (2016), which is here modified to account for spatially structured networks. Earlier work has shown that correlations are perturbed in downscaled networks (van Albada et al., 2015). The LFP reflects the fluctuations caused by network correlations and depends also on the spatial organization of networks (see, for example, Hagen et al., 2016). Therefore, the development of biophysical network models that incorporate the full density of connections as well as the spatial organization of the observed system is crucial to aid the interpretation of the corresponding experimental data.

Our upscaling procedure preserves the overall features of activity in the reference network. This includes a stable network state with asynchronous and irregular spiking activity for the different neuron populations, distributed firing rates across neurons, spike trains with variability in agreement with observed activity in sensory cortex, weak pairwise spike-train correlations, and population firing rate spectra with peaks in the low-gamma range (40 – 80 Hz) and high-gamma range (200 – 300 Hz). Around this stable state, we investigate the effect of varying key network parameters, namely the weight of inhibitory connections and the external drive, as well as the width of inhibitory connection profiles and the minimum delays. We find that a strong external drive with reduced inhibitory feedback results in high synchrony, that conduction delays strongly affect the formation of temporal oscillations, and that wide inhibition results in spatial instabilities. Furthermore, the model exhibits spatially spreading activity evoked by thalamic pulses comparable to experiments with a brief flash stimulus to a part of the visual field in terms of the radial propagation speed of the evoked responses. Finally, the model accounts for spatially correlated and coherent LFPs even during
spontaneous network activity when its pairwise spike-train correlations are low on average. LFP coherences are distance-dependent with a slower spatial decay around the frequency of the 50 Hz low-gamma oscillation compared to other frequencies, resulting in an apparent band-pass filter effect on the LFP coherence.

4.1 Comparison with other studies

To our knowledge, this computational study is the first to simultaneously account for both spiking activity and population activity measures such as the LFP in a layered network model that covers several square millimeters of cortical surface at the full density of neurons and synaptic connections. Compared to experimentally reported cortical neuron densities of $\sim 10^5$ neurons/mm$^2$ (see, for example, Herculano-Houzel, 2009; Ribeiro et al., 2013), other studies of laminar point-neuron networks with distance-dependent connections (Mehring et al., 2003; Yger et al., 2011; Voges and Perrinet, 2012; Rosenbaum and Doiron, 2014; Keane and Gong, 2015; Schnepel et al., 2015; Pyle and Rosenbaum, 2017; Rosenbaum et al., 2017) either rely on reducing the overall size of the network’s geometry, reduce the neuron densities per cortical area, consider only one layer of excitatory and inhibitory neurons, or collapse all cortical layers into one. Tomsett et al. (2014) also incorporate LFP predictions from a recurrently connected network of $\sim 10^5$ multicompartiment neurons, but consider only a thin cortical slice across layers similar to in vitro experiments. While reduced cell and connection counts speed up simulations, state-of-the-art point-neuron simulation software scales nearly linearly up to $\sim 10^6$ neurons (Kunkel et al., 2017; Jordan et al., 2018). Hence, simulations of networks with $\sim 10^6$ neurons such as ours can be executed routinely on high-performance computing facilities.

We here choose to start from a previously published model of the cortical microcircuit by Potjans and Diesmann (2014). In increasing the model size, the choice of scaling procedure is critical. van Albada et al. (2015) show that the reducibility (downscaling) of randomly connected asynchronous networks is fundamentally limited if both spike rates and second-order statistics (correlations) are to be preserved. Their proposed scaling rules adjust the amplitudes of synaptic currents and mean and variance of noisy background input to the decreasing numbers of synapses. However, upsampling is different. In the microcircuit model each neuron receives a realistic number of synapses, originating either from within the circuit or attributed to the background. Increasing the network size necessarily decreases the probability for two neurons to be connected. The consideration of spatial organization, however, preserves a certain level of local recurrence while the total network size is growing. Consequently, our upsampling procedure works without the need to adjust the amplitudes of synaptic currents of the reference network. The distance-dependent connectivity results in modified in-degrees of recurrent network connections and noisy background input such that the mean input to each neuron is preserved, but not its variance. As demonstrated here, the activity statistics of neurons in a 1 mm$^2$ patch in the upscaled network is comparable to the statistics of the reference network. This retrospectively validates the decisions made in the construction of the microcircuit model by Potjans and Diesmann (2014).

The modeled LFP has amplitudes in agreement with spontaneous LFP amplitudes observed experimentally between 0.1 – 1 mV (see, for example, Maier et al., 2010; Hagen et al., 2015; Reyes-Puerta et al., 2016). The LFP spectra reveal a strong ongoing oscillation at high frequencies, in the $200 – 300$ Hz range, and around 50 Hz. Spectra of spontaneous potentials in visual cortex do not typically reveal strong oscillations at these frequencies, but elevated LFP gamma power in the $30 – 80$ Hz range is frequently reported during stimuli (Jia et al., 2011; Ray and Maunsell, 2011; Berens et al., 2008; Xing et al., 2012; Veit et al., 2017; Katzner et al., 2009; Jia et al., 2013b; Hadjipapas et al., 2015). A functional role in computation and synchronization between areas has therefore been hypothesized (Ray and Maunsell, 2010; Jia et al., 2013a; Buzsáki and Wang, 2012). The strong high-frequency oscillations here result from short interneuron conduction delays (Bos et al., 2016). Low frequencies are lacking in our spontaneous LFP as our network receives external drive with a stationary rate, does not intrinsically generate slow rate fluctuations, and is subject to active decorrelation (Tetzlaff et al., 2012), as well as due to the assumption of an ideal reference at infinite distance from the source. Nevertheless, the model produces highly correlated LFPs with a distance dependence compatible with experimental observations (Destexhe et al., 1999; Nauhaus et al., 2009). The model also reproduces elevated coherences in the low-gamma band as seen during visual stimulation (Jia et al., 2011; Srinath and Ray, 2014). The slower spatial decay for frequencies around $50$ Hz in the model is consistent with a recent report of increased spatial LFP ‘reach’ analogous to a spatial band-pass filter effect in the low-gamma band (Dubey and Ray, 2016).

4.2 Possible model refinements

The upscaled model establishes local connections with a Gaussian decay of connection probabilities up to a radius of 2 mm. However, pyramidal neurons can develop long horizontal axons spanning several millimeters in addition to local axonal branching. In cat and monkey visual cortex, these connections are typically clustered or patchy and connect neurons with similar orientation tuning (Livingstone and Hubel, 1984; Gilbert and Wiesel, 1989; Bosking et al., 1997; Tanigawa et al., 2005; Buzás et al., 2006; Binzegger et al., 2007). In contrast, the visual cortex of rodents exhibits a salt-and-pepper layout without patchiness, but still some longer-distance connections (Ohki and Reid, 2007; Laramée and Boire, 2015). Although less common, subsets of inhibitory interneurons can also exhibit long-range connections (McDonald and Burkhalter, 1993). Voges and Perrinet (2012) assess the influence of different types of
remote connections (none, random, or patchy) on the network activity of a 2D single-layer network, and conclude that the fraction of local versus remote connections is crucial for the resulting network dynamics, irrespective of the detailed spatial arrangement of remote connections.

For the type of model development conducted here, comprehensive datasets with detailed (distance-dependent) connection probabilities are mostly available for all possible pairs of pre- and postsynaptic neuron types and different cortical layers. Some exceptions exist (for example, Binzegger et al., 2004), but most connectivity studies focus on specific connections, and due to differences in experimental methods, results may be difficult to compare and reconcile; see, for example, Schneppel et al. (2015, Supplementary Material) on the limitations of their photostimulation technique and Stepanyants et al. (2009) on truncated connections in brain slices. Neuron morphology appears to provide a valid first approximation for the distance dependency of connections (Amirikian, 2005; Brown and Hestrin, 2009; Hill et al., 2012; Rees et al., 2016), but the overlap between dendrites and axons alone does not explain connectivity patterns, due to target neuron-type specificity (Potjans and Diesmann, 2014), specificity at the level of individual neurons (Kasthuri et al., 2015), and preferential locations of dendritic spines and synaptic boutons on connected neurons (Ohana et al., 2012). We make the conservative choice to let the spatial widths of connections and shape of postsynaptic potentials depend only on the presynaptic neuron type. Our hope is that the algorithmic approach pursued within consortia such as the Blue Brain Project (Reimann et al., 2015; Markram et al., 2015) and the Allen Brain Institute (Kandel et al., 2013) will provide more accurate neuronal connectomes of different brain regions across species in the future, including their distance dependencies (as in, for instance, Reimann et al. (2017) for rat somatosensory cortex).

Activity in finite-sized laminar networks is subject to effects that depend on the choice of boundary conditions. Periodic boundary conditions are frequently used in 1D networks (ring networks) (Roxin et al., 2005; Kriener et al., 2014; Rosenbaum and Doiron, 2014) and in 2D networks with torus connectivity (Mehring et al., 2003; Yger et al., 2011; Voges and Perrinet, 2012; Rosenbaum and Doiron, 2014; Keane and Gong, 2015; Schneppel et al., 2015; Pyle and Rosenbaum, 2017; Rosenbaum et al., 2017) as also used here for the upscaled models. The model of a cortical slice by Tomsett et al. (2014) incorporates connections only within the confines of the modeled slice, but we consider networks that are part of a larger system (the intact brain). An advantage of periodic boundaries is the simplifying assumption that cortex is homogeneous and isotropic, that is, the connectivity of a neuron is independent of its location in the network. One disadvantage is that the maximal distance for connections is only \( L/2 \) for a ring domain with circumference \( L \), or \( L/\sqrt{2} \) for a square domain with side length \( L \). Here, we restrict connections to a radius \( R = L/2 \). Another disadvantage is that propagating activity may travel across the boundary and directly influence its own propagation, resulting in for example wave-front annihilation (Muller et al., 2018). An option to suppress such effects would be to simulate a larger network and to sample only the activity of neurons across a smaller domain. In Figures 2 and 3, we extract activity of neurons within a center disc of \( 1 \) \( \text{mm}^2 \). The network could be further upscaled, for example to cover a full cortical area. The lateral size of the unfolded cat striate cortex in one hemisphere is larger by a factor of almost 25 than the currently simulated upscaled network of \( 16 \) \( \text{mm}^2 \), estimated in the range of \( 310 - 400 \) \( \text{mm} \) (Tusa et al., 1978; van Essen and Maunsell, 1980; Olavarria and Sloyeters, 1985; Anderson et al., 1988). Striate cortex in macaque monkeys is even two to four times larger than in cats (van Essen and Maunsell, 1980). Networks of a full cortical area could also address the effects of borders to adjacent cortical areas. Anatomical borders between distinct areas are shown to affect wave propagation (Xu et al., 2007; Muller et al., 2014).

Spontaneous activity in our models is driven by uncorrelated external inputs with a fixed rate and Poisson statistics, to represent missing connections from remote and neighboring cortices, subcortical structures, and sensory inputs. Ongoing work aims to account for the structure of one hemisphere of macaque vision-related cortex in a spiking model (Schuecker et al., 2017; Schmidt et al., 2018). Mutual interactions between recurrently connected areas can be expected to profoundly affect their input statistics in terms of rates, spectra, and correlations. Furthermore, we simulate evoked potentials by short thalamic pulses of activity, but sensory cortex receives continuously varying inputs. Ever more detailed models of, for example, the response properties of relay cells in visual thalamus are emerging (Martinez-Cañada et al., 2018), representing naturalistic image or movie stimuli to cortical models similar to ours.

Activity statistics such as distributions of correlations depend on simulation length (Tetzlaff et al., 2008). Here, we consider 5 s simulations, but experimental recordings are often longer (for example, Pan et al., 2013; Chu et al., 2014b,a). Future work can address how greater simulation durations affect the activity statistics, and their convergence across time.

In terms of signal predictions, the tool LFPy (LFPy.rtdf.io) embedded in the presently used hybrid scheme (Hagen et al., 2016), facilitates the calculation of current dipole moments of individual neurons and associated contributions to electroencephalographic (EEG) signals and magnetoencephalographic (MEG) signals as recorded on the surface of the head (Hämäläinen et al., 1993; Nunez and Srivinasa, 2006; Hagen et al., 2018). Forward-model predictions of macroscopic signals like EEG and MEG are thus a tempting proposition, in particular under the consideration of mutual interactions between areas. Among other applications, this could provide an avenue towards a mechanistic model and understanding of visually evoked potentials (Sokol, 1976).
4.3 Significance of work

The present work represents a stepping-stone for understanding experimental data obtained by multi-electrode arrays that cover several square millimeters of cortical space. While the model description is highly reduced, it simultaneously accounts for spiking activity and LFPs and thereby enables a multi-scale comparison with corresponding experimental data. At the same time, its simplicity makes mathematical analysis in terms of mean-field and neural field theory viable (Bos et al., 2016; Senk et al., 2018). Our hope is that the model facilitates a more principal understanding of the dependence of spike correlations on distance, spatially coherent and correlated LFPs, spike-LFP relationships, and emergent spatiotemporal patterns such as waves. The article describes not only a particular network model but a fully digitized “integrative loop”. We therefore envision the model as a starting point and building block for future work iteratively modifying parameters and adding further constraints to generate predictions for the activity of specific brain areas.

References


