Measured data set Predicted data
Dn(T, G) D,(T.G)

A
l (i) Parametrization

Energie & Umwelt

Energy & Environment

(Fitting or Factorization)

pAT, G), puAT, G)

(iv) Prediction
l (ii) Parameter analysis

(determination of coefficients ¢;)

pAT, G)=p;(ciy,C, T,G)

> Data at reference conditions
D(Tes, Grer)

4-5 T T T T T
¥t KH Fit (iii) Translation

4.0

3.5

3.0
)

0 20 40 60 80 100 120 140 160
week of measurement

Analysis & modeling of metastable photovoltaics
differential resistance Rgc [(2cm?]

Analysis & modeling of metastable photovoltaic
technologies: towards dynamic photovoltaic performance
models

Marzella Amata Gorig

Energie & Umwelt/Energy & Environment
Band/Volume 431
ISBN 978-3-95806-342-6

Energie & Umwelt/Energy & Environment
Band/Volume 431
ISBN 978-3-95806-342-6

auD
c
:S
(O]
@©
S
@©
s
<
©
©
N
@
=

trum

JQLICH

Forschungszen|

UJ JULICH

Forschungszentrum

lJ JULICH

Forschungszentrum

/.

Mitglied der Helmholtz-Gemeinschaft Mitglied der Helmholtz-Gemeinschaft



Schriften des Forschungszentrums Julich
Reihe Energie & Umwelt/Energy & Environment Band/Volume 431







Forschungszentrum Jilich GmbH
Institut fir Energie- und Klimaforschung
IEK-5 Photovoltaik

Analysis & modeling of metastable
photovoltaic technologies: towards dynamic
photovoltaic performance models

Marzella Amata Gorig

Schriften des Forschungszentrums Julich
Reihe Energie & Umwelt/Energy & Environment Band/Volume 431

ISSN 1866-1793 ISBN 978-3-95806-342-6



Bibliografische Information der Deutschen Nationalbibliothek.

Die Deutsche Nationalbibliothek verzeichnet diese Publikation in der
Deutschen Nationalbibliografie; detaillierte Bibliografische Daten
sind im Internet Uber http:/dnb.d-nb.de abrufbar.

Herausgeber Forschungszentrum Jilich GmbH
und Vertrieb: Zentralbibliothek, Verlag
52425 Jilich

Tel.: +49 2461 61-5368
Fax: +49 2461 61-6103
zb-publikation@fz-juelich.de
www.fz-juelich.de/zb
Umschlaggestaltung: Grafische Medien, Forschungszentrum Jilich GmbH
Druck: Grafische Medien, Forschungszentrum Jilich GmbH
Copyright: Forschungszentrum Julich 2018
Schriften des Forschungszentrums Jiilich
Reihe Energie & Umwelt/ Energy & Environment, Band / Volume 431
D 82 (Diss., RWTH Aachen University, 2018)

ISSN 1866-1793
ISBN978-3-95806-342-6

Vollstandig frei verfligbar Gber das Publikationsportal des Forschungszentrums Jilich (JUSER)
unter www.fz-juelich.de/zb/openaccess.

This is an Open Access publication distributed under the terms of the Creative Commons Attribution License 4.0
Y which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.



Contents

Abstract
Zusammenfassung
1 Introduction

2 Fundamentals
2.1 Basic physics of solar cells . . . . . ... .. ... ... ...
2.1.1 Electronic states . . . . .. .. ... oo
2.1.2  Working principle of solar cells . . . ... ... .. ......
2.2 Photovoltaic performance models . . . . . . ... ... ... ... ..
2.2.1  Device simulators for thin film photovoltaics . . . . . ... ..
2.2.2 Equivalent circuit models. . . . . . . . ... ... ... .. ..
2.2.3 Empirical models . . . . ... oL oo
2.2.4  General structure of PV performance models . . . . . . .. ..

2.3 Modeling of degradation and metastable effects . . . . . .. ... ..

3 Outdoor data and analysis method
3.1 Outdoordataset . . ... .. ... ... . ... ...
3.2 Karmalkar-Haneefa model . . . . . ... . ... ... ... ......
3.3 Loss Factor Model . . . . . ... ... .. ... ... ...

4 Outdoor data analysis with the Karmalkar-Haneefa model
4.1 Parameterization . . . . . .. ... Lo Lo
4.1.1 Results of the linear fits for CdTe . . . . . . . ... ... ...
4.1.2  Comparison of the KH and linear fits for CdTe . . . . . . . ..
4.1.3 Comparison of the KH and linear fits for all technologies . . .

15
15
16
20
23
24
27
34
39
41

43
43
49
93

59
60
61
64
71



Contents

4.2 Maximum power point fitting . . . . . ... ..o oL oL 74
4.2.1 Analysis of the entire JV curve fitting . . . . ... ... ... 76
4.2.2  Comparison of the KH fit with the one-diode model . . . . . . 81
4.2.3 Analysis of the fit at the MPP . . . . . . ... ... ... ... 83

4.3 Parameter analysis . . . . . . ... ... o 85
4.3.1 Parameter analysis for the KH model . . . . . ... ... ... 86
4.3.2 Parameter analysis for the LFM . . . . .. .. ... ... ... 93
4.3.3 Comparison of the KH model and LEM . . . . .. ... .. .. 95

4.4 Yield prediction . . . . ... oL 98
441 Methods . . . . . ... 99
4.4.2 Analysisand results . . ... ... ... ... ... ... ... 101

45 Conclusion . . . . . .. Lo 106

5 Degradation Analysis and Modeling of CdTe Outdoor Data 109

5.1 Introduction degradation and annealing effects . . . . . . . .. .. .. 109

5.2 Coeflicient analysis . . . . . . ... ... 111
5.2.1 Open circuit voltage . . . . . . ... ... L. 115
5.2.2 Differential conductance at short circuit condition . . . . . . . 116
5.2.3 Differential resistance at open circuit condition . . . . . . . . . 118
5.2.4  Analysis of the fill factor . . . . . ... ... 119
5.2.5 Ideality factor . . . . . . . . ... L 121

5.3 Analysis and modeling of different modules . . . . . . ... ... ... 124
5.3.1 Analysis of different CdTe modules in Tempe . . .. ... .. 125
5.3.2  Analysis of CdTe in different climate zones . . . . . . . .. .. 127
5.3.3 Results for the maximum power density and fill factor . . . . . 131
5.3.4 An empirical dynamic performance model . . . . . ... ... 138

54 Conclusion . . . . . . . . Lo 139

6 A new model for degradation and annealing of a-Si:H solar cells 143

6.1 Annealing and degradation effects . . . . . . ... ... ... .. 143

6.2 Light soaking experiment . . . . . . .. ... ... L. 147
6.2.1 Execution of the experiment . . . . . . . ... ... ...... 149
6.2.2 Experimental results . . . ... ... ... ... 151

6.3 Simulation model . . . . . . ... Lo 155



Contents

6.3.1 Opto-electronic device simulator . . . . . . ... ... ... .. 157

6.3.2 Degradation model . . . .. ... ... .. ... ... 157

6.3.3 Simulation results . . . . . . ... ... ... 161

6.3.4 Limitations of the simulation model . . . . . . . ... ... .. 164

6.4 Conclusion . . . . . . . . . e 170

7 Conclusion 173
References 178
Appendices 191
A Appendix for Chapter 3 193
B Appendix for Chapter 4 197
C Appendix for Chapter 5 205
C.1 General results . . . . . . . . .. ... 206
C.2 Parameter and coefficient changes for all 12 CdTe modules . . . . . . 213
C.2.1 Open circuit voltage . . . . . ... ... ... ... ... 214

C.2.2 Differential conductance at short circuit condition . . . . . . . 217

C.2.3 Differential resistance at open circuit condition. . . . . . . . . 223

C.24 Fill Factor . . . . . . . . . . e 226

C.2.5 Maximum Power Density . . . . . .. ... ... .. ...... 229

C.2.6 Tables with summarized analysis results . . . . .. ... ... 230

D List of Abbreviations and Symbols 235
E List of publications 241
F Curriculum Vitae 243
Acknowledgments 245






Abstract

Climate change is one of the biggest problems in this century. To reduce the emis-
sions that lead to the climate change, it is expected that renewable energy systems
will become very important for our energy supply in the future. Among these renew-
able energies, photovoltaics (PV) belongs to one of the fastest growing technologies.
The key drivers to justify an increasing share of photovoltaics in the energy mar-
ket are the reduction in cost, the increase of efficiency and the increase in their
reliability.

Thin film technologies have a share of the PV market of approximately only 7%.
However, thin film technologies have many advantages that show their potential for
the future. Their main advantages are their low costs and their promising application
for new markets, as for example for climate zones with a high amount of diffuse
irradiance or their possibility to use them as building-integrated modules and deposit

them on flexible substrate.

A big challenge for thin film technologies is the energy yield prediction as
thin film solar cells exhibit metastabilities. To solve this problem, dynamic per-
formance models are necessary. In this thesis, the performance of thin film solar
cells and modules are investigated and modeled under outdoor and laboratory con-
ditions, whereas two approaches of dynamic performance models are implemented
to improve the performance prediction of thin film modules. At the beginning of
this work, a four-step procedure is defined to compare different performance models
with each other. The current-density voltage (JV') curves of the outdoor modules
are described with the empirical Karmalkar-Haneefa (KH) performance model. The
KH model uses only four physical parameters, namely the open circuit voltage (Voc),
the differential resistance at the open circuit point (R,.), the short-circuit current

density (Js), and the differential conductance at the short-circuit point (Gsc), to
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describe the JV curve. The parameterization and the fitting quality of the whole
JV curve and especially of the maximum power density are investigated. Good
fits are found for single thin film technologies as CdTe, CIGS, and a-Si:H. Tandem
modules as a-Si:H/puc-Si:H show not very good fits and for crystalline technologies
the KH model cannot be recommended. Afterwards, the parameter analysis and
the performance prediction of the KH model are compared to the commonly used
Loss Factor Model (LFM). It is found that the KH model is suitable for outdoor

description and analysis of thin film modules.

The KH model is used to analyze the metastable and long-term degradation
behavior of CdTe modules. It was found that the initial and degradation phase of
the module performance are influenced by V,. and G, and especially by R,.. The
behavior of all these parameters is investigated for more than two years considering
four different climate regions. In addition, an empirical dynamic model describing
the behavior of R, in the four climate zones is implemented. It was found that
the consolidation phase of R,. and Gg. as well as the seasonal behavior of R,. are

evoked by the effect of voltage-dependent photo-current.

In the last part of this thesis, finally the approach for a physical dynamic per-
formance model is investigated. The investigation is done for a-Si:H solar cells as
already a good knowledge exists about their metastable behavior. In a first step,
a huge long-term light-soaking experiment has been done which considers different
cell thicknesses, different light intensities and the dynamic response after changing
of the light intensity. The performance is described with a combination of a de-
vice simulator and rate equation describing the evolution of defects directly. The
performance of the investigated cells can be described in a suitable range with this
model. However, due to the lack of physical knowledge of the exact defect evolution,
a further improvement of the rate equations requires further investigation. For this,

the developed dynamic performance model provides a very good template.



Zusammenfassung

Der Klimawandel ist eine der groften Herausforderungen dieses Jahrhunderts. Auf-
grund der erforderlichen Reduktion der Emissionen, die den Klimawandel hervorru-
fen, gewinnen erneuerbare Energien zunehmend an Bedeutung. Dabei gehort Pho-
tovoltaik (PV) zu den erneuerbaren Energien, die sehr schnell wachsen. Die Heraus-
forderungen, die das Wachstum von Photovoltaik am Energiemarkt auch in Zukunft
rechtfertigen, sind die Kostenreduzierung, eine steigende Effizienz und eine steigende

Zuverlassigkeit dieser Technologie.

Diinnschichtsolarzellen haben aktuell einen Anteil am Photovoltaikmarkt von
nur 7%. Sie besitzen jedoch viele Vorteile, die ihr Potential fiir die Zukunft aufzeigen.
Ihre grofiten Vorteile sind ihre geringen Kosten und ihre vielversprechenden Anwen-
dungen fiir neue Markte, sei es in Klimaregionen wie Indien mit sehr hohem Anteil
an diffusem Licht oder ihre Moglichkeit als gebdudeintegrierte Module genutzt zu

werden sowie auf flexiblen Substraten deponiert zu werden.

Eine grofe Herausforderung fiir Diinnschichtmodule ist die Energievorhersa-
ge, da Diinnschichtsolarzellen metastabile Effekte aufweisen. Um dieses Problem zu
l6sen sind dynamische Performancemodelle erforderlich. In dieser Arbeit wird die
Performance von Diinnschichtsolarzellen und -modulen unter Aufsen- und Labor-
bedingungen untersucht und simuliert. Dabei werden zwei Ansétze fiir dynamische
Performancemodelle implementiert um die Energievorhersage von Diinnschichtmo-

dulen zu verbessern.

Zu Beginn wird in einem ersten Schritt eine vier-Schritt Prozedur definiert,
mit der verschiedene Performancemodelle miteinander verglichen werden koénnen.
Fiir die Aufenmodule wurden die Stromdichte-Spannungskurven (JV') mithilfe des
Karmalkar-Haneefa (KH) Modells beschrieben. Das KH Modell benétigt nur vier

physikalische Parameter zur Beschreibung der JV Kurve. Bei den Parametern han-
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delt es sich um die Leerlaufspannung (V;.), den differentiellen Widerstand am Leer-
laufpunkt (R,.), die Kurzschlussstromdichte (Ji.) und die differentielle Leitfihigkeit
am Kurzschlusspunkt (Gg.). Die Parametrisierung, der qualitative Fit der gesamten
JV Kennlinie und besonders der Fit an der maximalen Leistungsdichte wurden un-
tersucht. Dabei wurden gute Fits fiir einfache Diinnschichttechnologien wie CdTe,
CIGS und a-Si:H erzielt. Bei Tandemmodulen wie a-Si:H/pc-Si:H sind die Fits qua-
litativ schwécher und fiir kristalline Technologien kann der KH Fit nicht empfohlen
werden. Nach dieser Analyse wurde die Parameteranalyse und die Performancevor-
hersage mit dem KH Modell und denen des bekannten Loss Factor Modells (LFM)
miteinander verglichen. Dabei wurde festgestellt, dass das KH Modell fiir die Be-

schreibung von Diinnschichtmodulen unter Aufenbedingungen geeignet ist.

Das KH Modell wurde zur Analyse der metastabilen Effekte und des Langzeit-
Degradationsverhalten von CdTe verwendet. Es wird gezeigt, dass die Anfangs- und
Degradationsphase der Modulleistung von V., Gs.und stark von R, beeinflusst wer-
den. Das Verhalten dieser Parameter wurde fiir mehr als zwei Jahre in vier verschie-
denen Klimazonen untersucht. Zudem wurde ein empirisches dynamisches Modell
fiir das Verhalten von R, fiir vier Klimazonen aufgestellt und festgestellt, dass die
Konsolidierungsphase von R,. und Gs. sowie die saisonalen Schwankungen von R

durch den Effekt der spannungsabhéngigen Stromdichte hervorgerufen werden.

Im letzten Teil dieser Arbeit wird schliefslich der Ansatz eines physikalischen
dynamischen Performancemodells untersucht. Die Untersuchungen werden dabei fiir
a-Si:H Solarzellen gemacht, da fiir diese Technologie bereits viel iiber ihr metasta-
biles Verhalten bekannt ist. In einem ersten Schritt wurde zunéchst ein aufwindiger
Lichtalterungsversuch durchgefiihrt, welcher den Effekt von verschiedenen Zelldi-
cken, verschiedenen Lichtintensititen und das dynamischen Verhalten nach einem
Lichtintensitdtenwechsel beriicksichtigt. Die Zellperformance wird mit einem Modell
bestehend aus einem Devicesimulator und einer Ratengleichung simuliert, die direkt
die Defektevolution beschreibt. Die Performance der untersuchten Solarzellen konn-
te mithilfe des Modells gut simuliert werden. Aufgrund fehlenden physikalischen
Wissens der genauen Defektevolution sind fiir weitere Verbesserungen der Raten-
gleichung jedoch weitere Untersuchungen notwendig. Dafiir stellt das entwickelte

dynamische Performancemodel eine gute Grundlage dar.



1. Introduction

There’s one issue that will define the contours of this century more
dramatically than any other, and that is the urgent and growing threat

of a changing climate
— Barack Obama, 44th U.S. President

Climate change is one of the biggest problems in this century. Barack Obama
illustrated that clearly by the above quote at the 2014 UN Climate Change Summit.
In the following year, the 21st United Nations Climate Change Conference, COP
21, was held in Paris. During this conference, at the 21st December 2015, finally
the agreement to limit the global average temperature rise to less than 2°C [1] was
reached. This agreement is considered as a “major step” for climate negotiations
[1]. To achieve that goal the worldwide greenhouse gas (GHG) emissions have to
be reduced significantly. The majority GHG emission arises primarily from energy
production in China, the United States, and the European Union [1], where approx-
imately 80% of the primary energy supply derives from fossil fuels as coal, oil, and
natural gas [2]. In addition, the worldwide energy demand is expected to increase
by 48% from 2012 to 2040 [3]. Thereby, the electrical power sector belongs to the
most dynamic areas of growth among all energy markets [3]. 2012 the world net
electricity demand was 21.6 x 102 kWh [3]. It is assumed that this demand will in-
crease by 69% to 36.5 x 10'2kWh in 2040 |3|. To stop climate change and also meet
the increase in energy demand, a transformation of the worldwide energy supply to

sustainable energy systems is essential.

In 2014 the world total primary energy consumption was 5.74 x 1020.J [3].
The annual amount of energy which is delivered to earth in form of solar irradiation
is with 5.4 x 10%*J [4] more than enough to satisfy our annual energy demand.

Renewable energies such as photovoltaics, wind energy and hydro power represent



Introduction

the most direct way to convert this solar energy into electrical power.

Photovoltaics (PV) belongs to one of the most promising energy sources to
fulfill the requirements for a sustainable energy market, especially for the electricity
market. The photovoltaic market has experienced significant growth. From 2000 to
2014 the worldwide photovoltaic capacity has increased by a factor of 100, reaching
a cumulative capacity of 178 GW[5]. However, this is not sufficient to effectively
reduce GHG emissions. To facilitate a more rapid uptake of PV as a power source,

the PV industry focuses on three main work programs [6]:

1. Cost reduction of PV cells and modules
2. Development of high-efficiency cells and modules

3. Increase in the reliability of PV technologies

The available photovoltaic technologies can be divided into two main classes:
crystalline and thin film. Crystalline Silicon solar cells have always dominated the
market [7], with thin film technologies making up the rest. The thin film market
consists of three dominant technologies: hydrogenated amorphous silicon (a-Si:H),
Cadmium Telluride (CdTe), and Copper Indium Gallium Diselenide (CIGS). In the
early 1980s, a-Si:H was the first thin film technology that entered the commercial
PV market [8] and dominated the thin film market until 2006. Since then CdTe has
been dominant in the thin film technology market which made in 2014 approximately
7% of the worldwide PV market|[7]. However, thin film technologies have a number
of benefits compared to crystalline Silicon technologies. Thin film technologies are
potentially cheaper as less material is used. Indeed, modules of a-Si:H, CdTe, and
CIGS haven been cheaper per Watt peak than cyrstalline Silicon modules, even
though the difference has become smaller in recent years [9]. Thin film technologies
have a better performance under high irradiance environments with diffuse light
and high temperature, which make them better suitable for regions like India [9].
India is a large potential market for thin film technologies as it is expected that half
of the projected worldwide energy demand from 2012 to 2040 will be due to non-
OECD Asia countries, which includes India [3]. Another important benefit of thin
film technologies is that they can be used for a much wider application range than
crystalline technologies as they can be deposit on flexible substrate. That makes

them suitable for building integrated PV application. It can be expected that the

10



market of building integrated PV application will increase in the future [9]. Finally,
thin film materials have become important for new cell design such as Silicon Hetero

Junction (SHIJ) solar cells (see for example [10]).

Despite these significant benefits, the market share of thin film solar cells is
decreasing [9]. The main factor limiting the uptake and widespread use of thin film
solar cells is the reliability. Reliability is essential for a power generation source. The
motivation for the work of this thesis is to increase the reliability of thin film solar
technologies. Increasing reliability means an increase in the system lifetime, system
availability and predictability as well as a decrease in degradation and the operation
and maintenance (O&M) costs [11]. The reliability has a major influence on the PV
plant performance, and is thus an important factor for the financial investors and
therefore for the uptake of thin film technology. Kurz et al. [11] showed that the cost
of electricity to the consumer is inversely proportional to the energy produced by
the module, i.e. by doubling the generation per year, the electricity cost is reduced
by the half. Module degradation reduces the energy generation of the module, and
therefore increase the electricity cost. A 1% degradation per year leads to an increase
of electricity cost of 13% compared to the case with no degradation [11]. The exact
number of the electricity cost depends, of course, on the considered technology and

the environmental conditions.

To increase the reliability, a better prediction of the energy generation of thin
film technologies is required, where the prediction of power must include degrada-
tion. The most common approach for long-term prediction is to include degradation
rates (see for example [12]). Degradation rates, however, can vary between mod-
ules and do not consider metastable effects. Metastable effects refer to shorter
terms than degradation. They lead to changes in the performance due to changes
in environmental conditions and are reversible. The origination and annealing of
metastable effects depend on the technology and they are important for thin film
technologies [11]. For example, CdTe and CIGS show in general an increase in their
performance under light-soaking and forward bias and a performance decrease un-
der dark-conditions and high temperature ([13, 14]), whereas the performance of
a-Si:H solar cells decrease upon exposure to light and increase by annealing at high

temperature [15].

11
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In industry, PV modules are normally rated under standard test (ST) condi-
tions to classify them. ST conditions are defined as an irradiance of 1000 W /m? with
an air mass of 1.5 and a cell or module temperature of 25°C [16]. However, these
conditions occur rarely in the real environment [16]. Under outdoor exposure, the
PV modules experience variations in solar radiation, temperature, humidity, wind,
and operating voltage. These all lead to generation of metastabilities during the
outdoor exposure [16]. The metastable effects can lead to seasonal variation of the
performance (see for example [17]). For more accurate energy yield prediction, it is
therefore important to study the behavior of PV modules under outdoor conditions.
As thin films have a more complex physics than crystalline Silicon modules due to
their metastable effects, they have been investigated less than crystalline Silicon
solar cells. The reliability of thin film performance models increases if metastable
effects are included. Therefore, the influence of metastable effects need to be under-
stood at all levels, from single device solar cells, up to outdoor exposed PV modules.
Then a physically based, dynamic performance model can be developed to improve
the reliability of thin film technologies and therefore improve their future capacity

to use their potential.

Currently, there is no suitable performance model that includes the influence

of metastable effects. This thesis aims to change this.

In this thesis, two different approaches for the investigation of metastable ef-
fects and developing of dynamic performance models are used. These are (i) an em-
pirical approach for the description of outdoor thin film modules and (ii) a physical
approach for the description of thin film solar cells measured at defined laboratory
conditions. However, beside metastable effects also general degradation effects need
to be considered, when describing the performance of solar cells especially at outdoor
conditions. Also this aspect is considered in this thesis. The focus of the investi-
gation lies in this thesis on a-Si:H and CdTe, two important thin film technologies.
Other thin film technologies as CIGS and tandem modules, as a-Si:H/uc-Si:H, are
taken also into account in this thesis. In the following, the structure of the thesis

will be introduced in more detail.

In the literature, already many performance models exist. Therefore, in Chap-

ter 2 first an overview about existing performance models will be given. In Sec-

12



tion 2.1 the basic physics of solar cells is introduced. Based on this, in Section 2.2
an overview about performance models will be given, whereas in Section 2.2.1 device
simulators for thin film solar cells are introduced. In the following subsections, the
models get more and more simple. At the end of Section 2.2.3, performance models
that only model the maximum power density are shown. These models can be con-
sidered as the most simple performance models. Afterwards, a four step procedure
is introduced in Section 2.2.4 that allows to compare different performance models
with each other. Finally, in Section 2.3, the problematic of metastable effects for

performance modeling is introduced.

In Chapter 3, the outdoor data that are analyzed in this thesis are introduced.
For analyzing the data, an empirical performance model is chosen: the Karmalkar-
Haneefa (KH) model. It is explained in detail in Section 3.2. The KH model is a
simple, empirical performance model. However, to investigate how suitable it is for
thin film outdoor modules, the Loss-Factor-Model (LFM) is chosen as a reference

model. This is also an empirical performance model and is introduced in Section 3.3.

In Chapter 4, the KH model is analyzed with the four step procedure to identify
if this model is suitable for the performance analysis of thin film modules. The
results of the model investigation are compared to the LEM. Section 4.1 starts with
the parameterization step. In Section 4.2, the fitting of the whole current density-
voltage (JV) curve is analyzed and compared to the one-diode model. The main
focus lies here on the maximum power point fitting. Section 4.3 continues then with
the parameter analysis of the KH model and LFM and finally, in Section 4.4 the
energy yield prediction with the KH model and the LFM are done and compared to

each other.

After the analysis of the KH model, Chapter 5 deals then with the analysis of
the outdoor data with the KH model. A detailed degradation analysis and investi-
gation of metastable effects of CdTe for more than two years based on the results
obtained with the KH model is made in Section 5.2. Afterwards, the behavior of the
open circuit voltage (V;.), the differential resistance at the open circuit point (Roc),
the differential conductance at the short-circuit point (Gy.), the fill factor (FF'), and
finally, the maximum power density (Pupp) are investigated also for different CdTe

modules for four different climate regions. Based on the analyzing of the outdoor

13
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data of CdTe, an empirical model describing the behavior of R, in the four climate

zones are implemented.

After the empirical approach for the investigation and modeling of metastable
effects, Chapter 6 deals with a physical approach for the analysis and modeling of
metastable effects towards a dynamic performance model. Here, a-Si:H cells are in-
vestigated at the laboratory under defined conditions. Therefore, first a degradation
experiment with different cell thicknesses under different light intensities are done.
Also light changes are made to investigate the dynamical response of the cells. The
experiment and its results are explained in Section 6.2. Then a new degradation
model that describes the defect changes is developed and combined with a device
simulator. The results and its limitations are investigated in Section 6.3.

Finally, in Chapter 7 the conclusions drawn in the individual chapters are
summarized.

This work was carried out in the framework of the project “PV-Klima”, project
number 0325517C, funded by the Bundesministerium fiir Wirtschaft und Energie
(BMWi).
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2. Fundamentals

In this chapter an introduction of performance modeling for solar cells and modules
will be given. Therefore, first important physical models for the performance of
solar cells will be explained in Section 2.1. Second, an overview about the main
performance models will be given in Section 2.2, starting with device simulators
in Section 2.2.1. In the afterwards following subsections the performance models
will get more and more simplified, going on with equivalent circuit models in Sec-
tion 2.2.2, and finally giving an overview about empirical performance models in
Section 2.2.3. To compare the different models with each other, a four step proce-
dure for this comparison will be introduced in Section 2.2.4. Finally, in Section 2.3,
metastable effects of a-Si:H, CIGS, and CdTe and modeling approaches for those

effects will be introduced.

Before starting with the physics and the performance models, it has to be
mentioned that in this thesis, the term “parameters” in combination with perfor-
mance models will be used to describe measurable physical values as for example
Jse or Ve The term “coefficients” is used for values that describe the dependence of
parameters on environmental conditions, for example temperature coefficients. The

environmental conditions are classified as “variables”.

2.1. Basic physics of solar cells

Photovoltaics is the conversion of sunlight into electricity. Photovoltaic cells them-
selves are semiconductors with selective contacts. The electronic states of the semi-
conductor define the basic characteristic of the photovoltaic cell and also the inter-
action between light and semiconductor. For the full understanding of the device

physics an understanding of the electronic structure of the semiconductor is therefore
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essential.

In this section, first the basic electronic structure of semiconductors will be

introduced. Afterwards, the main working principle of solar cells is explained.

2.1.1. Electronic states

In Figure 2.1, the schematic band diagram of an intrinsic semiconductor is shown,
with the band gap E,, the Fermi-level E;, and the conduction and valence band
E. and FE,, respectively. At the temperature 7' = 0K, there are no electrons in the
conduction band and the valence band is fully filled by electrons. The band gap E,

is calculated by

EC
E,4 === ======"F
EV

Figure 2.1. Schematic band diagram of an intrinsic semiconductor

Describing the electronic states of crystalline Silicon, only the extended states
in the valence and conduction bands have to be considered. However, amorphous
devices as a-Si:H solar cells exhibit besides the extended states also two types of
localized states, namely the tail states and the mid-gap states. In Figure 2.2 a

schematic band diagram of a-Si:H with all three states is shown.

Describing the electronic structure of amorphous devices as a-Si:H, all three
states have to be considered. Therefore, all three electronic states will be discussed
in the following. It will be started with the extended states. Afterwards, the two

localized states are explained.
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Figure 2.2. — Schematic band diagram of a-Si:H in the Gaussian-distributed-
amphoteric mode. DOS indicates the density of states.

Extended states

The extended electronic states in semiconductors are in the conduction and valence
band. From the Maxwell-Boltzmann approximation (see [18]), the carrier concen-

tration in equilibrium for the extended states can be written as

Efn - Ec
B E, - Efp,
p = Nyexp < T > : (2.3)

where n and p are the charge carrier concentrations for electrons and holes, re-
spectively, and N, and N, are the effective density of states in the conduction and
valence band edge, respectively. The quasi-Fermi levels for electrons and holes are

described with Ey, and Ey,, respectively, and k is the Boltzmann constant.

If the n— and p— concentrations are smaller than the effective density of states
(N, or N,) and the Fermi levels are more than several k7" below the effective density

of states, the Maxwell-Boltzmann statistic is a suitable model to describe the carrier
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concentration for the extended states[18].

Tail states

The random nature of amorphous semiconductors leads to a blurring of the energy
levels of the conduction and valence band edge. These are the so called “tail states”.
The tail states are trapping centers and can be described with one continuous dis-
tribution. They are single electron states, so they can be occupied by one or zero
electrons. They behave like acceptor states at the conduction band edge and like
donor states at the valence band edge. So an occupied acceptor-like state is nega-
tively charged, and neutral if it is empty. A donor-like state is neutral if it is occupied
and positively charged if it is empty. The density of states (DOS) formed by the
band tails decreases exponentially from the bands towards the bandgap. The band
tail slopes are characteristic for a given amorphous material and are an indicator of
material quality [19]. The experimentally measured slope is called Urbach energy
and is governed by the wider tail which is typically the valence-band tail [19]. The
DOS of the localized band-tail states are described by N, for the conduction and
by Ny for the valance band-tail distribution with [20]

E-FE,
Nyt = Negexp ( 7 ) (2.4)

c0

E,—F
Ny = Ny exp ( z ) , (2.5)

00

where F, and F,y are the characteristic band-tail slope energies. The charge oc-
cupation and the recombination in these states are calculated with the Schockley-
Read-Hall (SRH) theory [21]. Tail states exist also for CdTe [22] and CIGS [23]

solar cells.

Dangling bond states

Crystalline Silicon has a diamond cubic structure, where each Silicon atom forms
four bonds to other Silicon atoms. Hence, each bond consists of two atoms. Amor-

phous hydrogenated Silicon solar cells suffer under the lack of long range order which
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leads to the situation where the bonding requirements are not fulfilled for all atoms.
These states are called “dangling bond”. The atomic hydrogen present in the mate-
rial can passivate these bonds. This passivation greatly reduces the dangling bond
concentration from 10m= 10 m=3 to 10 m™3 10*2m~> [20]. However, there
are still enough dangling bonds left that have a high impact on the cell performance
and need to be considered in the device simulation. A Silicon atom having dangling-
bonds with one electron has a neutral state which has an electronic state indicated
as D°. If the electron of one dangling-bond is missing, the net charge of the Silicon
atom is positive and the electronic state is denoted as D*. And with a second elec-
tron in the dangling bond, the atom is negatively charged and the state is indicated
as D~. The dangling bond is an amphoteric state that can have two energy levels:
the E1/9 level related to the transition between the positively and neutrally charged
states of the dangling bond, and the E%~ level related to the transition between
the neutrally and negatively charged states of the dangling bond. The states are
close to mid gap and serve as recombination centers. The energy difference between

those two states is the correlation energy U.

For the distribution of the dangling-bond states the Gaussian-distributed-
amphoteric-defect model and the defect-pool model are the most used model. The
Gaussian-distributed-amphoteric-defect model describes the two energy states with
Gaussian distribution separated with the energy U [19]. In Figure 2.2, a schematic
band diagram for the Gaussian-distributed-amphoteric mode is shown. The defect-
pool model calculates the absolute position and the DOS in dependence of the
Fermi-level Er [19]. More information about these two models can be obtained
from the work of Pieters in [20]. The recombination and trapping processes over the

amphoteric states are described with the theory of Sah and Shockley [24].

It should be noted, that in recent years alternative models have been developed
that pose that the DB states are actually voids (see for example [25]). However, for
the device simulation the origin of these states is of no consequence as only their

distribution and properties are used.
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2.1.2. Working principle of solar cells

In the previous subsection, the basic electronic structure for solar cells has been con-
sidered. Based on this, this subsection deals now finally with the working principle

of solar cells.

The most fundamental working principle of a photovoltaic solar cell is the
photoelectric effect. Thereby, electron—hole pairs are created via the absorption of
sunlight. To excite an electron into the conduction band, the energy of the absorbed
photon needs to be at least as large as the band gap of the semiconductor. However,
to generate usable current, the electron and hole need to be collected at the selective
contacts of the solar cells. The transport is therefore an essential process for solar
cells. In Figure 2.3, the two processes electron-hole pair generation and transport
are visualized. However, not every generated electron-hole pair is collected by the
contacts as the charge carrier transport is limited. Electron-hole pairs that are not
collected recombine before they reach the contacts. As in this thesis, degradation
processes are in main focus, the recombination process will be explained in more
detail in the following. However, first the transport equation for semiconductors

will be explained as they are fundamental for semiconductor device simulation.

Figure 2.3. Schematic band diagram for a solar cell. The two processes electron-
hole pair generation and transport are visualized with a red and two
green arrows, respectively.

Semiconductor equations for charge carrier transport

The Poisson equation in connection with the continuity equations for electrons and
holes are the basic equations, describing the physics of semiconductor devices and by
this also photovoltaic cells [4]. Considering the transport equations in one dimension

(z), they can be written as
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02 OE  p

022 0z €€

where ¢ is the vacuum level related electrostatic potential induced by the space

(2.6)

charge density p, which is normalized to the relative and the dielectric constant of

vacuum (€, €, respectively). The electrical field is E. The continuity equations are

on 10J,
— == . — R, 2.
; . 0z +G,— R (2.7)
and
Jdp 10J,
. . 0z +Gp— Ry, (2.8)

where ¢ is the elementary charge, G is the the generation rate through photon
absorption, R the recombination rate, ¢ the time, and J, and J, the electron and

hole current densities, respectively, that are described by

0E;,

Jn = [tnn 8,; (2.9)
oF

Jp = tipp 85”7 (2.10)

where p, and p, are the band drift mobilities for electrons and holes, respectively.

The total current density can then be described as:

J=Jy+J, (2.11)

Recombination

As explained in Section 2.1.1, the tail states and dangling bond states in amorphous
devices act as charge trapping and recombination centers and influence the electrical
properties of the material significantly. Basically, the recombination process that

can happen in semiconductor devices can be divided in two parts: the radiative and
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non-radiative recombination.

The radiative recombination is the opposite process of the generation of an
electron/hole pair by the absorption of a photon. During the recombination, the
excited electron loses its energy. This energy generates either a photon or phonons.
If the recombination process releases a photon, this is called radiative or band-to-
band recombination as the electron from the conduction band directly combines

with a hole in the valence band.

Semiconductors can be classified by the band gap, which is either direct or in-
direct. In semiconductors with a direct band gap as for example Cadmium Telluride
(CdTe), Copper Indium Gallium Diselenide (CIGS), and a-Si:H, the recombination
needs only one particle. In contrast, the recombination of an electron/hole pair in
an indirect semiconductor as for example crystalline Silicon releases a phonon ad-
ditional to the photon. Therefore, the right momentum of the phonon is needed
for this. As two particles are needed for this recombination in an indirect semicon-
ductor, radiative recombination is here less probable than in semiconductors with a

direct band gap.

Shockley-Read Hall recombination belongs to the most important non-radiative
recombination process of solar cells. This recombination happens when a trap state

occupied by an electron captures a hole or vice versa.

The recombination via the SRH mechanism can be described as [26, 27]

pn —n;
Tp (N +n1) 4+ 7o (p+p1)’

Rspy = (2.12)

where n; is the intrinsic carrier concentration under equilibrium, 7,, the lifetime for
electrons when the recombination centers are completely empty and 7, the lifetime
for holes when all recombination centers are occupied by electrons, and n; and p;
are the equilibrium electron and hole concentrations when the Fermi level coincides
with the position of the recombination centers [27]. The SRH model is a suitable
model for recombination via states in the forbidden band gap [28] and is valid for

most parts of crystalline Si solar cells [29].
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2.2. Photovoltaic performance models

In the previous section, the basic physics of solar cells has been explained. The
physics of the solar cell determines the characteristic current density-voltage (JV)
curve of each solar cell which describes the performance of the solar cell. In this

section, different performance models for solar cells and modules will be introduced.

In Figure 2.4, a typical illuminated JV curve with the main points the short
circuit current density (Jy), the open circuit voltage (V;.), and the maximum power
point (MPP) are shown. The illuminated JV curve of a solar cell can be considered
in a first approximation as the superposition of the JV curve of the solar cell in
the dark with the light generated current density Ji. In physical correct term, the
JV curve is shifted by illumination down into the fourth quadrant, where power
can be extracted. However, in the PV outdoor performance community it has been
common to plot the illuminated JV curve in the first quadrant. This will be done
also in this work when showing outdoor data. In contrast, for results from single

cells in the lab the JV curve is shown in the fourth quadrant.
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Figure 2.4. — Typical JV curve with main points.

In the literature, many performance models exist describing the whole or parts
of the JV curve. Performance models are essential to extract information from the
JV curve and analyze the behavior of solar cells. The available performance models
in the literature can be divided in three groups, namely device simulators, equivalent

circuit models, and empirical models. In this thesis, all three types of performance
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models will be used. Therefore, an overview about the three model types will be

given in the following, starting with device simulators.

2.2.1. Device simulators for thin film photovoltaics

At the beginning of the performance modeling, a challenge for the physical simu-
lation of solar cells was the numerical solution of the Poisson equation (see Equa-
tion 2.6) and the continuity equations (see Equation 2.8) with the right boundaries
conditions. 1964 Gummel introduced an iterative procedure to solve these differen-
tial equations [30]. He did it for a one-dimensional transistor model. The carrier
concentration was calculated with the Maxwell-Boltzmann statistic and the recom-
bination with the SRH theory. Since then, device simulators have been improved
significantly and also special device simulators for photovoltaics have been devel-
oped. Regarding the considered photovoltaic technology, the requirements for the

device simulator differ.

The simulation of thin film photovoltaics has led to special device simulators
for this technology. As in this thesis, the device simulation will be used for thin film

solar cells, in the following the main thin film device simulators will be introduced.

Compared to single crystalline Silicon solar cells, thin film solar cells consist of
much more layers, especially if tandem solar cells are considered. The used materials
for thin film solar cells come along with more complex physics and therefore is one
of the main reasons why numerical modeling of thin films is not so well developed
as for crystalline Si solar cells [31]. Acoording to Burgelman et al. [31], a device
simulator for thin film solar cells has to fulfill the following criteria: simulation of
multiple semiconductor layers (minimum of six layers), correct handling of graded
materials (bandgap E,, electron affinity x, effective density of states N, and N,
optical absorption, etc.) along the depth axis of the device, consideration of discon-
tinuities in the energy bands F, and F, at the interface between the layers and the
effect of deep energetic states, both in the bulk of the semiconductor layers and at
the interfaces. Of course, most of the points are also valid for crystalline Si solar

cells. However, the requirements for crystalline Si devices tend to be more relaxed.

One of the main points that distinguish crystalline Si solar cells from thin
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Figure 2.5. — Typical illuminated and dark JV curve for an a-Si:H solar cell. The
data are derived from ASA for a 300-nm thick solar cell.

films like a-Si:H, CdTe, and CIGS solar cells is that for those solar cells the “su-
perposition principle” (with voltage-independent photocurrent) is invalid [32]. At
high forward bias, the illuminated curves lie above the dark curve, and the curves
intersect in one point. This is also called “cross-over”. In Figure 2.5, the dark and
illuminated JV curve for a 300-nm thick a-Si:H solar cell are shown. The data are
derived from the device simulator ASA (Advanced Semiconductor Analysis). Note,
that the JV curve is shown in the fourth quadrant. The failure of superposition is
due to bias-dependent photocurrent. Various authors have investigated this effect
and explained it in different ways (see for example [33, 34, 35]). However, this effect
cannot be neglected for JV analysis. This already indicates that the basic model
for SRH recombination, as described in Section 2.1.2, is not enough for thin film
modeling. The special needs for those cells led to development of new device simula-
tors. The main three device simulators for thin film solar cells are AMPS (Analysis
of Microelectronic and Photonic Structures), SCAPS (Solar cell CAPacitance Sim-
ulator), and ASA. They are all one-dimensional device simulators. All three models

will be introduced briefly in the following.

AMPS was developed by Fonash et al. at the Pennsylvania State University
and released in 1997 [36]. It is especially well adapted to simulate amorphous and
polycrystalline solar cells with large densities of point defects in the energy gap and

therefore, is often used for a-Si:H and CulnSe2-based solar cells [36].
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SCAPS was published in 1996 by A. Niemegeers and M. Burgelman from
the University of Gent [37]. It was mainly developed for polycrystalline CdTe and
CIGS/CIS solar cells [37] for which it is still used. SCAPS allow to define up to
seven layers and in each layer up to three deep levels. The level can be classified as
donor, acceptor, or neutral level and can be energetically distributed in the forbidden
zone (single level, uniform band, Gauf, or exponential tail) [38]. It also includes
recombination at the interface states and their occupation via an extension of the
SRH formalism [38].

ASA has been developed since 1987 at the Delft University of Technology and
today is a commonly used advanced computer program for simulating solar cells
based on amorphous and crystalline semiconductors [39, 21]. In 2007 the version
ASAS5 was published by B. Pieters et al in [39]. The ASAS5 version will be also
used in this thesis. ASA is a very flexible model and compared to the other two
device simulators, it offers a large number of layers and meshing nodes [31]. For
each layer, most of the parameters can be spatial distributed. For example, for
the effective density of states, doping densities, and mobilities a constant, graded
linear, or exponential distribution can be defined or the parameter distribution can
be read directly from a file [31]. In addition, as it has mainly developed for a-
Si:H solar cells, it also contains special recombination and density of states models.
For the distribution of the dangling-bond states, the amphoteric-defect model and
the defect-pool model are the most used model, as explained in Section 2.1.1. Both
models are provided in ASA [21]. The modeling of dangling-bond states distribution
will be important for Chapter 6.

With ASA, spatial resolved device simulations for the depth of the solar cells
can be made. As a device simulator, it considers the main physical effects with
respective models. For development of new cell concepts and deep physical under-
standing of the solar cells, device simulators as ASA are necessary. If a parameter
set is defined for the considered solar cell, the cell performance can be modeled for
a large temperature and irradiance range. However, for each considered cell a huge
amount of parameters have to been known that are not always available. One possi-
bility to solve this problem is to substitute the device simulator with an equivalent

circuit model. This model will be introduced in the next section.
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2.2.2. Equivalent circuit models

Equivalent circuit models are important models for the performance modeling of
solar cells and modules. In this subsection, an introduction about equivalent cir-
cuit models will be given as well as different parameterization techniques will be

discussed.

In 1949 Shockley published his theoretical investigation about pn junction
devices [40]. From this theory, diodes can be describes with the Shockley diode

equation as

J=J [exp (n‘i:T) - 1} : (2.13)

with Jy the diode’s ideal reverse-bias saturation current density and nyq the ideality
factor, also known as the quality factor. For a pn-junction diode with recombination
in the neutral zone(s) as the dominant recombination mechanism, n;q would be unity
(ideal diode behavior). In 1955 Prince described a solar cell with an ideal pn junction
and a constant current source parallel to it [41]. The pn junction is represented by a
diode and also today the common description of a solar cell. The diode describes the
dark JV curve and the total recombination current density in the device. Additional
components for this description of a solar cell are a parallel and a series resistance.
The parallel resistance can originate from shunts, which partly short circuit the
contacts of the diode. The series resistance hampers the charge carrier transport,
for example at the the contacts. All components together lead to the well-known
“five parameter model”. The schema of this equivalent circuit model is shown in

Figure 2.6 and the respective equation is [42]

J=J —Jy [exp <V+J><R) _ 1} _V+IxR (2.14)
a Rsh
with N kT
a= an (2.15)

where the light current density is Jy, the series and parallel resistances are R, and
Rgp,, respectively, and Ny is the number of cells in series. With N, the model is

also applicable to modules. If only one solar cell is considered, N, is one. It has to
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be mentioned that Equation 2.14 is valid for a fixed temperature. In opposite to
device simulators, here only five parameters, namely Jr, Jy, Rs, R, and nyq have
to be considered. The ideality factor niq is normally between one and two [43]. All
five parameters can be considered as functions of cell temperature and absorbed
irradiance [43]. The JV curve is obtained directly from Equation 2.14. However, in-
depth physical information gets lost. Compared to the device simulator, the spatial
resolved information is no longer possible with the equivalent circuit model. The
equivalent circuit model is a simplified physical model that can be used for individual

solar cells, modules, or an array consisting of several modules [43].

Figure 2.6. — Equivalent circuit model of a PV device. This model represents the
five parameter model.

A more precise model than the one-diode model is the two-diode model which
is for example explained in [44]. Here, two parallel diodes instead of one are used to
model the device. For solar cells where the electric field is not over the whole solar
cell thickness, one diode with n;q &~ 1 models the recombination that takes place
in the quasi-neutral region(s) and a second diode with niyq &~ 2 represents the non-
radiative recombination that takes mostly place in the depletion region. Under low
light conditions, the recombination in the depletion region becomes more important
[45]. Hence, the two-diode model provides a better description for solar cells over a
wide range of irradiance levels. The additional diode extends the parameter amount
according to Equation 2.13 to in total seven parameters. Of course, also models
exist with even more diodes as for example the three-diodes model published by
Nishioka [46]. However, those models are not the common models for PV module
performance. Most studies have found out that for crystalline Si solar cells the
one-diode model is sufficient for PV modelling [47]. The one- and two-diodes were

originally thought to describe the behavior of mono- and poly-crystalline Si solar
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cells. However, they are today also used for thin film solar cells [48].

The introduced equivalent circuit models are build on the superposition of
a dark diode and a photocurrent source. Wagemann et al. [49] have shown that
this is valid for crystalline Si solar cells. However, as explained in the subsection
before, thin film solar cells show a different behavior. Therefore, in the literature
adapted equivalent circuit models for those cells exist. One example is the model of
Merten et al. [34]. They modified the one-diode model by extending it with a new
term that takes the recombination losses in the intrinsic layer of a-Si:H solar cells
into account [34]. Hegedus et al. [50] suggested for thin film solar cells the one-
diode model extended with a general term for parasitic losses, that also accounts for

voltage-depended photocurrent.

The equivalent circuit model shown in Figure 2.6 can be considered as the basic
of equivalent circuit models for solar cells. It will be used also in this thesis as well for
crystalline Si but also for thin film solar cells. The mathematical description of this
model is Equation 2.14, which is an implicit equation describing the relationship
between current and voltage. However, five parameters have to been determined
for this model. Extending the model with more diodes, as for example the two-
diode models, the amount of parameters that need to be calculated increases. The
parameter determination is a challenging part of these models due to the solving of
non-linear equations. For the two-diode model even two exponential terms have to
be solved. In the literature, only a few solutions to calculate the seven-parameter
equivalent circuit exist. In addition, these solutions are mostly related to the single
cell and not to the entire module [51]. As the equivalent circuit model in this thesis
will be used to describe outdoor module data, it has been decided to take the one-
diode model. The parameterization of the one-diode model will be discussed in more

detail in the following.

Parameterization of the one-diode model

Despite the long history and the importance of the one-diode model in the perfor-
mance modeling of photovoltaic, no standard method has been adopted by the broad
community. However, without a standard method for estimating the five model

parameters, different estimation techniques can lead to different model parameter
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values even when the parameter values are obtained from the same measurement
set. Hence, uncertainties regarding model parameters contributes to uncertainties
of PV system performance prediction [52]. Therefore, Hansen defines three criteria

that a successful parameter estimation method should fulfill, namely [53]:

1. Robustness - the parameters can be obtained for a wide range of module

technologies and in the presence of reasonable measurement errors.

2. Reliability - the same parameter values should be obtained repeatedly when

the model is applied to the same data by different analysts.

3. Accessibility - a full documentation and easy implementation of the method
should be available and it should be possible that the method can be used by
anyone with adequate general background in PV modeling and in numerical

analysis techniques.

The parameterization procedure can be defined in two parts. First, the set of
equations that describe the parameters have to be defined. Afterwards, the equations
have to be solved. The parameterization methods themselves can then be divided in
two groups. The first group deals with methods that use only values typically found
on a manufacturer’s data sheet, i.e. Jy, Vi etc., and the second group deals with
methods that use, in some manner, the full range of measured voltage and current
data of the JV curve [52].

Methods that only use manufacturer’s data are very commonly used [52]. A
well-known representative of this group is the method from de Soto et al. [42]. Other
models using values from manufacturer’s data sheet are described in [43, 54, 55]. De
Soto et al. [42] obtain the five parameters by solving five independent equations.
The data sheet information they need for their method are the Jg., V., the current
density (Jmpp) and voltage (Vipp) at the maximum power point, as well as the
temperature coefficient of the open circuit voltage and the temperature coefficient
of the short circuit current density. The four parameters Js, Vie, Jmpp, and Vipp
are normally all measured at standard test condition (STC). From the Jy, Vo, and
MPP values three J — V pairs are obtained that are substituted in Equation 2.14.
A fourth equation is obtained by setting 0P/6V = 0 (where P = JV ) at the MPP.
Finally, the fifth equations is derived by translating the Equation 2.14 at the V.

to another cell temperature different from STC. However, this group of model is
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not suitable to consider outdoor JV data that exhibit metastable and degradation
effects as the values of the parameters at STC can change over time. Therefore, in

this thesis the second group for the parameterization method is used.

Methods from the second group for the parameterization have different ap-
proaches. Some methods work with approximations of Equation 2.14 over parts of
its domain. One of the very first parameterization methods are from Kennerud [56]
and Charles [57]. They derived two of their five equations from describing Equa-
tion 2.14 at the slope of the J,. and V,. point. The slopes were determined from
experimental JV curves with certain errors [57]. Afterwards, the equations were
solved numerically. Phang et al. [58] took these equations, made certain approxi-
mations and derived by this explicit equations for the five parameters. Hence, no
numerical solution but an analytical solution could be applied to the equation sys-
tem. An often used approximation by Phang et al., used also by others, is given by
[58]

v
7|,

J=Jsc

Ry ~ (2.16)

Also the method of Kim et al. works with approximations for the parameters Jp,
Jo, and nyq [59]. However, the R and R, values are obtained with a least square
method, fitting to the whole JV curve. Other models fit all parameters. For ex-
ample, Dallago et al. [60] define an incremental conductance derived from Equa-
tion 2.14. With this conductance and R, they define fitting ranges for the five
parameters. With an optimization model, they change Ry and by this also the other
parameters, whereas they search for a maximal coefficient of determination (R?)
value between the experimental and the modeled JV curve. Also in this thesis, the

parameters for the one-diode model will be fitted.

Those models that fit at least one parameter have three parts to classify them.
The first part is the parameter of the objective function. That can be the current
density of the JV curve, which is mostly used, as for example in Dallago et al. [60],
or for example the maximum power point as in [61]. The second part is the error
metric. This can be for example the coefficient of determination [60] or the mean
square error [62]. Finally, the third part is the numerical technique with which

the iteration is done to minimize the error. Here, firstly, conventional nonlinear
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fitting algorithms, such as the least-squares method (LSM) and variations of it, have
been put forward to solve this problem [63]. Later, also optimization techniques
as the Levenberg Marquardt method were used [64]. With the advancement in
computing, the use of artificial intelligence techniques has increased greatly [65].
Artificial intelligence techniques include Fuzzy control, evolutionary algorithms and
Neural Networks [65]. The most widely used evolutionary algorithm in PV models
is the genetic algorithm [65] and is for example used by Moldovan et al. [66].
Its advantage is that no assumption is made about the values of the parameters
[66]. Moldovan et al. used this method to extract parameters from organic solar
cells, where many of the assumptions other models made to define initial values are
not valid [66]. The genetic algorithm belongs to the global optimization methods.
All named techniques that are used to minimize the error of the measured and
experimental values are optimization methods. Optimization methods are defined
as "an approach to solving design problems with N variables" [67]. Optimizer
solutions as for example the conventional nonlinear fitting algorithms search for
a local optimal solutions, whereas global optimizer techniques as for example the
genetic algorithm find the global optimal solution that meets all of the constrained
conditions for the objective function [67]. Optimization techniques need in general a
specific computer capacity and are not very simple to implement and use compared
to the conventional nonlinear fitting algorithm. Of course, global optimizers require

a certain expertise as they control the trade off between reliability and speed.

Lambert W-function

To overcome the difficulties with the parameterization of the implicit Equation 2.14,
exact analytical methods based on the Lambert W-function have been pushed for-
ward, which will be discussed in the following as it is also used in this thesis. In
the mathematics, the Lambert W-function is a set of functions, or more exactly the
branches of the inverse function with the definition @ = W (z) exp (W (z)) [63]. The
Lambert W-function derives from the year 1758, when Lambert solved the trinomial
equation x = ¢ + 2™ by giving a series development for z in powers of ¢ [68]. 1779
Euler discussed it further and transformed Lambert’s equation into a more sym-

metrical form [68]. Banwell [69] used the Lambert W-function to analyze a biploar
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transistor circuit. Four years later, in 2004, Jain and Kapoor [70] were the first
ones to use the Lambert W-function to analyze solar cells. Also in this thesis, the

Lambert W-function is used when analyzing the one-diode model.

To derive the Lambert W form for the one-diode model, one can start with a

transcendental function [53]

Pt =cr +d, (2.17)
make the substitution [53]
d
—t=ar+ 2 (2.18)
c
and obtain [53]
tpt = — S (2.19)
c

The definition of Lambert’s W leads to

w (—%pb’%d lnp)

t=
Inp

(2.20)

With this a solution of Equation 2.17 in terms of Lambert’s W is obtained as [53]

1 1 a
r———W (—a nppb—cd) _4 (2.21)
alnp c c
Applying this to Equation 2.14 leads to [53]
Rsh |4
J=— (4 Jy) -
Rsh + Rs ( L O) Rsh + Rs (2 22)
B nid%hw R,Jy R, ox Ry, Rs(Jo+Jo)+V '
R, nigVin Rep + Ry P Ry, + R, nig Vi .

The parameterization procedure for models based on the Lambert’s W method
stays the same as explained before: definition of an objective function, an error met-

ric, and the numerical solver. Depending on the numerical solution also appropriate
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initial conditions have to be determined. In this thesis, the parameter of the objec-
tive function is the current density. The error metric is the root-mean-square error

and as a numerical solver the Nelder-Mead simplex algorithm [71] is used.

Performance modeling based on equivalent circuits is a simplification of the
device modeling as explained in this section. Therefore, these models are limited to
certain ranges. For example, if the one-diode model is fitted to high irradiance, it is
not very suitable for low light conditions as different recombination effects cannot
all be considered in the ideality factor niq. The parameterization of this model is
based on approximations and numerical optimization of the respective equation for
the considered equivalent circuit model as the equation cannot be described with
elementary functions. This makes it difficult to use the one-diode model for large
amount of data and therefore, empirical models have become important for perfor-
mance modeling. Empirical models are only based on the description of the mea-
sured JV curves. For measurement of outdoor data these models can be adapted to
different technologies and are used to analyze a huge amount of data. The empirical

models will be introduced in the following.

2.2.3. Empirical models

Empirical performance models can be divided in two classes: the first one deals only
with modeling of the performance, i.e. they consider only the Py, of the measured
JV curve. The second class deals with the parameterization of the JV curve, i.e.
it considers the whole or several parts of JV curve. Both types of models will be
discussed in this subsection, starting with the performance models that parameterize
the JV curve. Afterward, also models that only deal with the performance of the

JV curve will be considered.

Empirical models that parameterize the JV curve can be sub-divided in two
groups. The first group only deals with parts of the JV curve. These performance
models consider certain measurement points of the JV curve, for example the J.
and Voe. The Py, is then calculated by these parameters. The second group are
fitting models. These performance models fit empirical equations to the whole JV

curve and can so describe each point of it. The P, can then be calculated by
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setting 6P/0V = 0 (where P = JV).

A very common empirical model is the Sandia Array Performance Model
(SAPM), presented by King et al. [72]. It belongs to the group that considers
parts of the JV curve. The SAPM is also implemented in the often used PVLIB
Toolbox [73]. In the following, the SAPM will be explained as a representative of
empirical performance models to show the general modeling process of empirical

models.

The SAPM considers six parameters at the JV curve. These are the Jg., Ve,
and the current density and voltage at the maximum power density Jmp, and Vipp,
respectively. The two other points are defined as J, and J,,. The parameter J,
is the current density at the voltage equal to one-half of the open-circuit voltage
and J,, the current density at a voltage midway between Vi, and Vi [72]. The
maximum power can be calculated with Ju,, and Vi,,,. However, in some cases,
for example in battery charging application, other voltages than Vi,,, are necessary
[72]. With the six parameters, measured at five different points, the shape of the

JV curve can be estimated.

For each of the six parameters, the SAPM offers one equation to translate
the parameter to other temperature and irradiance conditions. The main parts of
translation equations, as in the SAPM, are always the consideration that the Jg
and the irradiance show a linear correlation and the V. and the irradiance show
a logarithmic correlation. These relations can be derived from the five-parameter
equation of the one-diode equation (see Equation 2.14). These simplified equations,
of course, cannot compete with the device simulators. In the empirical models, just
the main relations between the physical parameters are considered. Other effects
are ignored and of course lead to limitations of the model application. However,
empirical performance models allow fast performance analyses of the main param-
eters. A difficult part of these models are the calculations of the coefficients of the

translation equation, for example the temperature coefficients.

Exemplary, the translation equation for Jy,pp, in the SAPM is [72]

Jmpp = Jippo{ CoEe + ClEg} X {1+ agmpp (Te = To)}, (2.23)
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where Jp,pp, is the current density at MPP at reference condition, 7T, the cell tem-
perature inside the module, T, the reference cell temperature, E, the effective irra-
diance, and aympp the temperature coefficient. The values Cy and C are empirical
constants. According to the definition at the beginning of this chapter, Cy, C1, and
Qympp are the coefficients, Jn, and Jy,,p, are the parameters and E,, T, and T, are

the variables.

The temperature coefficients can be taken from the manufacture’s data sheet or
can be measured [72]. The determination of the temperature coefficient is important
for many empirical performance models (e.g. [74]) and will be also important for the
work of this thesis. The measurements of the temperature coefficient are described
in [75]. The measurements can be done indoor or outdoor. Nevertheless, the “mea-
sured” temperature coefficient can deviate from the “real” temperature coefficients
due to spatially non-uniform temperature distributions during the measurement [72].
According to the IEC 6081, the measurements to determine temperature coefficients

under natural sunlight should fulfill the following requirements [76]:

1. “the total irradiance is at least as high as the upper limit of the range of interest

2. the irradiance variation caused by short-term oscillations (clouds, haze, or
smoke) is less than +2% of the total irradiance as measured by the reference
device

3. the wind speed is less than 2ms~1".

The environmental conditions that are considered for the performance model
are very important in general for empirical performance models. As already shown
in Equation 2.23, the SAPM model uses the effective solar irradiance and the cell
temperature. The effective solar irradiance describes the fraction of the solar ir-
radiance to which the cells inside the module actually respond [72]. For Jy., even
the influence of variation in the solar spectrum and the optical losses due to solar
angle-of-incidence is considered with empirical functions in the SAPM [72]. For the
cell temperature, the equations of the SAPM are based on assumptions for thermal
heat conduction through the module materials. Depending on the module material,
different coefficients are provided by King et al. [72]. The SAPM takes several
influences into account for a precise performance modeling and prediction. How-

ever, it is also possible to simplify the model by using only the in-plane irradiance
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and back-of-module temperature as well as to calculate all coefficients directly from
the measurement points. These simplifications still lead to a suitable performance
model [77]. For the choice of a suitable performance model, it is important to con-
sider which information about the environmental conditions are provided by the

considered data set.

In opposite to the SAPM, more simple performance models with less param-
eters and coefficients exist. One example is the Loss Factor Model by Sutterliiti et
al. [74] that uses five parameters derived from the JV curve and the irradiance and
temperature. To describe the shape of the JV curve, this model takes the slopes at
the short-circuit and open-circuit point as well as the fill factor into account. The
environmental conditions can be described with the measured in-plane irradiance on
the module and the back-of-module temperature. The model is described in detail

in Section 3.3.

Similar to the one-diode model, many performance models haven been de-
veloped primarily for crystalline Si technologies. In this thesis, the performance
modeling of thin film technologies is investigated. Stein et al. compared the one-
diode model with the SAPM and LFM for thin film and crystalline Si modules
[78]. They found that the one-diode model appears to exhibit a strong sensitivity
to temperature for the thin film modules, whereas the parameterization was done
according to De Soto [42]. The lowest bias errors for all technologies was achieved
with the LEM. This is also the reason, why the LFM is taken in this thesis as a

reference performance model.

The other mentioned group of the empirical models are the fitting models.
They describe mathematically the shape of the JV curve. The fitting equation
normally does not have any physical meaning. A very simple one is the Karmalkar-
Haneefa (KH) model [79]. This model will be explained in detail in Section 3.2. Its
advantages are that it uses a simple expression to describe the JV curve and only
needs four parameters. Other fitting models are published by Das [80] and Miceli et
al. [48]. However, due to the empirical description of the JV curve, these models are
limited to certain applications as for example for modules measured under forward
bias but not under reverse bias. In this thesis, the KH Model and its suitability for

thin film performance modeling will be investigated in detail in Chapter 4.
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Finally, the last group of performance models are those that only model the

maximum power output. The three most common models in this category are:

1. the Matrix Method developed mainly by LEEE-TISO [81]

2. the MotherPV method (Meteorogical, Optical and Thermal Histories for the
Energy Rating of PhotoVoltaics) developed by INES/CEA [82]

3. the SSC model (Site-Specific Condition) developed at CREST [83]

These models can again be divided in two groups according to Friesen et al.
[84]. Models as the Matrix method use one equation to describe the power. Models
as the MotherPV and the SSC model separates the temperature influence from the
module efficiency [84].

Table 2.1. Environmental input data required by each model for performance mod-
eling. Adapted from [85]
Environmental Inputs | Matrix | MotherPV | SSC

Ambient Temperature X
Device Temperature X
Irradiance in plane X X

Irradiance horizontal
Spectral Information

SRRl

Another division of model types can be made my considering which environ-
mental input data they use. This information is shown in Table 2.1. The advantages
of the models that concentrate only on the maximum power are of course that they
are very simple and can be implemented very fast because they neglect many phys-
ical information. The aim of empirical models like the MotherPV method is to
describe the energy production of modules at specific conditions with a simple and
fast method [86]. Empirical models that only concentrate on the performance are
the most simple performance models. In contrast to them, the device simulators are
the most complex performance models that have also the most physical information.

All other introduced performance models are in between those.

Considering the application of the single PV performance models, it can be
stated that if the energy yield prediction of complete power plants is the aim of the
performance modeling, empirical models are the suitable choice. However, for the

failure analysis of PV modules empirical models that parameterize the JV curve and
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equivalent circuit models need to be taken. For the physical understanding of single
solar cells, especially regarding metastable defects, device performance modeling is
necessary. Despite their differences, all performance models have certain aspects
in common. These aspects allow to compare these performance models with each

other. These aspects will be explained in the next subsection.

2.2.4. General structure of PV performance models

In the subsections before, different PV performance models have been introduced.
Considering the type of PV performance model, the models differ in their suitable
applications. However, despite their differences, all performance models describe at
the end a performance of a PV device and their main interest is to describe it as
precise as possible. Until the performance prediction can be done, all performance
models have to go through four steps, that determine how precise these models are.

In this subsection, the four steps will be introduced.

In Figure 2.7, the general scheme of how PV performance models use this
four step process is shown. In the first step, the parameters for the performance
model have to be determined. This can be either done by fitting, for example for the
one-diode model with optimization techniques (see Section 2.2.2), or by determining
directly from the measured JV curve as it can be done for the SAPM. In this step,
a first error can be stated. Of course, due to numerical problems with the fitting
method or due to measurement errors in the directly parameter extraction, these

errors influence the further application of the performance model.

After the parameters are obtained, the dependence on environmental condi-
tions is determined, i.e. the coefficients of the performance model are calculated.
For example, for the Jip, of the SAPM this means that Equation 2.23 is fitted to the
measured Ji,,, values so that the temperature coefficient as well as the coefficients
Cp and C can be calculated. The application of these translation equations is nor-
mally limited to a certain temperature and irradiance range as they are empirically
motivated. But of course, also environmental conditions as the wind speed can lead

to false temperature coefficients (see Section 2.2.3).

In a third step, the parameters and/or JV curves are translated to reference
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Figure 2.7. — General scheme how photovoltaic performance models use a four step
process to analyse measured outdoor data Dy, via (i) parametrization
and (ii) parameter analysis to find the coefficients for the parameters’
dependence on the variables temperature 7" and irradiance G. Then the
data can be (iii) translated to reference conditions and finally expected
output data Dy, are calculated from the respective variables T' and G.

conditions. These reference conditions allow for example to compare modules at
different locations with each other. Of course, the determined reference condition
depends on the error of the parameter and coefficient extraction as well as on the

translation equation.

Finally, if the reference conditions are known, the parameters of the perfor-
mance models can be calculated for a given irradiance and temperature together
with the translation equations. This way, energy yield prediction can be done. For
given values, the prediction can be compared to real values and the final error for
the performance model can be determined. The prediction error is the most impor-
tant quality factor for performance modeling. Of course, it is also influenced by how

accurate temperature and irradiance values are.

Comparing different performance models with each other, the considered per-

formance models can be compared with each other for each of these four steps and
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the respective errors can be calculated. This will be done in Chapter 4, where the
KH model and LFM are compared with each other. However, the errors are not
independent of each other. Errors in the parameterization steps of course influence

the error of the following three steps.

2.3. Modeling of degradation and metastable

effects

In Section 2.2 different performance models have been introduced for describing
the characteristic JV curve of PV solar cells. However, due to degradation and
metastable behavior the characteristic of the solar cell can change over time and
therefore lead to a change in the JV curve. In the following, the metastable ef-
fects of a-Si:H, CIGS, and CdTe will be introduced briefly and afterwards modeling

approaches for degradation and metastable effects will be introduced.

For a-Si:H modules, the Staebler-Wronski-effect [87] describes the metastable
changes upon exposure to light and application of a certain bias and temperature.
The effect is reversible by annealing at high temperature [15]. Although, the effect
is known very well, the detailed physics behind it is still unclear. Also for uc-Si:H
the effect plays an important role regarding its amorphous content. With reduced
amorphous phase, the cells become more stable [88]. Therefore, it is also important
for tandem cells as a-Si:H/pc-Si:H. The degradation and annealing effects of a-Si:H

cells are described in more detail in Chapter 6.

CIGS and CdTe solar cells show a different behavior under light-soaking. For
CIGS, Rau et al. show that temperature treatment leads to a decrease of the dark
conductivity, whereas light-soaking can reestablish the previous state [14]. Also
the open circuit voltage improves under light-soaking and forward bias. However,
Sasala and Sites [13] have shown that the total voltage change diminishes as the

temperature increased above room temperature.

CdTe shows in parts a similar behavior. The V. increases with light-soaking
and forward bias and decreases under dark-conditions [13]. This may happens due

to a depopulation of trap states in the absorber junction [13]. The degradation and
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annealing effects of CdTe cells are described in more detail in Chapter 5.

In addition to the metastable behavior, also long-term degradation occurs [89].
Ishii et al. found out that it can take about two years until thin film modules are
stable [89)].

Due to metastabilities and degradation, the performance of thin film solar cell
depends on the environmental conditions the cell was exposed to before. To consider
metastable and degradation effects of a solar cell into the performance modeling, a
time-dependent performance modeling is necessary. One of the first time-dependent
performance models has been done by Klaver et al. [90]. They combined a device
simulator with a rate equation for the defect evolution to describe the light-induced
degradation of a-Si:H solar cells. However, they consider only cells under stable
environmental conditions. Describing the dynamic behavior of thin film modules,
acquires a lot of knowledge about the physics of these solar cells. Until now, no
suitable dynamic performance model of thin film modules for outdoor application
has been developed. Omne of the few promising dynamic performance models has
been developed by Zhu et al. [91] for a-Si:H solar cells. They considered changing
temperature treatment for a-Si:H cells and developed a dynamic performance model
that combines the maximum power modeling with a rate equation describing the

defect evolution.

Considering the reliability of thin film modules, the demand of dynamic per-
formance models is increasing which comes along with the analysis of the degra-
dation and metastable effects. In general, it can be summarized that a dynamic
performance model consists of a (stationary) performance model as introduced in
Section 2.2 and a rate equation that considers the time-dependent change of the so-
lar cell characteristic as described in Section 2.1. In this thesis, thin film solar cells
and modules will be analyzed under dynamic environmental conditions and based

on this analysis, two different dynamic performance models will be developed.
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method

In this chapter, the outdoor data set that is later analyzed is explained. The data
set is provided by TUV Rheinland. After the introduction of the data set, two
empirical performance models, namely the Karmalkar-Haneefa and the Loss Factor
Model, are introduced. The Karmalkar-Haneefa model is explained in Section 3.2

and the Loss Factor Model in Section 3.3.

3.1. Outdoor data set

The main part of the investigated data set covers three different technologies mea-
sured in four different locations. The three different technologies are CdTe, CIGS,
and a-Si:H/uc-Si:H. The locations are Cologne in Germany, Ancona in Italy, Chen-
nai in India, and Tempe in Arizona, USA. Furthermore, data of two additional
technologies were collected in Cologne, namely a-Si:H and poly-crystalline Silicion
(poly-Si). For CdTe three and for CIGS four modules per test site were investi-
gated. For all other technologies, one module per test site was investigated. A
detailed overview of the investigated outdoor module set is shown in Table 3.1.
To distinguish between the three CdTe modules, they are classified as "CdTel",
"CdTe2", and "CdTe3", respectively. The label for the four CIGS modules follows
analog, i.e. "CIGS1", "CIGS2", "CIGS3", "CIGS4".

Each test site was equipped with identical samples and a measuring system
developed by TUV Rheinland [92]. All PV modules were brand-new samples man-
ufactured in 2013 [92]. Furthermore, they are full-size as they can be bought on the

market [93]. Regarding the installation, the modules are mounted facing south. In

43



Outdoor data and analysis method

Table 3.1. — Investigated modules

PV modules | locations | Quantity per location
a-Si:H/pc-Si:H 4 1

a-Si:H 1 (Cologne) 1

CdTe 4 3

CIGS 4 4

poly-Si 1 (Cologne) 1

addition, the modules are shaded neither by trees or building parts, nor by other
solar modules [93]. They are open rack mounted without thermal insulation and
in a distance of 10cm to each other. The tilting angle is 35° in Cologne and in
Ancona. In Tempe the tilting angle is 33.5° and in Chennai it is 15°. Each module is
equipped with a seperate electronic DC load which allows synchronous performing
of the JV-curve measurement every ten minutes with measurement duration below
1s [94]. The 4-wire contacting for independent current and voltage measurement
starts directly at the connector of the PV modules. Every 30s the Py, is measured.

For measurement of the back-of-module temperature, each module is equipped
with two Pt100 sensors on the back. The irradiance in the plane of the array is
measured by a ventilated pyranometer. The measurement of the temperature and
irradiance were taken synchronous to the JV curve measurement [94]. More details

on the various test sites can be found in Appendix A.

Each module, except for the a-Si:H one, is measured for more than two years.

The time frames for the different locations are:
Ancona: 1st November 2013 to 31st July 2016
Tempe: 13th December 2013 to 31st July 2016
Chennai: 1st February 2014 to 31st July 2016
Cologne: 12th March 2014 to 30th June 2016

The data for the a-Si:H module in Cologne are from a different measurement
set up. The data are also provided by TUV Rheinland and measured at the same
locations as the other modules. However, the module was measured in the time
frame: 31st May 2015 to 15th June 2016. In addition, also the time intervals for

the measurement are different than described before. Here, the JV curves were

44



3.1 Outdoor data set

measured only every 30 minutes. The irradiance is measured before and after the
JV curve measurement. This measurement allows to take irradiance fluctuation
during the JV curve measurement into account and filter the JV curve data. In
this thesis, only data of the a-Si:H module in Cologne were used where the irradiance
change before and after the JV curve measurement is < 5%. In other literature even
lower values of 2% are used as a criteria (see [78]). However, for the other modules
of the investigated data set no irradiance filter can be used. This leads, of course,
to a higher noise in the measurements than with the filter criteria of 2%. For the
JV curve data, the noise in the measurement at low irradiance (< 200 W/m?) is
very high. Therefore, in the following chapters only data measured under at least

250 W/m? are taken into account.

Table 3.2. — Test site specifications. Data are taken from [95, 96]

Cologne Ancona Chennai Tempe

Germany Italy India Arizona
Latitude 50.922813 43.474195 33.42404 12.984217
Longitude 6.991705 13.074653 -111.910036 79.987987
Altitude [m] 65 125 355 35
Tilt Angle 35° 35° 33.5° 15°
Azimuth (true 180° 180° 180° 180°
north-based)

In Table 3.2, the test site specifications are listed in more detail for all four
test sites. Also the latitude and longitude of the test sites are given here. With this

coordinates, the exact location of the test sites can be obtained.

In Figure 3.1, the locations of the four test sites are shown on the Koppen-
Geiger climate type map of the world published by Peel et al. [97]. Each color
indicates one climate zone here. It can be derived that with the four test sites four of
30 possible climate zones are covered. Considering only the five main climate classes
of the Képpen-Geiger system, which are classified as A-E in [97], it is found that
three climate classes are covered with the test site, namely one tropical (Chennai),
one arid (Tempe) and two temperate (Ancona and Cologne). This shows that with
the available data set a wide range of climate conditions can be covered. In more
detail, the test sites in Chennai, Tempe, Cologne, and Ancona are in the climate

zones Tropical-Savannah, Arid-Desert-Hot, Temperate-without dry seasons-warm
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summer, and Temperate-dry summer-hot summer, respectively. In [97] these climate
zones are claimed as Aw, Bwh, Cfb, and Csa, respectively. The first letter always
indicates the main climate class. The climate zones of the test sites mean in detail
that in Chennai very hot temperatures over the whole year with some very dry
and very wet months occur. In Tempe warm temperatures with low precipitation
is typical. Ancona is in a region with more moderate temperatures than Chennai
and Tempe but still hot and dry summers occur here. And finally, the region of
Cologne can be described with moderate temperatures, warm summer and moderate
precipitation. The detailed definition of the respective climate zones can be found
in [97].

Figure 3.1. Outdoor test sites in Ancona, Cologne, Chennai, and Tempe on the
Koppen-Geiger climate type map of the world published by Peel et al.
[97]. Each color indicates one climate zone. The exact legend for the
climate zones can be found in [97].

In Table 3.3, the average measured environmental conditions at the test sites
are shown. They are in good agreement with the Képpen-Geiger classification. As
mentioned before, the low irradiance data are not considered in the data analysis.
By this, around 5%-19% of the data are neglected. The most extreme conditions
are the high irradiance and low precipitation in Tempe, the high temperature and

high precipitation in Chennai and the low irradiance and temperature in Cologne.

Another environmental condition is soiling. This effect has been investigated
for this data set by Herrmann et al. [98]. Whereas soling for Cologne and Ancona

is negligible, it has a higher impact in Chennai and Tempe. Herrmann et al. show
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that in the first year of operation soiling leads to power losses of -3.7% in Tempe
and -2.3% in Chennai. Chennai shows lower losses due to more rainfall. In the first
year of operation Herrmann et al. observed also that the surface of standard glass is
efficiently cleaned by rainfall and therefore, losses due to soiling can regenerate up
to 99% compared to a module that is cleaned on a regular basis [98]. However, for
long-term exposure, permanent soiling has a high impact on the power, in particular
if moss is formed on the glass from organic dust settlement[98]. During the outdoor-
exposure of the modules, the modules were not cleaned. Therefore, soiling effects

have to be considered especially for modules in Tempe and India.

Table 3.3. — Environmental conditions of the test sites. Data are taken from [95]

Annual Average
in-plane . qu Aver.age annual
Location solar 1rra(.ilan(.:e ambient amount of
irradiation contribution temperature precipitation
[kWh /m?] (<200W/m?) (> 15W/m?) ]
Cologne 1195 19% 15.2°C e
Ancona 1556 12% 18.1°C 757
Chennai 1861 9% 30.3°C 1197
Tempe 2360 5% 27.4°C 219

For the data analysis, beside the low irradiance data also data with unphysical
Jses Ve, differential resistance at the open circuit point (R,.), and the differential
conductance at the short-circuit point (Gy) are neglected in the following data
analysis. These parameters were determined with the KH method. The exact
procedure for the parameterization step is explained in Chapter 4. In Figure 3.2,
as an example, the weekly measured back-of-module temperature and in-plane solar
irradiance measured for the CdTel module, excluding low irradiance and unphysical
JV curve parameters, are shown for Cologne and Tempe. At the top of the plots,
the months and year of every 40th week is shown. The red line in the plots always
indicates the respective maximal measured value for the week, the blue line the
minimal weekly measured value and the black line the average weekly measured
value. The plots for Ancona and Chennai can be found in Appendix A. It can be
seen that the seasonal variation of the irradiance is in Cologne higher than in Tempe.

In addition, due to filtering out low irradiance data (min values are in Figure 3.2
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not lower than 250 W/m?), the average irradiance is shifted stronger for Cologne
than for Tempe due to different share of low irradiance (see Table 3.3). However, it

is still observed that the average irradiance in Tempe is higher than in Cologne.

For the temperature, it can be seen that in Tempe higher values are obtained
than in Cologne. At both test sites, the seasonal variations of the temperatures are

clearly visible.

In summary, it can be stated that the temperature and irradiance data show
the typical behavior for the respective climate zones. This means that the used
filter process does not change the data strongly and is therefore suitable for the

data analysis.
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Figure 3.2. — Weekly back-of-module temperature and in-plane solar irradiance mea-
sured for the CdTel module in a) Cologne and b) Tempe

For the analysis of the measured current-voltage (JV') curves per module, the

data were transformed to JV curves per cells, i.e. the voltage was transformed
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2 single cell area. With this

to voltage per cell and the current to current per cm
transformation, the JV data are independent from the module design and allow to
estimate whether the V. and Js. are comparable for the respective technology. In

the next two sections, the analysis method for these data will be introduced.

3.2. Karmalkar-Haneefa model

In this thesis, the Karmalkar-Haneefa model will be investigated in detail to find
out how suitable it is for the analysis of thin film solar cells. The available data for
the analysis have been introduced in the previous section. In this section, now the

Karmalkar-Haneefa model will be explained.

In 2008, Karmalkar and Haneefa introduced the power law function according

to [79]

jzl_(l_’Y)v_’V'UmvWithj:J/JsmU:V/V:)c . (31)

Transforming the equation, one obtains

J(V) = Ju. [(1 —9) Vl +y G/)m - 1} . (3.2)

This equation belongs to the models that transform the JV characteristic implicit
representation into an explicit form [99]. With their model, Karmalkar and Haneefa
wanted to derive a simple explicit JV model, which yields closed-form solutions of
the maximum power point and the fill factor and in addition, allows prediction of
these parameters from a few measurements [79]. For the Karmalkar-Haneefa (KH)
model, only four parameters are needed, namely Jy., Vie, v, and m. The values Jy
and V. can be derived directly from the measurement. The values v and m can be

calculated from two additional measurement points as [100]

)
2

(J =06 —0.4) /0.6 (3:3)
m = lOg [(04 — (1 — ’)/) v |j:0.6) ’)/_1] IOgU |j:046 . (34)
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Equation 3.3 is valid for 0.6™ < 0.6 [100]. The points j = 0.6 and v = 0.6
are taken as those measurement points are not close to either the short- or open-
circuit point as small measured values are prone to large percentage errors [79]. In

m

addition, the derivation of v is based on neglecting the term yv™ in Equation 3.1,
which is only vaild if the taken point is not on the sharply turning curve corner [79].
However, in this thesis v and m will be determined by fitting Equation 3.2 to the

whole measured JV curve.

The maximum power point is derived by first calculating the normalized peak
power voltage Umpp = Vinpp/Voc and then calculating jmpp = Jmpp/Jsc With Equa-
tion 3.1. The value vy, itself is obtained by setting d (jv) /dv |,=ypp= 0. According

to Karmalkar and Haneefa [79], the solution can be empirically adjusted as

vapp A (m+1)"Y™ = 0.05 (1 — ) (3.5)

and finally, the fill factor FF is given by [79]

FF = vupp X jupp = vmep [1 — (1 — ) vapp — Y03ipp) - (3.6)

In [100], Saleem and Karmalkar and in [79], Karmalkar and Haneefa applied the
model on several types of solar cells. They found out that the model is applicable on
several solar cells. In Figure 3.3, for example one KH fit and the respective measured
jv curve for poly-Si, CdTe, CIGS, a-Si:H/uc-Si:H, and a-Si:H in Cologne are shown.
However, Karmalkar and Haneefa say that the model is valid for moderately convex
JV curves with 0.56 < FF < 0.77 [79]. Therefore, Karmalkar and Saleem modified
the model in [101] to cover a wider range of solar cells from concave (FF < 0.25)
to highly convex (FF > 0.85) curve shapes [101]. However, this model introduces
two additional parameters. In the following work, the simple KH model introduced
in [79] will be used for the analysis of the outdoor data due to the small necessary
parameter set.

In Figure 3.3, the KH Model was applied for different types of solar technolo-
gies, namely poly-Si, CdTe, CIGS, a-Si:H/uc-Si:H, and a-Si:H. The data are taken
from the measured modules in Cologne. For comparison, the respective measured

JV curves are shown here as well. It can be seen that also thin film modules can
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Figure 3.3. — Exemplary one KH fit per technology (black lines) and the respective
measured jv curves for poly-Si, CdTe, CIGS, a-Si:H/uc-Si:H and a-
Si:H in Cologne (red dashed lines).

in general be described with the KH model. One aim of this thesis is to obtain a
model with a small amount of parameters that is easy to fit to outdoor data for
thin films and allow a physics-based analysis. For this, the used parameters need
to be physically meaningful. In the next chapter (Chapter 4), it will be discussed
if the parameters of the KH model are physically meaningful. Figure 3.3 indicates
that the model is not limited to one type of technology. The further analysis of the
applicability of the KH model for different solar cell technologies will also follow in
the next chapter. Due to its simplicity, the KH model can be fast implemented.
Also in [102] the authors achieved fast implementations of the KH model.

As can be seen in the Equations 3.1 to 3.6, m and 7y are important parameters.
Both parameters describe the shape of the JV curve [101]. In Equation 3.1, the
linear term captures the slow fall in current with voltage near the J. point and the
power law term describes the rapid fall near the V. point [100]. From Equation 3.1
one obtains that v and m are are directly related to the differential resistances R

and Ry, respectively, as [103]
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1 dJ Jse
-7 = 3¢ = 3.7
A Voc( 7) (3.7)
and
1 dJ Jse
= — =—(1- . .
N M T (I=v+ym) (3.8)
Inversion of equations 3.7 and 3.8 yiels [103]
‘/oc (Goc - Gsc)
=0 e % 3.9
" Jsc - ‘/ochc ( )
and
V
=1 Gee—= | 3.10
v T (3.10)

with Gg. = 1/Ry. and Goc = 1/ R, the differential conductances at the short-circuit

and open-circuit point, respectively.

In the following work, Equation 3.2 will be used and fitted with the lowest

root mean square (rms) error to the measured JV curve according to

1 (S — i\
=,|— —Snfaw 3.11
ms =\ [ 13 ( ) (311)

=1 Jsc,raw

where the subscript “KH” indicates the respective value of the KH model and the
subscript “raw” the measured value. The symbol n indicates the amount of measured

JV points per JV curve.

From the fit Js., Vi, m, and 7 are determined. Then, with equations 3.7 and
3.8, G5 and R, are determined, respectively. In the next section, the Loss Factor
Model will be discussed which will be later used as a reference model to evaluate
the KH model.
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3.3. Loss Factor Model

In 2011, Sutterliiti et al. introduced the “Loss Factor Model” (LFM) [74]. The LFM
is based on physically normalized parameters and a set of coefficients that describe
how these parameters depend on irradiance and module temperature. Already in
2005, Ransome et al. showed how using normalized values for J,. allows a better
failure analysis [104]. Ransome et al. normalized here the measured Js. to the Jy
at reference condition. In this section, the LEM will be introduced, whereas the

parameterization and the translation to reference conditions will be explained.

The LFM was developed to simulate PV performance, determine instabilities,
find faults, and predict the energy yield for several PV technologies [105, 106]. The
LFM is taken as a reference model in this thesis as it has been applied to various
thin film technologies, different locations (see for example [74, 107]), and different fill
factors [108]. In addition, it has been used for long term analyses (see for example
[109]). Very good parameter [110] and maximum power point prediction [78] have
been achieved with the LFM.

The LFM uses five parameters. In the original literature, the parameters are
indicated with prefixes, for example the prefix “n” is used to classified normalized
parameters [111]. For a better readability, in this thesis, the superscripts “n”, “m”,

73]
I

and are used to indicate normalized, measured, and reference parameters, re-
spectively. Information about temperature corrected parameters are given in the

subscript of the respective parameter.

In the LFM, the normalized parameters are calculated from measured outdoor
and reference JV parameters [111]. The reference parameters can be taken for
example from indoor flash measurements at STC or from name plate values [111].

The parameters are defined as |78, 105]:

Jo = e q 3.12
5= (3.12)
Jl’l'l
n _ “r 1
Rl =T (3.13)
VIl’l
n o oo 14
‘/;)C Vr (3 )
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VIIl
R, = — 3.15
oC ‘/Org ( )
FF™

" R x Rn x FF"

FF™ (3.16)
G; is the irradiance measured in suns. In Figure 3.4, the key points of the LFM
are visualized, which are J3, R}, Vi, RS, and FF". Shown are a reference JV curve
and a measured JV curve. The abbreviation “MMF” indicates the correction for the
Miss-Match-Factor. Regarding the available data set, this could not be done in this
thesis. Only an irradiance correction is done, when translating from the reference
to the measured value and vice versa. This will be explained later in this section.
For the V., a correction for the temperature is very important and is in Figure 3.4
indicated as “tcorr”. The match of the tangents at V. and Js is the point (Vr,Jr)
and is needed to obtain R, and Rf.. The maximum power point for the measured
JV curve is indicated as Pyjpp.

J scaIF.-
= JlJgc IGj
r
Jse
MMF S S
V reference JV curve S
"~
2 \\\
i v™, a™) "
\
\\
n
Roc \‘
\
1
\

"l

measured JV curve 1

]

1
! V scale

V._-I..‘c tCorr = WVoc

Figure 3.4. — Example measured and reference JV curves showing key points and
their graphical derivation. Plot is adapted from [74, 105].

The here introduced Loss Factor Model is referred to LEM-A [74]. In a second
version of the LFM, the LFM-B, the parameter F'F" has been substituted by the
product of [J= /Jr™ x Jt /Jr | and [V2 /Ve™ x VE/VE ] Thus the model was
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extended to six parameters. With the aim to obtain a good performance model with
few parameters, in the following only the LEFM-A will be considered when referring

to the LEM. From the five parameters, Phpp 1s obtained as:

Ph = JMR'V"R" FF"

mpp scoc

JRVORFF™ 1

T LVIFFT G, (3.17)

SC " oC

Pno1

mpp

Piop G;

After obtaining the parameters, they are corrected for the module temperature.
Normally, also a spectral mismatch correction is done for the Jy. [105]. However, in
the considered data set of Section 3.1, no data are available for this correction. In the
following, therefore, only a temperature correction will be done. For the temperature
coefficients calculation, the data first have to be filtered. According to Sutterliiti
et al. [112], the filtered data should be at high irradiance (> 500 W/m?), within
an hour of solar noon, at clear sky and high module temperature (> 25°C) over a
short time period to avoid effects due to diffuse conditions, snow, angle of incidence,
degradation etc.. Afterwards, a linear regression fit of the LFM parameters is done

vs. temperature. The temperature correction term is defined as [78]:

Tcorr,i =1 + a; X (Tmeas - ﬂef) . (318)

Taking STC for the reference values, Tier is 25°C. The temperature correction is
done for Js., Voo, FF, and Py,,[78]. However, with the relation [7§]

O pmpp = QJse T Qvoe + OFF (3.19)

and Equation 3.17, only three temperature coefficients, namely for Js., Vi, and FF
have to be determined. The temperature coefficient itself is obtained by dividing

the gradients of the linear regression fits by the intercepts [105]. For example, for
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Jse, the temperature coefficient is calculated by:

n

1
Qgge = ——— X 25 (3.20)
> sc.G.ref aTmeaS

In Figure 3.5, as an example, the linear regression fits are shown for one week
measurement for the CIGS1 module measured in Italy. As only information about
module temperature and irradiance are available, the data were fitted for high irra-
diance (> 800 W/m?) and high module temperature (> 25°C) and the time period
was set to one week. Hence, not all above explained filter requirements from Sut-
terliiti et al. [112] could be fulfilled. This leads to higher noise data that affect the
calculation of the temperature coefficient. However, as the LEM will be used to
compare it with the KH model, for which the same data set than the LFM is used,
the reduced filter possibilities are not problematic. Nevertheless, this aspect has to

be mentioned when comparing both models.

For the reference value for the LFM, neither indoor flash measurements at
STC nor name plate values were available. The used reference value calculation is

described in Section 4.3.

All these mentioned problems indicate already that the LFM needs, in best
case more, information than is available, which makes it more difficult to adapt it
to all data sets. Nevertheless, the available data set provides enough information to

use the LEFM. The results of this analysis are shown in the next chapter.

From the above described temperature correction, the temperature correction

for the parameters are calculated by

sr::,T = anc/Tcorr,Jsc (321)
oIé,T = V:)Ié/Tcorr,Voc (3.22)
FF% = FFH/TCOrr,FF . (323)

In a next step, the three temperature corrected parameters (Jg r, Vo v, FF7) and

the two remaining parameters (RS, RL.) are fitted to G; with [78]:

oc)
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Figure 3.5. — Example linear regression fit (line) for the temperature coefficient cal-
culation for the LEM. Data are taken from the CIGS1 module measured
in Italy. The fit is done for Jg (black dots), Vg (red dots), and FF™
(green dots).

fn (G,) =1+ X log Gz —Cc3 X Gf . (324)

Equation 3.24 is empirical and is fitted to all data and all five parameters. In
Figure 3.6, the results of the f,—fit with Equation 3.24 are shown for all five LFM
parameters. The data are taken from the CIGS1 module measured in Italy. It can
be seen that Equation 3.24 fits all data very well. With the Equations 3.17, 3.18,
and 3.24, the parameters and the P, can be translated to all reference conditions.

These translations will be done in Section 4.3.

In the next chapter, the LFM will be taken as a reference performance model
for thin film modules and the KH model will be compared to it to investigate if the

KH model is as suitable as the LFM for performance analysis.
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Figure 3.6. — Example f,—fit (lines) for all five LFM parameters. Data are taken
from the CIGS1 module measured in Italy. The fits are done for anc’T
(black dots), Vi ¢ (red dots), FIFp (green dots), RS, (magenta dots),
and Ry, (blue dots).
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4. Outdoor data analysis with the

Karmalkar-Haneefa model

In this chapter, the use of the Karmalkar-Haneefa model for performance modeling
will be discussed and compared to the Loss-Factor Model. As discussed in Sec-
tion 2.2.4, the four steps of performance modelling are: (i) the parametrization, (ii)
the parameter analysis, (iii) the translation to a reference condition, and (iv) the
energy yield prediction. Each of these steps introduces a certain error. As men-
tioned in the previous chapter, the LFM is an established performance model for
thin-film modules. The KH model, however, is not very well-known. The KH model
has two obvious advantages compared to the LEM. First, the KH model uses less
parameters (only four) than the LFM (five) and secondly, no numerical determi-
nation of the slopes at short-circuit and open-circuit points are necessary, as these
slopes are derived from a fit to the whole JV characteristic. This parameterization
step will be investigated further in Section 4.1. Afterwards, in Section 4.2 the KH
JV curve fitting, especially at the MPP will be investigated. In Section 4.3, the
parameter analysis and the translation to reference condition are investigated for
the KH model and compared to the LEM. Finally, in Section 4.4, the last step of
the four-step procedure, the prediction, is investigated for the KH model and also
compared to the LEM. It should be noted that the outdoor data that are used in this
chapter were previously introduced in Section 3.1 and that for better comparison,

the outdoor data are transferred to cell level.
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4.1. Parameterization

Comparing the parameterization of the KH model (see Section 3.2) and the LFM
(see Section 3.3), it should be noted that the LFM requires an additional parame-
terization step, whereas for the KH model the parameterization step is the fitting
procedure of the KH Equation 3.2. For performance models like the LFM, a com-
mon method for the parameterization step is a linear fit around V' = 0 to determine
Jse and Ry, (Rse = 0V/0J) and another linear fit around J = 0 to determine V;,
and Ro. (Rs. = 0V/OJ). In this section, the linear and the KH fits will be first
investigated in detail and then compared to each other. All investigations in this

section will be done with the data of the Cologne test site.

20 20
- Jsc’ - o—o—o—.—.—.oooon/; LMPP E Jsé
£ " raw data o KH fit to
= raw data
§ dJidViv=o ° g raw data
= . —
E- 10 1Rsc < S 1of
z } z
2 s
5 4V o *I g
§ 0 oc g ol
3 Voc o Voc
0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800
Voltage V[mV] Voltage V[mV]
(a) Linear Fit (b) KH Fit

Figure 4.1. — Parameter determination with a) two linear fits and b) the KH fit

Figure 4.1 shows the two parameterization methods for the same JV curve. In
Figure 4.1a, the two linear fits (red lines) are shown and in Figure 4.1b, the KH fit
(red line) is shown. Using the KH fitting model, the four physical parameters Jg,
Voe, Rse, and R, are obtained directly from a single fit of the entire JV curve.

For the linear fitting methods, first of all the fitting ranges have to be defined.
In Figure 4.1a, one fitting range is shown as example to determine Js. and Ry, (green,
one asterisk) as well as V;. and R, (violet, two asterisks). The reason for the fitting
range is that often significant variations in these fitted resistance values arise from
measurement errors. To reduce the statistical spread in the determined resistance

values, the fit is commonly applied over a defined voltage range. However, this leads

60



4.1 Parameterization

to the situation that the determined values deviate from the actual reciprocal slopes
at Voo and Js.. In the next subsection, it will be investigated how sensitive the

parameterization of the parameters is to the fitting procedure.

In addition, it can be observed from Figure 4.1 that the outdoor JV curve
measurement starts above V' = 0 and ends before J = 0, which is common for
outdoor measurements. Figure 4.1 shows that the measured maximal voltage is not
so far away from J = 0, whereas the minimal measured voltage can vary several mV
from V = 0 (see Figure 4.1). For this reason, not only Ry and R, are determined by
fitting but also Ji. and Vi.. Therefore, the fits need to be extrapolated (red dashed
lines) to Js. and Vo.. All this needs to be considered when doing the parameterization
step for the performance models. Therefore, in the next subsection, first the detailed

fitting procedure for the linear fits will be explained before the results are shown.

4.1.1. Results of the linear fits for CdTe

In this subsection, the influence of the linear fitting is analyzed for the first CdTe
module (CdTel) measured in Cologne. To investigate the influence of the linear
fitting procedure to the parameterization, first different fitting ranges have to be
defined.

For the definition of the linear fitting range, the Maximum Power Point (MPP)
was chosen as a reference point. Then, relating to this MPP, the range for the single
linear fits was determined. For the determination of J;. and Rg., the range was
chosen as [Vipin, X Vinppl, With Vi, as the minimal measured voltage, Vi, as
the voltage at MPP, where z = {1/4,1/3,1/2,5/8}. For V. and R,., the linear
fitting range was chosen as [Jmin, ¥ X Jmpp), With Jym as the current density at the
maximal measured voltage, Jmpp as the current density at MPP and y as a variable,
where y = {1/7,1/4,1/2,5/8}. The fit itself was performed with the least squares
method in the defined range. As mentioned before, in Figure 4.1a, two fitting
ranges are shown as example. Here, J;. and Ry were determined with a fitting
range of [Vinin, 1/2 X Vinpp] (green, one asterisk) and for V. and R a fitting range
of [Jmins 1/2 X Jimpp] was taken as example (violet, two asterisks). In the following, it

will be shown how these four parameter are influenced with changing linear fitting

61



Outdoor data analysis with the Karmalkar-Haneefa model

ranges.
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Figure 4.2. — Results for R, by using different linear fitting ranges for CdTel. The
fitting range was chosen to be [Vinin, & X Vinpp|. Here, the influence of
is shown. Each of the four plots represents one of the following x values:
1/4 (black squares), 1/3 (red dots), 1/2 (blue up-pointing triangles),
5/8 (magenta down-pointing triangles). For easier comparison of the
different Rg. values, the Js. value of each JV curve has been calculated
with z = 1/2.

Using different fitting ranges for the linear fits, it was found that the values
obtained for Ry, and to a lesser extent for R,., depend strongly on the fitting range,
whereas the values for V. and J;. have a much weaker dependence. Therefore, it
will be concentrated on Ry in this subsection. The other three parameters will be

mentioned later in comparison with the KH model.

Figure 4.2 shows the results for Ry, calculated for the CdTel module in Cologne.
For each JV curve, Ry has been calculated by varying x from 1/4 (black squares)
to 5/8 (magenta down-pointing triangles). The resulting Ry values are shown as
a function of the measured Js. value. Thereby, the J;. values have been calculated
with = 1/2 for each JV curve. Two trends can be observed: First, it can be seen
that the Ry values decrease with Jg. and secondly, it can be observed that small fit-

ting ranges lead to higher Ry, values than larger fitting ranges. The different fitting
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Figure 4.3.

Mean and standard deviation for Ry, for different Jy. ranges using
different linear fitting ranges. Each of the four plots represents one of
the following = values: 1/4 (black squares), 1/3 (red dots), 1/2 (blue
up-pointing triangles), 5/8 (magenta down-pointing triangles). In a)
the absolute values are shown. In each Js range, the fitting range
with & = 1/4 shows the highest average value for Rg. and the highest
standard deviation. The average Rs. value is decreasing by decreasing
the x value for the fitting range. In b) the relative bias and standard
deviation values are shown. For each Js. range, the respective values
are related to the R value obtained from the fit with x =1/4. Negative
bias values indicate a mean Ry value that is lower than the mean value
obtained from the fit with  =1/4. The three Js. ranges are not labeled
here.

ranges can lead to a difference in the obtained Ry, value of a factor of two.

In a next step, the mean and standard deviations of the Ry, values for the dif-

ferent fitting are investigated. The results are shown in Figure 4.3a. In Figure 4.3a,

the absolute mean and standard deviation for R, is calculated for three different J.

ranges. This is done as the Ry, values depend on Jy. as mentioned before. For each

Jsc range, four different linear fitting ranges are investigated. It can be seen from

Figure 4.3a that as the fitting range is increased Rs. and the standard deviation are

decreased.

The absolute mean and standard deviations values can also be considered in

relation to each other. This is done in Figure 4.3b. Here, the average value obtained

with the smallest fitting range, i.e. 2 =1/4, is set for each considered J;. range as
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a bias error of zero, as it can be assumed that the smallest fitting range shows in
average the closet fit to the "real" Ry value. The standard values and average values
from the other fitting ranges were set in relation to this value for each Jy range.
Then the respective relative mean bias and standard deviations were calculated for

each fitting range and for each J. range by

HRse,x,i — HRsc,x=1/4,i

relative mean bias = (4.1)
HRsc,x=1/4,i
Tl o s
relative standard deviation = ——=¢%l (4.2)
HRsc,x=1/4,i

with pgreex; the mean value of Ry calculated with a specific linear fitting range x
over a specific Js range ¢. The variable ogg x,; indicates the standard deviation of

R obtained for a specific linear fitting range x over a specific Js. range .

A negative bias value indicates a mean Ry, value that is lower than the mean
value obtained from the fit with 2 =1/4 in the respective Js range. The three dif-
ferent Ji. ranges shown in Figure 4.3b are the same as in Figure 4.3a, however, they
are not labeled here. Figure 4.3b visualizes the trade-off between standard deviation
and mean bias error: A small fitting range leads to a high standard deviation and
a small mean bias error, whereas a large fitting range leads to a small standard

deviation and a high mean bias error.

For a reliable parametrization, a low standard deviation is needed. However,
a low standard deviation can only be obtained with a high mean bias error, as
explained. A compromise for this problem can be found in mean fitting ranges, as
for example  =1/2. Here, neither the standard deviation nor the mean bias error
show values that are too high. Based on these results, the difference between the

KH and the linear fitting methods will be investigated in the following.

4.1.2. Comparison of the KH and linear fits for CdTe

Using the KH equation for fitting JV curves, the values for Js. and V. show only
small deviations compared to the values calculated by the linear fit. Further in-

formation for this can be found in Appendix B. The largest deviation between the
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Figure 4.4. — Results for Ry by using the KH fit (dark red crosses) for CdTe. The
results are compared to the two linear fittings with z = 1/4 (black
squares) and z = 5/8 (magenta down-pointing triangles).

KH fit and the linear fits can be observed for the Ry values. In the following, the
deviation between the R, values from the KH and the linear fit will be investigated

in more details. Afterwards, also the R,. value will be considered.

In Figure 4.4, the obtained Ry values of the KH and the linear fits are plotted
as a function of Jy., whereas Ji. is determined with the linear fitting with « =1/2.
The results of the KH fit are compared to the Ry, values obtained with linear fitting
ranges with z =1/4 and x =5/8, i.e. a very small and a very large fitting range,
respectively. It can be seen that the KH-R,. values show only a slight dependency
on Js, compared to the higher dependency of the Ry values obtained from the
linear fits. Additionally, the standard deviation for the R values from the KH fit
show a high uncertainty for high J. (see also Appendix B). This uncertainty can
be reduced by using a weighting factor in the range [Vinin, & X Vinpp]. As explained
in Section 3.2, the KH equation (Equation 3.2) is fitted with the lowest rms error
to the measured JV curve with Equation 3.11. By using the weighting factor, the
error in the range [Viyin, & X Vinpp| is weighted more than the error of the rest of the

JV curve.
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Figure 4.5. — The root mean square (rms) difference between the parameters ob-
tained from a linear fit in the range [Vinin, 1/2 X Vinpp) and the KH fit.
The KH fit was weighted differently in the range [Vinin, 1/2 X Vinpp)-
By increasing the weighting factor from zero to 1000 the rms value is
decreasing. The data are taken from the CdTel module. The KH fit
is compared to the values of the linear fits with © = 1/2 and y = 1/7.

In Figure 4.5, the influence of a weighting factor in the range [Viyin, 1/2 X Vinpp)
is shown. The weighting factor was increased from zero to 1000. The root mean

square (rms) difference is calculated with

s (1 _ erH,i)Q

i=1 Tlin,i

rms difference = e, , (4.3)
n

where prgy is the investigated parameter calculated by the KH fit and pry, the
same parameter calculated by the linear fitting method, and n is the number of

investigated JV curves.

In Figure 4.5, the rms difference for the five parameters R,c, Rsc; Pmpps Vocs
and Jy are determined between the KH fit with different weighting factors and the
linear fits with z =1/2 and y =1/7. It can be seen that without the weighting
factor, the deviation between the linear fit and the KH fit is highest for Rs.. The
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weighing factor reduces the difference for both the Ry, and Jy. values obtained from
the KH fit. For a weighing factor larger than five, the overall deviation for all
parameters is reduced and the R,. value becomes the parameter with the highest
deviation between the linear fit and the KH fit. Nevertheless, it can be told that
for all technologies a weighting factor of 30 in the range [Vinin, 1/2 X Vinpp) leads to
a significant reduction of the rms difference compared to the Ry values obtained
from the linear fitting range [Vigin, 1/2 X Vippp). With this fitting range, the smallest
weighting factor suffices to achieve a rms value for Ry that is lower than that for
the R, values for all single junction thin-film technologies. In the following, the KH
fit will be always weighted with a factor of 30 in the range [Vinin, 1/2 X Vinpp)-
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Figure 4.6. — Results for Ry by using a KH fit that is weighted with a factor of 30 in
the range [Vinin, 1/2 X Vinpp) (green crosses) for CdTe. The results are
compared to the results for linear fitting with = 1/2 (blue up-pointing
triangles).

In Figure 4.6, the Ry, values obtained from the KH fit with a weighting factor
of 30 in the range [Vinin, 1/2 X Vinpp| are shown over Jg for the CdTel module and
compared to R values obtained from the linear fit with = 1/2. It can be seen that
now the behavior over Jy. for the KH-R. values are comparable to the Rg. values

from the linear fit with z =1/2.
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In a next step, the mean and standard deviation values for the Ry, of the
weighted KH fit are compared to the Ry values of the linear fits. This is done
in Figure 4.7. In Figure 4.7a, the absolute mean and standard deviations of Ry
for three J,. ranges are shown. Also for high Ji. values, the Ry, of the KH fit is
now competitive to the linear fits and the high standard deviations are reduced
significantly. For comparison, in Appendix B, the same plot as Figure 4.7a but with
the not weighted KH fit results can be found.

In Figure 4.7b, the relative mean bias and standard deviation errors of R, are
shown for the linear fit and the weighted KH fit for each of the three Js. ranges. For
the linear fit with x = 1/2 and the weighted KH fit, the Js ranges are labeled with
numbers. The label numbers increase with higher J,. ranges. For the KH fit, it can
be seen that with higher J;. values the mean bias error decreases while the standard
deviation increases. Nevertheless, the mean bias error is smaller than 25% for all
values and the standard deviation is smaller than 20%. For the analysis of R,
this is a good compromise between too high mean bias errors or too high standard
deviations as already discussed in the previous subsection for the linear fit. In the

following, the Ry values from linear fits are calculated only with x =1/2.

As stated before, after using the described weighting factor for the KH fit, the
highest deviation of the parameters from the KH fit compared to the linear fits can
now be found in the R,.. That is why in the following the R,. will be investigated

in more detail.

In Figure 4.8, the R,. values obtained from the KH fit and different linear fits
are considered in respect to the Js.. It can be seen that the R,. values from the KH
fit show the same behavior over the Jy. as the values from the linear fits, i.e. the R,
values from the KH fits are physical meaningful. Therefore, no additional weighting

factor is necessary.

A more detailed investigation of the R,. can be made by considering its mean
values and standard deviations in certain Jy ranges. This is done in Figure 4.9.
In Figure 4.9a, the absolute mean and standard deviation values of R,. for three
different J;. ranges can be seen. Figure 4.9a shows that the mean value of R,
decreases for each J. range with decreasing linear fitting range. The KH fit shows

the lowest mean values. Nevertheless, most of the values from the KH fit are still in
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Figure 4.7. Mean and standard deviation of R for different Js. ranges using dif-
ferent linear fitting ranges and the weighted KH fit. Each of the three
plots represents one of the following z values: 1/4 (black squares), 1/2
(blue up-pointing triangles), 5/8 (magenta down-pointing triangles).
The green crosses represent the values of the KH fit, whereas the fit
was weighted with a factor of 30 in the range [Vinin, 1/2 X Vinpp]. In
a) the absolute values are shown. In b) the relative bias and standard
deviation values are shown. For each Jg. range, the respective values
for the mean bias error are related to the Ry, value obtained from the
fit with « =1/4. Negative bias values indicate a mean Rg. value that
is lower than the mean value obtained from the fit with z =1/4. The
three Jy ranges are only labeled for the KH fit and « = 1/2. The
label "1" indicates the Js ranges [0 — 10) mA /cm?, "2" and "3" the
respective following increasing J. ranges.

the range that is also obtained by the linear fits. If the linear fitting range could be
decreased further to y — 0, the difference between the linear and the KH fit would

also decrease.

In Figure 4.9b, the relative mean bias and standard deviation errors are shown
for the same linear fits and KH fit for each Js. range than in Figure 4.9a. The
Jsc ranges are not labeled. However, for each fit the highest standard deviation
is obtained for low Js. values and the low standard deviation is obtained for high
Jse values. All mean bias errors are related to the respective mean value from the
linear fit with y = 1/7. Figure 4.9b shows that with the KH fits the lowest standard
deviations can be obtained and the mean bias error is smaller than 20%, which is

suitable for the performance analysis. It can be assumed, that the "real" mean bias
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Figure 4.8. — Results for R,. by using different linear fitting ranges and one KH
fit for CdTe. The linear fitting ranges were chosen as [Jiin, ¥ X Jmpp]-
Each of the four following plots represents one of the following y values:
1/7 (black squares), 1/4 (red dots), 1/2 (blue up-pointing triangles),
5/8 (magenta down-pointing triangles). The green crosses represent
the values of the KH fit.

error for the KH fit is even lower if smaller linear fitting ranges at the open circuit
voltages can be obtained. In summary, it can be states that low standard deviations
for R,. are obtained with the KH fit and that the R,. values from the KH fit are
best comparable to the values from linear fits with y — 0. Regarding the available

data set, the smallest linear fitting range can be obtained with y = 1/7.

After the detailed investigation of R,. and Ry, in Table 4.1, all four parameter
values obtained from a linear fit with = 1/2 and y = 1/7 are compared with those
obtained from = = 1/4 and y = 5/8 and the values from the linear fit with z = 1/2
and y = 1/7 are compared to the values from the weighted KH fit. The KH fit was
weighted with a factor of 30 in the range V' = [Vinin, 1/2 X Vippp]. Considering the
two linear fits, it can be seen that the values from « = 1/4 , y = 5/8 differ from the
values from x = 1/2, y = 1/7 more than the values from the linear fit with z = 1/2,
y = 1/7 compared to the values from the weighted KH fit. By using a weighting
factor in the range J = [Jimin, 1/2 X Jipp|, the deviation for R,. and V. between
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mean bias error of Ro¢ relative to Roc
from the fitting range with y=1/7 [%]

(b) Relative Values

Mean and standard deviation for R, for different Js. ranges using
different linear fitting ranges and the KH fit. Each of the four following
plots represents one of the following y values: 1/7 (black squares),
1/4 (red dots), 1/2 (blue up-pointing triangles), 5/8 (magenta down-
pointing triangles). The green crosses represent the values of the KH fit
whereas the fit was weighted with a factor of 30 in the range [Viin, 1/2X
Vinpp]- In a) the absolute values are shown. In b) the relative mean
bias and standard deviation values are shown. For each Jg range, the
respective values are related to the R, value obtained from the fit with
y =1/7. Negative bias values indicate a mean R, value that is lower
than the mean value obtained from the fit with y =1/7. The three Jg
ranges are not labeled here.

the linear fit and the KH fit could be reduced further, of course (not shown here).

However, this would then lead to an increase in the deviation for Re and Jg in

the same fit. Nevertheless, the results show that the parameters obtained from the

KH fit lie in the range of those obtained from linear fits with rms values between
3.5 x 107 for J,. to 0.238 for R, (Table 4.1).

4.1.3. Comparison of the KH and linear fits for all

technologies

After the detailed analysis of the KH fit for the CdTel module measured in Cologne,

finally also the other technologies of the Cologne test site are investigated. In Fig-
ure 4.10, the rms difference between the KH fit and the linear fits with z = 1/2
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Table 4.1. — Comparison between the rms difference and the standard deviation
(std) for different fits using the data of the CdTel module measured
in Cologne. On the left side, the rms difference and std are calculated
between two linear fits. The first fit uses ¢ = 1/2 and y = 1/7. The
second fit uses x = 1/4 and y = 5/8. On the right side, the rms differ-
ence and std are calculated between the KH fit and one linear fit. The
linear fit uses z = 1/2 and y = 1/7, whereas the KH fit is weighted with
a factor of 30 in the range V' = [Vinin, 1/2 X Vinpp].

Linear Fit KH Fit & linear Fit
x={1/2,1/4}, y={1/7,5/8 r=1/2, y=1/7
Parameter | & " Lyt T RO e
Ree 421 x 10771 3.06 x 1077 6.63 x 1072 | 6.28 x 1072
Jse 1.29 x 106 9.137 x 107 3.5x 107* | 3.488 x 10~*
Roc 2.13 x 107! 6.93 x 1072 2.38 x 107! | 5.66 x 1072
Vie 2.78 x 1073 585 x 107% || 248 x107*| 1.1 x 1073

and y = 1/7 is shown for all technologies. The data are taken from one module
per technology (CdTel, CIGS1, a-Si:H, a-Si:H/uc-Si:H, poly-Si) and all parameters
were investigated. It can be seen that the rms difference for the R, value is always
highest for all single junction thin film technologies. This is related to the weighting
factor. By using a weighting factor in the range [Vinin, 1/2 X Vi), the deviation of
Ry from the KH fit compared to the linear fit can be reduced significantly as men-
tioned before. By this, the R,. becomes the parameter with the highest deviation
between both methods for the mentioned technologies. Nevertheless, the deviations
can be justified because the behavior of all four parameters in respect to Js (re-
spectively irradiance) is the same compared to the parameters of the linear fits. In
addition, the parameters of the KH fit seems to be the best method to obtain the
“real” Ry, value, i.e. to be closest to the slope 0V/§J at J = 0. In Figure 4.10, it
can be observed that for CIGS and a-Si:H even lower deviation for the R,. than for
CdTe can be achieved. A more detailed investigation of the R,. parameterization
for CIGS, a-Si:H, a-Si:H/uc-Si:H, and poly-Si can be found in Appendix B.

Figure 4.10 shows also that the results for the rms difference between the KH
and the linear fits deviate slightly for the a-Si:H/uc-Si:H tandem module from the
single junction thin film modules. For the parameters Roc, Jsc, Voc, and Pppp, the
results obtained for the single junction thin films are similar to the results for the

a-Si:H/pc-Si:H module. The exception is the Ry value. Here, the rms difference

72



4.1 Parameterization

v
10°F 3
—_ R,
j OCA A A v A
S Rscy v A 1
o P v
ad:) 10-2 mpp L 2 *
o * *
@ 2
£ Voc e ° e
= i ® . ]
Jsc ® " T
10-4 1 1 1

CdTe CIGS a-Si a-Si/uc-Si poly-si

Figure 4.10. — rms difference for all technologies between the linear fits with x = 1/2
and y = 1/7 and the KH fit with a weighting factor of 30 in the range
V' = [Vinin, 1/2 X Vinpp].

between the KH and the linear fit is the highest compared to the other parameters.
As the rms difference is below 0.2 it still can be considered as a suitable value. Also
the rms difference for the two different linear fits, investigated in Table 4.1, shows
this magnitude for the Ry fit. For poly-Si, however, the rms differences shown in
Figure 4.10 do not lead to justifiable values. Here, the R, difference is very high
compared to the linear fit. The rms difference reaches a value above 2. Also the R,

value exhibits a high rms difference.

In Figure 4.11a, the absolute values for the Ry from the poly-Si module in
Cologne are shown for the linear fit with = 1/2 and the weighted KH fit. The Ry
is considered vs. the Js.. Comparing the Ry values from the KH and the linear fit,
it can be seen that Ry, from the KH fit show a different behavior than the R, values
from the linear fit, especially for high J;. values. This is the reason, why the rms
difference for poly-Si is so high in Figure 4.10. In addition, Figure 4.11b shows the
absolute R, values from the KH and the linear fit (y = 1/7) for the poly-Si module.
It can be seen that here the R, values from the KH fit are too low compared to the

linear fit. This explains the high rms difference of the R, for poly-Si in Figure 4.10.
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Figure 4.11. — Differential resistance determination with the KH fit (weighted with
a factor of 30 in the range [Vinin, 1/2 X Vinpp) (green crosses) and the
linear fitting method (blue up-pointing triangles) with a) = 1/2 for
the Rsc determination and b) y = 1/7 for the Ry determination

In summary, the results of the investigation of the KH parameters show that
the KH fitting method with an additional weighting factor near Jy is a suitable
method for determining the physical parameters Rg., Jsc, Vo, and Ry from measured
JV curves for thin film technologies as these parameters show only small differences
compared to the linear fits. However, for crystalline Si technologies the Ry values are
not fitted properly. For the thin film technologies, the parameterization by the KH
fitting allows now a better comparison between the KH fit and other performance
models like the LEM. If these models access to the same physical parameters, this
enables a better comparison between the KH model as a fitting model and the LFM

as a factorization model.

4.2. Maximum power point fitting

In Section 4.1, the parameterization for Js., Ry, Ve, and R, have been investigated.
However, these are parameters describing mainly the edge of the measured JV
curve. In this section, the rest of the JV curve fitting, especially the MPP, will
be investigated. It should be noted that for all following KH fits in this thesis a
weighting factor of 30 in the range [Vinin, 1/2 X Vipp] has been used.
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Figure 4.12. — KH fit for the JV curve of the CdTel module measured in Cologne.
With a) the highest and b) the lowest rms error for the KH fitting
method that could be achieved. Shown are the KH fit (blue line),
the measured raw JV curve (black dashed line), the error ¢ (red line)
and the maximum power density (violet line). In addition, the vertical
brown dashed line indicates the Viup, value.

In Figure 4.12, two JV curve fits with the KH model for the CdTel module in
Cologne are shown. In addition, also the raw JV curves, the error ), and the power
density (calculated from the raw data points) are shown. The error ¢ of the fitted
JV curve for each measure point 7 was calculated using

i —

(4.4)

)

Wi =

Jsc,meas
where the J%;; indicates the current density at voltage ¢ obtained from the KH fit.
The symbol J!

raw indicates the current density at voltage 7 obtained from the raw JV

curve, and Jy meas indicates the measured J value. Here, the measured J. value
was calculated with a linear fit from the fitting range [Viyin, 1/2 X Vinpp| as explained
in Section 4.1. Figure 4.12a shows the results for the CdTel module measured at
453 W/m? and at 34°C. The fill factor was determined with the raw data and is
58%. In Figure 4.12b, the module is measured at 252 W/m? and at a temperature
of 36°C. The fill factor of the module is 76%. It can be seen that 1) varies between
3.4% and -2.2% in Figure 4.12a, whereas in Figure 4.12b, it only varies between
0.3% and -0.4%. The KH fit in Figure 4.12a can therefore be classified as a bad fit
and the fit in Figure 4.12b as good fit.
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Close to the J, both KH fits show only small deviations compared to the
measured J values. This is mainly due to the weighting factor of 30 that was
introduced in the section before. Small fluctuations in the ¢ value, that can be
seen in Figure 4.12b, are caused by noise in the measurement. Close to the open
circuit, the KH fit shows increasing deviations in the J value for both fits. However,
in Figure 4.12a, this effect is stronger. It has been shown in Section 4.1 that the
KH fit regarding the V;. is very good. However, small deviations occur here, too.
Deviations in the V,, also lead to deviations in the J value and in the slope at the
open circuit. In Section 4.1, mean bias errors for the R,. of the KH fit have been
investigated. Therefore, the 1) values close to the open circuit can be considered as a
problem of the deviation in the R, i.e. the slope at the open circuit. Figure 4.12a
shows the highest values in ¢ compared to all investigated JV curves of the CdTel
module in Cologne. With a maximal value for ¢ of 3.4%, this maximal error in the

current density is not very high.

In Figure 4.12, also the power density P is plotted (violet line) and the Vi,
(brown dashed lined). It can be seen that around the P, two peaks for the 1)
appear. In both plots, the shape around the P, is not fitted correctly and this
leads then to errors in the P, determination. In the following subsections, it will
be analyzed on which conditions the error of the KH fit for the whole JV curve and

especially at the maximum power point depends on.

4.2.1. Analysis of the entire JV curve fitting

For the analysis of the entire JV curve fitting, a qualitative index for the fit is

defined by the rms error. The rms error for each JV curve is defined by

1 (i — Ji
_ - raw 45
rms error - E () , (4.5)

: Jsc meas
i=1 ’

where n is the amount of measurement points for the respective investigated JV
curve. For the fit in Figure 4.12a, the highest rms error (0.15%) for all investigated
JV curves of the CdTel module in Cologne is obtained. For the fit in Figure 4.12b,
the lowest rms error (1.32e-2%) for all investigated JV curves of the CdTel module
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in Cologne is obtained.

The shape of the JV curve is defined by the parameters v and m as explained
in Section 3.2. Karmalkar et al. [101] investigated different JV curve shapes and
they derived three regions for the v and m which define physical meaningful JV

curve shapes. These regions can be described as

m20,0§’y§(1—m)71 for0<m<1 (4.6a)
—oo<y<ooform=1 (4.6b)
f(mfl)_lgfyglform>1 (4.6¢)
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Figure 4.13. — «y and m values for all five solar cell technologies measured in Cologne.
Each color defines one of the following technologies: a-Si:H (blue),
a-Si:H/pc-Si:H (magenta), CIGS (red), CdTe (black), and poly-Si
(green).

In Figure 4.13, the v and m values are plotted for all five module technologies
measured in Cologne. It can be seen that the « and m values can all be described
with Equation 4.6¢c. In addition, the + value for all JV curves is bigger than zero.
With this, the results are in agreement with the results of [101]. Also in [101], for
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Figure 4.14. — Correlation for m with a) FF and the rms error and b) Jg.. The data
are taken from the CdTel module measured in Cologne.

all fitted JV curves, the v and m values are in the third range (Equation 4.6¢) and
for all cells, except for some polymer cells, v > 0 was achieved. Furthermore, in
Figure 4.13, also typical ranges for the different technologies can be observed. For
the a-Si:H technologies, the smallest average v and m values are achieved (0.889 +
0.005; 8.3 &+ 0.5, respectively), the highest are are achieved for poly-Si (0.99 =+ 0.01;
13.4 +2.3). All other technologies lie in between those both. In ascending order
for v, the following values are achieved for the other technologies: a-Si:H/uc-Si:-H
(0.96 £ 0.02; 8.6 & 0.8), CIGS (0.97 £ 0.007; 10 & 0.9), and CdTe (0.977 £ 0.008;
11.9 £ 1.5). It can be seen in a general trend that high ~ values lead to high m
values as well, i.e. that cells with low R,. values are likely to have high R, values
and therefore higher fill factors. Thereby the parameter m is the factor for solar

cells that influences the cells quality most (see also [101]).

In Figure 4.14a, the correlation between the m value and the FF is plotted for
the CdTel module in Cologne. With increasing m, higher fill factors are obtained
which is in agreement with [101]. Additionally, the color scale in Figure 4.14a
indicates the rms error of the whole JV-curve fit. It can be seen that with higher

FF and higher m, the rms error decreases.

Considering Equation 3.9 and taking into account that Gy >> Gj., a simpli-

fied equation for Equation 3.9 is obtained:
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‘/OCGOC
‘]SC

Equation 4.7 shows that m depends mainly on V., G, and Jg..

m =

(4.7)

In Figure 4.14b, the correlation of m and Jy is plotted for CdTe. Considering
all data (red dots), no clear correlation can be observed between Js, and m. However,
if only measured JV curves after the first 90 days are considered, the correlation
between J;. and m becomes more clear. With increasing Ji., m is clearly decreasing.
This indicates that metastable effects that occur at the beginning of the outdoor
exposure have a high impact in the first days and lead to a different correlation
between Js. and m compared to long term JV data. By excluding the data from
the first 90 days, especially the low m values are excluded and the rms values are
increasing in general. Further details can be found in Appendix B. As m shows
a correlation to the rms error of the KH fit and m shows an inverse proportional
behavior to Jg, in the following, it will be investigated how Ji and the rms error

are correlated to each other.

From all investigated parameters, the Js value shows the clearest correlation
to the rms error of the KH fit for all investigated single junction solar technolo-
gies. Figure 4.15 shows the results for the Jy and rms error correlation for all
measured technologies in Cologne. The results for the CdTel module are shown in
Figure 4.15a. For CdTe, only JV curves after the first 90 days are investigated (Fig-
ure 4.15a). It can be seen that the rms error increases with Js.. The same results are
obtained for the poly-Si modules (see Figure 4.15b). For CIGS, the fluctuation of
the rms error could be reduced as well by considering only values measured after the
first 90 days. Here, Figure 4.15¢ shows that for Js. values greater than 16 mA /cm?,
the rms error increases with J,.. However, the minimum rms is obtained around
14mA /cm?-16 mA /em?. For Ji. values lower 14mA /cm?, the rms error is decreas-
ing with J.. For a-Si:H modules, it can be observed that higher Js. values lead to
lower rms values (see Figure 4.15d).

For the tandem module a-Si:H/uc-Si:H, no clear trend for the rms error de-
pending on J is obtained (see Figure 4.15¢). A trend for the rms error can be
observed if only v values < 0.95 are considered. For small v values, the rms error is

decreasing with Jy.. The + value has for the a-Si:H/pc-Si:H module a much higher

79



Outdoor data analysis with the Karmalkar-Haneefa model

T T T T T T T T 1.0x102 T T T T T T
1.5x10° " 1 . .
8.0x10° .
.
2 1.0x10° T
]
123
£ J
5.0x10*
0.0 ]
0 4 8 12 16 20 24 28 32 36 8 16 24 32 40 48
short circuit current density Js¢ [mA/cm?] short circuit current density Jg¢ [mA/cm?]
(a) CdTe (b) poly-Si
2.0x10° ——————————————— 1.5x10° . T .
L]
3 L 4
1.5x10 - 1.0x103 ]
] ]
£ = ]
©1.0x10° 1 °
g £ 5.0x10* - E
5.0x104 .
0.0 4
n
0.0 L L . L . L . . L L L L
4 8 12 16 20 24 28 32 36 40 0 4 8 12 16
short circuit current density Jgc [mA/cm?] short circuit current density Jgc [mA/cm?]
(c) CIGS (d) a-Si:H
1.5x10° T T T
n
1.0x10° -
]
=
o
£ 5.0x104 | g
0.0r all 1
0 4 8 12 16

short circuit current density Jgc [mA/cm?]

(e) a-Si:H/pc-Si:H

Figure 4.15. — Correlation between Jg and the rms error of the KH fit for the whole
JV curve measured in Cologne for a) CdTe (>90 days), b) poly-Si,
¢) CIGS (>90 days), d) a-Si:H, and e) a-Si:H/uc-Si:H.

impact on the rms error than for the other technologies. It was already shown in

Figure 4.13 that for the a-Si:H/pc-Si:H module the value distribution of 7 is the

highest for all investigated technologies.
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4.2 Maximum power point fitting

It has been shown that the rms error of the KH fit for all single junction
technologies shows a dependency on Js. and hence also on the irradiance. Whereas
c-Si and CdTe technologies show a better fit at low irradiance, a-Si:H shows better
fits at high irradiance. For CIGS a mixed trend is observed. Before the influence of
this result is investigated further, the results of the KH fit for the entire JV curve

are compared to the one-diode model (see Section 2.2.2).

4.2.2. Comparison of the KH fit with the one-diode model

In this thesis, the Lambert W form for the one-diode model has been used (see
Equation 2.22). The parameters were determined with an unconstrained nonlinear

optimizer and for the error metric the rms error was chosen with

n

1 _ o
rms error = ﬁ Zl (Jll)iode - Jﬁaw) ) (48)
i=
where Ji; 4 indicates the current density at voltage ¢ obtained from the one-diode
model fit.

As an example, the same JV curve as plotted in Figure 4.12a was fitted with
the one-diode model. The 1 value shows that the fit at the MPP is not very good.
In addition, compared to the KH fit, the fit with the one-diode model is not good

around the Jg. either.

For a general comparison between the one-diode model and the KH fit for all
technologies measured in Cologne, the mean and standard deviation for the rms
error are compared with each other in Table 4.2. Tt can be seen that for the poly-Si
module the best results are obtained with the one-diode model and the worst with
the KH model. For all other thin film technologies, the KH fit shows better results
for the whole JV curve than the one-diode model. The best fit is achieved for the
tandem module. The CdTe module shows also a very low rms error. As explained
before, the rms error for the KH fit gets for CdTe and CIGS worse with increasing
irradiance. Considering Tempe, where the highest irradiance for all locations have
been measured, the average rms error for the KH fit increases for both technologies.
For the CdTel and CIGS1 module a rms error of 6.12 x 1072 % and 7.02 x 1072 %
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Figure 4.16. — JV curve fit with the one-diode model for the CdTel module mea-

sured in Cologne. It should be noted that the same JV curve shown
in Figure 4.12a was taken. Shown are the one-diode fit (blue line), the
measured raw JV curve (black dashed line), the error ¢ (red line),
and the maximum power density (violet line). In addition, the brown
dashed line indicates the Vipp value.

is achieved, respectively, for the KH fit, whereas for the one-diode model the rms
error for CdTel and CIGSI is 6.89 x 1072 % and 4.32 x 1072 %, respectively.

In general, this means that the KH fit is for thin film technologies such as a-
Si:H, CdTe, and a-Si:H/puc-Si:H modules in average a better fitting model than the
one-diode model, whereas for poly-Si technologies the one-diode model works better.
For CIGS, the KH fit is a better fitting model for locations with low irradiance and
the one-diode model is a better fit for locations with high irradiance.

As described before, the rms error of the KH fit depends on the Jy. for the
investigated technologies. For the one-diode model, the rms error of the investigated
JV curve fit does not show any dependence on Jy., temperature or other environ-
mental conditions. Regarding the KH model, the question arises if the dependence
of the rms error on J; has an influence on the KH fit at the MPP. This will be

investigated in the following subsection.
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4.2 Maximum power point fitting

Table 4.2. — Comparison between the rms error and the standard deviation (std)
between the KH fit and the one-diode model for all five investigated

technologies measured in Cologne.

RMS error for the RMS Error for the
technology KH Fit one-diode model

mean [%)] | std [%]] mean [%] | std [%]]
a-Si:H/pe-Si:H || 4.09 x 1072 2.19x 1072 [ 1.9x 107" | 4.3 x 1072
a-Si:H 539 x 1072 ] 1.73 x 1072 || 8.72 x 1072 | 2.08 x 1072
CdTe 4.25 x 1072 1.66 x 1072 || 8.56 x 1072 | 1.53 x 1072
CIGS 524 x 1072 | 1.55 x 1072 || 7.09 x 1072 | 1.83 x 1072
poly-Si 5.95x 1072 | 2.8 x 1072 3.87 x 1072 5.15 x 107°

4.2.3. Analysis of the fit at the MPP

For the analysis of the fit at the MPP, in Figure 4.17, the relation of the measured and
the fitted maximum power density obtained from the KH model and the one-diode
model are shown. As an example, the CdTel and the CIGS1 modules measured
in Cologne are shown here. The results for all other technologies can be found
in Appendix B. The raw maximum power point density Prppraw i Dormalized to
the fitted maximum power point density Pypp 6¢- For an ideal fit, the result of this
normalization would be equal to one. It can be seen that for CdTe the accuracy of
the Puppat of the KH model depends linearly on Pppp raw, i.e. with increasing Py,
the fit of the maximum power density gets worse. This relation is in agreement with

previously obtained result that the rms error of the KH fit for the whole JV curve

depends on Jg. as the power density depends also linearly on J..

For all investigated single junction technologies, one obtains for Puppp,ku a
linear relationship for the normalized Punppraw value. Only for the tandem module
this behavior is not very clear (see Appendix B for more details). The technologies
differ from each other when consider where P, xn is closest to the raw P,,. For
poly-Si and CdTe, the P, fit is best for low P, (or low irradiance), whereas for
a-Si:H the Pppy, fit is best for high Py, (or high irradiance). For CIGS, a medium
Prpp is best. Similar to the one-diode model, the fitted Pyp, for CIGS shows a
strong error increase for too low P,,. In general, it can be said that for the error in
Prpp, a similar trend as for the total fit error is obtained as shown in the previous

subsection.
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Figure 4.17. — Uncorrected (black squares) and corrected (red dots) Pmpy, fits for the
CdTe and CIGS modules measured in Cologne. The plots show the
Prpp,raw/ Pmpp,fit @ a function of Ppppst- The green line indicates
the linear correction polynom. a) shows the results for the CdTel
module fitted with the KH method, b) the CdTel module fitted with
the one-diode model, ¢) the CIGS1 module fitted with the KH model,
and d) the CIGS1 module fitted with the one-diode model.

The one-diode model shows for the MPP fit for all technologies rather an offset
error than a linear relationship like the KH model. However, to improve the MPP

fit for both models, a linear correction factor was introduced as in [103]. For this,

the following fit equation from Ulbrich et al. [103] was used for all technologies:

whereas a and b are fitting coefficients. This equation is independent of the time
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4.3 Parameter analysis

during which the modules are measured and is therefore applied on all data for each

technology. The fit of Equation 4.9 is also plotted in Figure 4.17.

In a next step, the resulting fitted Pnpp 6t can then be corrected by

Pmpp,corr = aPmpp,ﬁt + bZPmpp’ﬁt . (410)

This P,y correction can be understood as an optional 6th and 7th parameter for
the KH fit, when the weighting factor introduced in Section 4.1 is considered as
the 5th parameter in addition to the normal four KH parameters. However, the

correction can also be used to improve the one-diode fit.

In Figure 4.18, the comparison between the P, fit with and without correc-
tion for all five technologies fitted with the KH model as well as the one-diode model

are shown. The mean fit error was determined by

n

1
mean fit error = —
-

i=1

Pm Taw,i
1— PR 100 . (4.11)

kK mpp,fit,i

For all thin film technologies, the mean fit error of Ppp, for the KH model
is smaller than the one for the one-diode model. The highest mean fit error with
the KH fit for the thin-film technologies is obtained for a-Si:H with 1.3%. However,
after the Pyp, correction with Equation 4.10, the errors for both models are close

to zero.

In this section, it could be shown that the KH fit is recommended for thin
film but not for crystalline Si technologies. Based on these results, in the further
analysis, the KH fit analysis is done only for the four thin film technologies. The

Prpp correction is optional.

4.3. Parameter analysis

Considering the four step process, the parameter analysis follows after the parame-
terization step (see Section 2.2.4). In this section, the parameter analysis step of

the KH model and the LFM are investigated. For both models, the V., Roc, Jsc,
and Ry values are determined with the KH method (see Section 4.1). This way,
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Figure 4.18. — Mean fitting error with standard deviation for the Py, for all tech-
nologies.

differences in the parameter analysis with the LFM and KH model are not affected
by the parametrization step.

For the parameter analysis, the dependence of irradiance and temperature on
the individual parameters are investigated. In the investigated data set, the plane

of array irradiance ¢ and back-of-module temperature T are available.

In the following, first the parameter analysis of the KH model is investigated.
Then the parameter analysis of the LEM is considered, and finally, the parameter
analysis of both models are compared with each other.

4.3.1. Parameter analysis for the KH model

For the KH model, the dependencies on irradiance and temperature for the four KH

parameters are described as [103]:

Jsc,meas (d)meam Tmeas) = {aJscheas + HJsc}d)meas (412)
Gsc,meas (Jsc,mca57 Tmcas) = GSC,O + aGschcas + ﬁGstsc,mcas (413)

86



4.3 Parameter analysis

Voc,meas (Jsc,meas> Tmeas) = VOOC - {aVOC — &Voc log (Jsc,meas>}Tmeas (414)
Roc,meas (Jsc,meas» Tmeas) = Rs + 6R00Tmeas/=]sc,meas + CVRocheaSa (415)

with the temperature coefficient «, where oy, also describes a dependence on ¢, the
irradiance coefficient r, the coefficient € describing the dependence on log (J;.) and
T, the coefficient 5 describing the dependence on T'/Js, and the constants Gy,
V0 and Rs. The index “meas” stands for measured values.

To translate the measured Jy values to the reference value Jyrer at the condi-
tions Tier and ¢yef, one takes Equation 4.12 once with the reference values and once

with the measured values, calculate the difference and add it to Jsc meas as

Jsc,Tref,qbref = Jsc, meas T [']sc, meas (¢ref7 Tifef) - Jsc, meas (¢meas~, Tmeas)] . (416)

Then, after translation one obtains

Jsc,Tref,(Z)ref :Jsc, meas T (VJsc (nef(bref - Tmeas(bmeas)

(4.17)
+ RJsc (¢ref - ¢meas)

For the other three parameters (Vie, Roc, Gsc), the dependence on the irra-
diance @meas is substituted by Jsemeas. This is done to reduce the uncertainty due
to variations in the spectrum. The spectrum changes with location and seasons
[113]. The variation of the spectrum influences the performance of the technologies
depending on their spectrum response [114]. The interdependence of Js. and ¢ al-
lows to substitute ¢ with Jy.. By taking J, instead of ¢, the problems of changing
spectra are solved. This approach is similar to the effective irradiance method for
the SAPM by using a predetermined array Jg. [72].

Figure 4.19 shows exemplary results for the translation of Jy. to STC. The
data are taken from the CIGS1 module measured in Italy at the last three recorded
days (29th of July 2016 to 31st of July 2016), i.e. at the end of the outdoor exposure
time. Shown are the raw or measured Jy. data (black squares), the Js corrected to

standard temperature (red dots), and the J;. data corrected to standard irradiance
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Figure 4.19. — Translation of Js. to STC using different fitting ranges: a) all data
are used for the fit and b) only data in the range 800 W/m? < ¢ <
1200 W/m? (green dots) are used. Data are taken from the CIGS1
module measured in Italy during 29th of July 2016 to 31st of July
2016.

and temperature (blue triangles). In Figure 4.19, the influence of the data on the

parameter fitting for the translation equations is investigated.

In Figure 4.19a, all available data are taken for the fit. First, the data are
fitted to Equation 4.12 to determine ay,. and k. Afterwards, the reference data
are calculated using Equation 4.17 and ST conditions for ¢ and Tie. For the
translation to Tier, only the first part of Equation 4.17 is taken. It can be seen that
the Js. data corrected to standard temperature differ for high irradiance strongly
from the raw data which is not usual for Jy. as Jy normally only shows a weak
dependence on T This observed behavior can be traced back to fitting procedure of
the temperature coefficient. Low irradiance and temperature are measured normally
during the morning and evening. However, during this time also spectral shift occurs.
This effect leads to a shift in the linear constant «j.. Due to more measurement

points in the evening and morning, the T fit described as

Jsc (¢measa Tref) = aJscheas¢meas (418)

leads to an underestimation of J (Gmeas; Trer) at high irradiance. The Jif is deter-
mined as 28.6 mA /cm?. In addition, also the translation to ¢, shows a non-linear

behavior at low irradiance. This may occurs due to defects that have a higher impact
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at low irradiance than at high irradiance. However, the influence of the non-linear
behavior at low irradiance for the J,. cannot be described by Equation 4.12. To
obtain translated reference values that are not influenced by non-linear effects at
low irradiance, the fit with Equation 4.12 was in Figure 4.19b only done for high
irradiance (800 W/m? < ¢ < 1200 W/m?) and high temperature (7" > 25°C). Such
filtering is common in PV performance modeling. In addition, for many PV per-
formance models the coefficient determination is done also at clear-sky conditions
[78]. The filtering for high irradiance and temperature leads to a better fit for the
STC values. Now it can be seen that the J;. data corrected to standard temperature
do not differ much from the raw data. In addition, between 800 - 1200 W/m? the
translated values to STC are flat. Still at the low irradiance, the non-linear behav-
ior is obvious. This filtering process to determine the coefficients of the translation
equations is also used in the following for the remaining three KH parameters to

determine the coefficients in Equation 4.13 to 4.15.

After the coefficients of Equation 4.13 to 4.15 were obtained, the measured
values of the parameters Gy, Roc, and V,. were translated to ST conditions analog

to Equation 4.16. Transforming the respective equations leads to:

Gsc,ref = G(sc,meas + Qase (,I‘ref - Tmeas) + KaGsc (Jsc,ref - Jsc,meas) (419)

V;)c,ref :Vmeas - {aVOC — EVoc log (Jsc,meas)} (,I‘ref - Tmeas)

Jser
+ Evoc log (Sc,ef> Tref

sc,meas

(4.20)

Roc,rcf :Roc,meas - /BROC (Tmeas/Jsc,meas - ﬂcf/‘]sc,rcf)

(4.21)
— (lRoc (Tsc,meas - Tsc,ref)

The parameter Jy . is obtained by fitting Equation 4.12 to the data of the first
week and subsequently determining Js meas (@refs Tref) by using again Equation 4.12.
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This value is then used as Jyrer for all other time intervals to determine the param-

eters in Equation 4.19 to 4.21.

The results of the translated Gy, R, and V,. values are shown in Figure 4.20.

The green dots indicate the fitting range. Shown are the respective raw data, the

translation to standard temperature, and the translation to standard temperature

and Jgc ref-

Equation 4.13 describes Gg. in dependence of T and J,.. In an ideal solar cell,

Gy would not depend much on Jg.. However, in Figure 4.20a a strong correlation

between Gy and Js. can be observed. The strong correlation between Js. and Gy

can be explained with voltage-dependent photocurrent collection [103, 115]. This
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effect is especially important for thin film technologies [116]. Here, the photocurrent

Jpn at a given voltage V; can be described as [115]

Jon (Vi) = T x e (Vi) (4.22)

max
ph

obtained at a sufficiently large reverse bias [115]. The photocurrent J,n depends

where is the maximum photocurrent with complete collection, which can be
linearly on ¢. The value 7. (V;) describes the voltage dependent collection efficiency.
At low forward bias, . (V;) can vary from 1 to 0 [115]. However, as in Section 2.2
explained, at high voltages the JV characteristics of the illuminated cell can also

crosses the dark JV curve. In this case, 7. (V;) can also achieve negative values.

In Figure 4.20b, the results for the translated V. values are shown. Equa-
tion 4.14 for the V,. fitting is derived from the standard diode equation of an illu-
minated cell with [117] (see also Section 2.2.2):

J = Ju —Jo [exp <nqd‘2T> - 1] , (4.23)

and substituting Jy with [118]

_Ea
JO = JOO exp (ndk‘ ) 5 (424)

with E, the activation energy and Jy, the weakly temperature-dependent reference

current density. For V., this leads to the expression

Voo = Ea/q — niakT/q x log (Joo) + miakT/q x log (Jsc) (4.25)

This means that E,/q = V2, nigk/q x log (Joo) = avee, and nigh/q = ve-

o

In Figure 4.20b, the V,. data are plotted as a function of Ji.. It can be seen
that the V;. data that are translated to STC are not all lying on a horizontal line.
However, at a Js value above 23mA /cm?, a more or less constant V. value for
STC can be observed (green crosses in Figure 4.20b). For J values lower than
23mA /em?, the V. increases with the short circuit current density. The deviation
of the constant V,. value at low J values occurs due to a not pure logarithmic

behavior between Js. and V. for the full irradiance range. For low irradiance, the
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behavior (Vo vs. log Js.) can be described with a “double-exponential” or “double-
logarithmic” behavior [103]. The double-logarithmic behavior is known for many
solar cells [119] and can be described with the two diode model as explained in
Section 2.2.2.

An explanation for the double-logarithmic behavior can be defects that have
a higher influence at low irradiance than at high irradiance. As the data in Fig-
ure 4.20b are derived from a module that was exposed for a long time outdoor,
degradation effects are a plausible explanation. However, the results from Fig-
ure 4.20b show that analyzing thin-film technologies over a long time range leads
to the fact, that Equation 4.14 works well for high irradiance, but not well for low

irradiance ranges.

Finally, in Figure 4.20c, the results for R,. are shown. The respective Equation
4.15 derives from Werner et al. [120]. Here, the differential resistance under forward

bias is described as:

Tlidk’T 1
Ry = — + Ry ot - 4.26
g e (4.26)

The first term describes the influence of the differential diode resistance and the

second the influence of the linear resistance. Considering that the linear resistance
depends also on T and set, % = Broc leads to Equation 4.15. In Figure 4.20c, it
is obvious that R.. depends strongly on 1/J. This is due to the differential diode
resistance. Similar to V., the corrected values to STC show a constant value for high
irradiance (green crosses). However, for low irradiance another slope appears. This
may also be explained with the “doubel-exponential” behavior as already described
for V,.. Again, this cannot be described by the fitting equation Equation 4.21 as

this equation is based on the single-diode equation.

In summary, the KH model is described with four parameters. For the trans-
lation of the parameters, two coefficients for J. and respective three coefficients for
the other three parameters are necessary. So in total 11 coefficients are necessary
for the parameter analysis. In the following, the parameter analysis of the LFM is

investigated.
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4.3.2. Parameter analysis for the LFM

In this thesis, the LEM-A version of the Loss Factor Model is taken, as explained in
Section 3.3. Contrary to the one step 7" and ¢ translation used for the KH model, the
LFM uses a two step procedure. First, the 7" translation follows with Equation 3.18.
This leads to Equation 3.21, 3.23, and 3.22. The translation equations to T,y for

the five parameters are then:

J2/G,
Jsc,Tref = TSC/ (427)
corr,Jsc
VIT[
Vo, Tret = T = (4.28)
corr,Voc
Jsemver (1 — R%)
GeoTpef = —2—o 2~ se/ 4.29
se-Tret R Voe,Tref (4.29)
Voetrer (1 — 15,
R = e "o 4.30
oc,Tref PL?CJsc,Tref ( )
FF e = T x Ry, x RS, . (4.31)
corr,FF
(; is the normalized plane of array irradiance and is defined as
G = Dmeas (4.32)

¢ref

The temperature translation can be done without any reference value. In
this work, ¢ > 800 W/m? and T > 25°C are used to determine the temperature
coeflicients ase, Qvoe, and app. Note that [112] filters data that were measured
within an hour of solar noon, under clear sky conditions and under ¢ > 500 W /m?
and T > 25°C to determine these temperature coefficients. For the investigated
data set, it cannot be determined which data set corresponds to clear sky and solar
noon conditions. However, it is expected that the conditions ¢ > 800 W/m? and

T > 25°C will correspond predominantly to clear sky and solar noon conditions.

After the translation to T, the translation to ¢ is done for the parameters.
For this, Equation 3.24 is used. For Jg, Vi, and FF Equation 3.24 requires the re-

spective reference values. However, as no reference values for the single modules are
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available, the respective reference value is included in the fitting equation according
to:

fn(Gi) =c1+ ¢ x log Gy — ¢35 G?
<~ Jsc,Tref = Jsc,ref X (Cl +co- log Gz — 3 X Gf) (433)
= Jsc,"[‘ref =C1 4+ Cy X logGi — (O % GZQ .

The fitting equations for V,. and FF follow analog. For R%. and R, the two
additional fitting equations

Ro, =1+ ¢y x log Gy — 3 x G} (4.34)

R =1+ x log Gy —c3 x G (4.35)

are used. To transform from the C; values to the LEM ¢; values, the relation

c;
NG 436
“T o=, (4.36)

is used. For the parameters J& and V2, the fitting conditions as described in [78]

oc?

are set as ¢; < 1+£0.1 and ¢33 < 04 0.1. Finally, the translation equation for J

to the reference conditions ¢ef and Tief is:

J _ Jsc,Tref
s, Tref grof c1 + co X IOg Gz —C3 X GZQ
J2/G,; 1
_ /G 5 (4.37)
Tcorr,Jsc 1+ cy X IOg Gv. — 3 X Gz

_ Jsc,meas/Gi
B {1 + A jse X (Tref - Tmeas)}{cl + Co X log Gz —c3 X GZZ}

The result for the two translation equations 4.27 and 4.37 for Jg. is shown in
Figure 4.21. Note that contrary to the determination of ajg, for the determination
of (...Cs, all data are used. In the following, the results of Figure 4.21 will be

discussed and compared to the KH model. Afterwards, the parameter analysis of
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the KH model and the LFM will be compared in more detail.

35 T T T T T
2
z 30} 1
E — 25 i @Tref! ¢ref ]
g £ @T
- O
'5 2 20 ref ]
° £
S5 1 -
5 10 raw data
£ L J
o
ﬁ 5 :

200 400 600 800 1000
irradiance ¢meas [W/m?]
Figure 4.21. — Translation of Js. to STC for the LFM. Data are taken from the

CIGS1 module measured in Italy during 29th of July 2016 to 31st of
July 2016.

4.3.3. Comparison of the KH model and LFM

Comparing the result of Figure 4.21 to the one obtained with the KH model (see
Figure 4.19b), it can be seen that the LEM translation to STC is better for low
irradiance conditions than the KH translation. However, this it not surprising,
considering the respective translation equation of the LFM, Equation 4.33 (or the
general Equation 3.24). For J, the LFM translation equation does not only in-
clude a proportional interdependence between Jg. and ¢ but also a logarithmic and
quadratic correlation. Hence, the changed correlation observed in Figure 4.19b can
be compensated. This also reduce the “double exponential” behavior for V,. and
Roc. In summary, i.e. that due to the additional ¢ correlation terms compared
to the translation equations of the KH model (Equations 4.12 to 4.15) better STC
translation for low irradiance could be achieved for the LEM. However, there is no

clear physical meaning of the additional coefficients, which does not allow to analyze
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the parameters further by using their coefficients. For the KH model, however, this

additional parameter analysis will be done in the next chapter.

Table 4.3. — Comparison between the calculated parameters for STC with the KH
model and the LFM. The considered data are from the CIGS1 module
measured in Italy. The considered time interval is 29th July 2016 - 31st

July 2016.
KH Model LFM

Parameter ¢ > ¢ > ¢ >
800 W /m? 800 W/m? | 1000 W/m?
all data | T > 25°C all data | T > 25°C T > 25°C

Joe[mA Jem?] 28.6 30.4 27.3 30.4 30.4
GeelmS/em?||| 2.7 x 1073 | 2.8 x 1073 || 2.4 x 1073 | 25 x 1073 | 2.4 x 1073

Voe|[mV] 655.4 663.3 602.7 642.9 668.2

RocmQ/em?]| 215 2.26 2.48 2.37 2.46

Another problem is observed by changing the filter for the data that are used
to calculate the coefficients of the translation equations for both models. The results
are shown in Table 4.3. The same data set is here taken as before (CIGS1, Italy, 29th
July - 31st July 2016). In the table, the results for the obtained STC parameters
Jses Voe, Gse, and Ry are shown when using different fitting ranges for the coefficient
determination. First, the coefficients for Equation 4.12 to 4.15 were determined for
the KH model by using all data of this week. Then the STC values were calculated by
using the Equation 4.12 to 4.15 with the determined coefficients and Tineas = 25°C
and ¢peas = 1000 W/mQ. In the next step, the coefficients were determined by
fitting the equations only with data that were measured under ¢ > 800 W/m? and
T > 25°C. Then the STC parameters were calculated again. The same was done for
the LEM. The changing fitting ranges were only used to determine o (Equation 3.18).
For the coefficients c;...c3 always all data were taken. It can be seen in Table 4.3
that the values of the obtained STC parameters with the KH model and the LEM
are for all parameters similar except for V.. Whereas the obtained V,.,.; values
with the KH model vary only in between 1.2%, the values for the LFM vary with
the same data ranges in between 6.3%. Comparing the LFM Vo ef with the one of
the KH model that are obtained with the data ¢ > 800 W/m? and T > 25 °C, there
is still a difference of 3%. The values become almost same if for the LEFM only data

with ¢ > 1000 W/m? an T' > 25°C are used. This indicates that the fitting range
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for the determination of the temperature coefficient is very sensitive. This problem

does not appear for the KH model.

Depending on the analyzed data set, the fitting procedure of the KH model
seems to be more robust than the one of the LFM. Regarding outdoor data, it is
important to have a not too sensitive parameter analysis. This is one reason why
in the next chapter the KH model is used for the degradation analysis as the fitting

procedure for the parameter analysis fulfill the requirement of a robust analysis.

Beside the fitting ranges in dependence on ¢ and T, also the time interval plays

a significant role. This problem will be discussed in the following.

In Figure 4.22, the translation to STC with the KH model for V. is shown
using different time intervals and dates. Here, the CdTel module measured in
Arizona was investigated. In Figure 4.22a, the results for the second week (day
8-14) are shown, using a time interval of one week to fit the translation equation. It
can be seen that the STC values for high J;. values (15 —25mA /cm?) show a broad
distribution. The reason for this is that during the first weeks metastable effects play
an important role for CdTe (see Chapter 5 for more information). This leads to fast
changing STC values and so the rate of change in module properties interacts with
the STC corrections. This problem can be solved by using shorter time intervals.
In Figure 4.22b, the time interval is set to two days (day 11-12). Here, the STC
values for the high Js. values show a more homogeneous behavior. In Figure 4.22c,
the results for the week 20 are shown, using a time interval of one week. It can
be seen that here the results of the translation to STC show a very homogeneous
behavior, contrary to the results of Figure 4.22a where also a time interval of one
week is used. However, in Figure 4.22c, the modules have been exposed already for
20 weeks.

Summarizing the results of Figure 4.22, it is recommended to use small time
intervals for the parameter analysis for thin film technologies during the first weeks.
When the thin film modules are already exposed for some weeks, the time interval

can be set to one week.
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Figure 4.22. — Translation of Vo to STC for the KH model using different time
intervals and dates. For a) a time interval of one week was used (day
8-14) , for b) a time interval of two days was used (day 11-12), and
for c) a time interval of one week (day 141-147) was used. The data
are from the CdTel module measured in Arizona.

4.4. Yield prediction

In this section, finally the last step of the four step procedure, the prediction, (see
Section 2.2.4) is investigated. In general, uncertainties in energy yield prediction
arises from uncertainties in the measurement as well as in the modeling [121]. This
is why two research directions have come up in the literature. One is dealing with
forecasting of environmental conditions especially of irradiance (see for example
[122]) and the other is dealing with performance modeling. Both are influencing

each other and a good energy yield prediction can only be achieved taking both into
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account.

In the scope of this thesis, the work is concentrated on the part of the perfor-
mance modeling. In this section, the suitability of the KH model for energy yield
prediction is investigated. As a reference, the LFM is used again, where its parame-
terization is done with the KH fit (see Section 4.1). Before showing and discussing
the results, first the methods are introduced that are used to do and analyze the

energy yield prediction of both models.

4.4.1. Methods

For the energy yield prediction with the KH model, the first step is to predict the
four parameters Jy., Gge, Voo, and R, with the translation equations 4.12 to 4.15.
Therefore, the coefficients of the translation equations are determined from a time
interval [t;;¢;41] and the environmental parameters ¢,,cqs and Tpeqs are from a time
tit1 + 0(t). As mentioned before (see Section 4.3), a time interval of one week is in
general suitable to determine the necessary coefficients. Therefore, the data from
week i are taken to determine the coefficients for the parameter analysis as described
in Section 4.3. Then the environmental conditions @peqs, respectively Jomeas, and
Tineas are taken from the next week (i + 1) to predict the power density for this
week. In many papers, long-term energy yield prediction is done, i.e. prediction
on a monthly or yearly basis (see [123], [124]). However, due to metastable and
degradation effects this is not useful in this case. This is why a concentration
on short-term prediction is preferred. Also short-term prediction is gaining more
importance by growing photovoltaic capacity as planning of the daily power plant

mix is an important factor of our energy market [122].

It has to be mentioned that contrary to the approach in Section 4.3, all data
were used for the KH coefficient determination. This is due to the fact that the power
density should be predictable for all temperature and irradiation conditions of the
module. Therefore, it is important to consider also the influence of the low irradiance
on the translation equations. After the parameters m and v are determined with
Equation 3.9 and 3.10, respectively, the predicted JV curve is determined with the
KH equation (Equation 3.2) and from that Pppp prea is calculated.
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For the LFM, the same prediction method as for the KH model was used. In a
first step, the parameters are determined by using the coefficients from week i and
Omeas and Theqs from week i+ 1. By transforming Equation 4.37 and the respective

translation equations for the other parameters, the parameters are determined by:

‘]sl,jc (¢meas’ Tmeas) :{]- + Qyse X (Tref - Tmeas)}><

(4.38)
{c1,7s¢ + C2.55¢ X log G; — 3,55 X GZQ}
‘/orz ( meas) Tmeas) :{]- + Qyoc X (,Tref - Tmeas)}x (439)
{Cl,Voc + C2.Voc X IOg G’L — C3Voc X GZQ}
Fr* (¢meas, Tmeas) :{1 + app X (Tref - Tmeas)}x (4 40)
{c1,pr + capr x 10gG; — c3 pp X GZ2}
R;lc (¢meaSu Tmeas) =C1,Rsc + C2,Rsc X log Gz — C3,Rsc X G? (441)
REC (¢mea57 Tmeas) =C1,Roc + C2,Roc X log Gz — C3,Roc X GZQ (44‘2)

Afterwards, Pmppprea is calculated by Equation 3.17.

The value of Ppnpppred can then be compared for both models with the real
measured power density Pmppraw for the respective week. The error function is

determined as

’L/} _ Pmpp,raw B PHlpP,PTEd . (443)

P, mpp,raw

For energy yield prediction, not the prediction of single JV curves are impor-
tant but the prediction of average power densities [123]. Therefore, the mean and
standard deviation of Equation 4.43 for one week intervals are determined. However,
these statistical values are very sensitive to outliers. Comparing different models,
the results should not be influenced by such outliers that may arise due to errors in
measurements. Therefore, outliers were not considered. The outliers are defined by
using the interquartile range (IQR) [125]. The IQR is defined as

IQR =01 — Qs , (4.44)
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Figure 4.23. — Weekly average prediction error and standard deviation for the power
density. The prediction is done a) with the KH model and b) with the
LFM. Data are taken from the CdTel module measured in Arizona.

with Q1 as the first quantile and @3 as the third quantile. With the IQR, the mean

error ¢ is determined with those values that are in the range

Q1 —1.5xIQR <1 < Q3+ 1.5x IQR . (4.45)

Values outside this range are defined as outliers [125] and are not considered.
Then, an average error and standard deviation of v for each week is defined. The

results will be shown in the following.

4.4.2. Analysis and results

In Figure 4.23, the results of the mean prediction error ¢ and the standard deviation
for the CdTel module measured in Arizona are shown for both models, whereas in
Figure 4.23a the results of the KH model and in Figure 4.23b the results of the
LFM are shown. It can be seen that until week 40 the error for both models shows a
higher fluctuation than after week 40. For the KH model also a seasonal fluctuation
of the error ¢ can be observed and an offset which leads in general to the situation

that the KH model underestimates the Pppp.

The weekly results of both models are in some points very similar. The error

for each week is smaller than 10%. Until week 40 the error for both models shows a
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higher fluctuation than after week 40. This is most likely due to metastable effects.
The seasonal fluctuation of v obtained by the KH model can be explained due to
the fact that the KH translation equations were applied to all data. The fluctuation
of 9 can be reduced by only considering high irradiance. The LFM shows less
seasonal variations. This is due to the fact, that regarding the model for the T'
correction only data were fitted with ¢meas > 800 W/m? and Tieas > 25°C. So the
obtained coefficients of the translation equations are not affected by low irradiance

and temperature that have a higher impact in winter than in summer.

It has to be noted that the LEM fit was only done for such weeks where at least
five JV curves were measured with ¢pe.s > 800 W/mQ, To do a better comparison
with the KH model, the prediction for the KH model was only done where this
requirement is also fulfilled although the KH fit was applied to all data.

The offset of the v error for the KH model shows that the KH model in general
underestimates the maximum power density. This fact has been already discussed
in Section 4.2, where it was showed that the KH model underestimates the Pppp
for CdTe with increasing P, values. In Arizona, in general, high irradiances are
measured which lead to high P, values and therefore to a higher underestimation

of the Pypp values by the KH model than for regions with lower irradiance.

For some weeks, high errors are obtained. One example is the prediction of
week 11. For the KH model, a mean error of ¢ = 10.7% is obtained for this week,
whereas for the LEM ) = 6.8% is obtained. The reason for these relative high errors
is the result of the parameter analysis of week 10. Doing the parameter analysis as
described in Section 4.3, a STC value for Js. of 21 mA /cm? is obtained for week 10,
whereas at the beginning (week 1) and for week 11 the STC values are 23.8 mA /cm?
and 23.5mA /em?, respectively. The lower STC value for week 10 compared to the
other two weeks can be a hint of soiling problems. However, the low STC value for
Jsc has an influence of the fitting coefficients for both models and therefore leads to

relative high errors for the P, prediction.

Contrary to the weeks with relative high prediction errors, also weeks with
low errors are obtained. One example is the prediction of week 21 (2nd May - 8th
May 2014) with the coefficients obtained from week 20 (25th April - 1st May 2014).
For the LFM, here an value for ¢ of -0.67% and a standard deviation of 0.9% is
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obtained. Stein et al. [78] also investigated prediction errors for the LFM. However,

they relate the prediction error to the maximum power density at STC as

1/]STC _ Pmpp,pred - Pmpp,raw ) (446)
Pmpp,STC

Applying Equation 4.46 to week 21, a error v¥stc¢ of 0.48% and a standard
deviation of 0.6786% is obtained. In Figure 4.24 the results for the single Py, pre-
diction errors of week 21 are shown for the LEM. The red line indicates the relative
mean bias error for the whole week and the dashed red lines the respective standard
deviation. However, the overall mean bias error is much higher than obtained by
Stein et al. in [78]. However, Stein et al. obtained the JV curves from modules
that were mounted on an azimuth/elevation 2-axis tracker pointed at the sun for
all measurements. In addition, they filtered out all curves that were obtained dur-
ing unstable irradiance conditions (irradiance changes > 2%) [78]. This filter could
not be used for the data as explained in Section 3.1. Considering the prediction
errors shown in Figure 4.24, the relative small errors in this week compared to the
other weeks can be explained by considering the values for the coefficients of the
translation equations in week 20, where the coefficients are determined, and week
21, for which the prediction is done. In both weeks, the coefficient values are quite
similar, which leads to similar reference values in these two weeks. For example, the
Pppp in week 20 is calculated with the LFM to be 12.9mW /cm? and in week 21 it
is 13.1mW /cm?. This explains why small predictions error for week 21 are achieved

by using the translation coefficients of week 20.

In a next step, from the single v errors and standard deviations per week an
average weekly error and standard deviation was estimated for the whole measure-
ment time. In Figure 4.23, the average weekly error is shown with a horizontal solid
line and the average weekly standard deviation with two dashed lines. The average
weekly error for the CdTel module measured in Arizona for the KH model is 1.2%
and the standard deviation 2.3%. For the LFM it is —0.15% =+ 2.2%. These values
were calculated for each technology at each location. In Figure 4.25, the results for
Cologne are shown. In addition to the average weekly error and standard deviation,
also the range of the weekly ¢ values are shown, i.e. the maximum mean weekly

error and the minimum mean weekly error. The KH model and the LFM are both
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Figure 4.24. — Prediction error sy for the LFM for week 21 (2nd May - 8th May
2014), taking the coefficients obtained from week 20 (25th April - 1st
May 2014).

investigated with two versions each. For the KH model the uncorrected Py, ver-
sion (purple dots) and the corrected P, version (black dots) (see Section 4.2) are
investigated. It can be seen that with the correction of P, with Equation 4.10
the average weekly error ¢ can be improved for most of the modules. However,
the improvement is very little compared to the influence of the "outlier weeks", i.e.
weeks with a high prediction error. Outlier weeks happen when the environmental
conditions between two weeks change dramatically so that prediction occurs with
abnormal high errors. Another influence is soiling, for example due to dust or snow.
For the LFM, as described before, the four parameters J., Rsc, Vo, and R,. are
taken from the KH fit according to Section 4.1. However, the prediction was done
once with the FF obtained from the KH fit (blue marks) and once with the raw
FF values (orange marks). This investigation allows to separate the influence of the
error introduced by the FF from the KH fit from the error introduced by the FF
from the raw measured JV points. It can be seen that for most of the modules,
the prediction with the raw FF leads to better prediction values. Therefore, a full

parameterization with the KH model for the LFM is not recommended.
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The results for the other locations are shown in Appendix B. They are compa-
rable with the results from Arizona. For all locations, all investigated model versions
show low average prediction errors (smaller than +2%). Only for the a-Si:H/pc-Si:H
module measured in Arizona a high average value of 4% was obtained. This is due

to high errors of the outlier week.
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Figure 4.25. Comparison between the prediction error for Pnp) calculated with the
KH model and the LFM. Investigated are the four modules a-Si:H,
CdTel, CIGS1 and a-Si:H/pc-Si:H measured in Cologne. Shown are
the mean weekly error (dot), the mean weakly standard deviation,
the maximum mean weekly error (upwards triangle) and the mini-
mum mean weekly error (downwards triangle). The colors indicate
the investigated model and method: KH model without Pppp, correc-
tion (purple), KH model with Pppp correction (black), LEM with FF
taken from the KH fit (blue), and LFM with raw FF' (orange).

In Section 4.3, it has been already demonstrated that the fitting range, i.e.
the temperature and irradiance range, for the determination of the temperature
coefficients for the LFM is very sensitive. In this section, a relative wide fitting range
for the temperature coefficient of LFM with ¢ > 800 W/m? an T > 25°C has been
used. For the translation equations of the KH model and the ¢ translation equation
of the LFM, even all data haven been used. The results of the prediction for the two
models show again that the LEM is more sensitive to the fitting range than the KH
model. This means that it can be expected that the prediction results will change for

the LFM strongly with another fitting range for the coefficients. The sensitivity of
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the LFM leads to more extreme values for ) than the KH fit. However, the average
1 value over all weeks is not affected so much from that as the outlier weeks normally
neutralize each other. At the end, both models show comparable prediction errors
and standard deviations for all investigated technologies and locations as the KH
model tends to offsets errors for ¢ and the LFM to high sensitivity of outlier weeks.
Both disadvantages seem to have at the end the same impact on the average error
.

The prediction errors can be reduced by taking only suitable data for the
parameter analysis into account. That means as well to neglect low irradiance and
to neglect data that show fluctuations in the calculation of STC values for example
due to soiling effects. However, in this section all data were used to do the maximum
power density prediction so that the prediction is not limited to certain temperature

and irradiance conditions and can be done for a wide range of climate zones.

The goal was to show if the KH model is as suitable as the LFM for energy
yield prediction. Considering the results, it can be stated that both models have
their disadvantages and advantages. In summary, both are suitable for energy yield

prediction. It can stated that the two main advantages for the KH model are that it

for the Pnpp, prediction can be done if higher accuracy is desired. The big advantage
of the LFM is that it fits low light conditions better than the KH model.

4.5. Conclusion

In the first part of this chapter, in Section 4.1, the fitting parameters of the KH
model were compared with the parameters obtained from classical linear fits. For
the linear fits, it was found that the range of the linear fits has a high influence
on R,. and Ry, whereas J. and V,. are only slightly affected by the fitting range.
Indeed, a higher fitting range leads to increased values of R,. and Gg.. However, this
also decreases the statistical error of the value. A fitting range of [V, 1/2 X Vippp)
was defined as a suitable compromise for Ry as here the influence of the fitting
range is strongest. Comparing the KH parameters with the parameters of the linear

fits, the highest discrepancy between both parameters can be found for the Ry vs.
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Jse behavior. This problem can be solved by a weighting factor of 30 in the range
[Vinin, 1/2 X Vinpp. For the single junction thin film modules CIGS, CdTe, and a-
Si:H, the using of the weighting factor leads to the effect that after the weighting
the highest difference between the KH and the linear fit can be found for the R,..
Only for the ¢-Si:H/pc-Si:H module and the c¢-Si module, the Ry difference still
remains the highest between the linear and the KH fitting parameters. In total, the
analysis of the parameterization shows that with the weighting factor the KH model

is a suitable method to obtain Ry, Roe, Jsc, and Vg for thin film modules.

The consideration of the whole JV curve fit in Section 4.2 enhances the analysis
that the KH fit is suitable for thin film modules, whereas the KH model cannot be
recommended for poly-Si modules. It could be shown that the quality of the KH
fit depends on the irradiance under which the JV was measured. The JV curves of
a-Si:H solar modules are fitted well under high irradiance, whereas the JV curves
of CdTe modules are fitted better under low light conditions. This correlation can
also be found in the fit at the MPP. The quality of the fit at the MPP shows a
linear correlation to the Pyp, value. With increasing maximum power density, the
KH fitted Pnpp, tends to underestimate the real power for CdTe. For a-Si:H, the KH
fit overestimates the real P, with decreasing power density. The KH fit for CIGS
modules shows a mixed behavior as well as for a-Si:H/pc-Si:H modules. A linear
correction term for the KH fit at the MPP improves the KH fit for the Pupp.

For the parameter analysis of the KH fit, translation equations based on the
one-diode model have been used. Those equations and the results have been com-
pared to the LEM. It could be shown that for low irradiance, the translation equa-
tions are influenced by the doubel-exponential behavior of the thin films. The trans-
lation equations of the LFM can compensate this effect. Therefore, more coefficients
are needed. However, these additional coefficients do not have a physical meaning.
Furthermore, it could be shown that the translation equations of the KH fit are
more stable regarding the fitting range than the translation equation of the LFM
for the temperature. However, it is recommended to determine the coefficients of
the KH translation equations at high irradiance (¢ > 800 W/m?) and temperature
(T >25°C).

Comparing the yield prediction of the LEM and the KH model, it could be
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shown that regrading the available data set, both models show similar results con-
sidering the mean and the standard values for the yield prediction. In summary, it

can be stated that the KH model is a suitable model for thin film model analysis.
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5. Degradation Analysis and

Modeling of CdTe Outdoor
Data

In this chapter, the outdoor data from the CdTe modules are analyzed in some detail.
In addition, an empirical dynamic performance model for the R, is introduced for
different climate conditions. As described in Chapter 4, the KH model is suitable for
performance modeling of thin film modules. Therefore, the KH model will be used in
this chapter for the outdoor analysis. However, first an overview about degradation
effects for CdTe solar cells will be given. In the next step, a detailed degradation
analysis for a CdTe module in Arizona based on the coefficient analysis from the
translation equations is made. Afterwards, the parameters V., Gy, and R, as well
as the fill factor and the P, are investigated also for other CdTe modules and for
four different climate zones. Based on the results, an empirical model for the R,

behavior will be implemented.

5.1. Introduction degradation and annealing

effects

In Section 4.4, the KH model has been used for short term prediction of the module
performance. This prediction is based on the assumption that the characteristic of
the PV module does not change much from one week to another. However, it could
be seen that this assumption is suitable for modules that have been already outside

for several weeks. At the beginning of the exposure, this assumption is more prob-
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lematic. The reason is that for nearly all PV technologies, especially the thin film
modules, the performance changes under extended duration illumination or “light
soaking”[15]. These changes include metastable effects, so that the performance of
the device depends on the history of illumination, electrical bias, temperature, as

well as long-term effects [15].

Many thin film solar cell technologies exhibit metastable behavior (see Sec-
tion 2.3). In this chapter, it will be focused on typical metastable and degradation
effects of CdTe. For CdTe, a common known metastable effect can be observed for
the Vie. The V. increases with light-soaking and forward bias and decreases under
dark-conditions [13]. The reason for this effect is not yet very well understood. One
explanation is that this effect may happen due to a depopulation of trap states in

the absorber junction [13].

Another interesting effect arises at the back-contact metalization. The electron
affinity of p-type CdTe is with 5.6V to 5.7eV [126] very high and makes it therefore
difficult to produce an ohmic contact. Simply applying a metal to the CdTe back
side will form a Schottky barrier. This Schottky barrier acts as a reverse-biased
diode [127] and leads to an increasing contact resistance and a reduced solar cell
performance [128]. To lower this barrier, a common approach is to use an interme-
diate highly doped semiconductor, which leads to an increasing of the conductivity
and creates a tunneling barrier [128]. The typical process to achieve such an efficient

back contact will be explained briefly in the following.

By etching the CdTe surface, a Te rich surface is obtained which has an in-
creased conductivity and is p*-type [128]. Then a thin layer of Cu (60A) or a
graphite paste mixed with Cu on the Te rich surface is applied on the surface. An-
nealing leads to an intermixed Cu2-xTe degenerated semiconductor layer [128]. The
diffusion of Cu into the p-type CdTe leads then to a sharp decreasing of resistivity
of this material due to formation of Cu-related acceptor level in the band gap of
CdTe [129]. This diffusion is the reason why high efficiency CdTe solar cells are
achieved with Cu containing back contacts [130]. However, Cu can also diffuse from
the back contact through the cells [131]. The CdS layer acts as a Cu sink here [131].
The Cu diffusion through the cell leads to a decreasing of the back contact field

and therefore leads to performance losses. This degradation effect increases with
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higher temperature [15]. In addition to the back contact problem, also a decrease in
doping concentration close to the CdS/CdTe junction and an increased resistance in

the transparent front contact have been identified as degradation mechanism [127].

To improve the reliability of CdTe modules, it is important to consider all these
kinds of degradation and metastable effects. Until now, no performance model
exists that includes a suitable degradation model for outdoor PV modules. The
most common approach for long-term prediction is to use degradation rates that
were calculated before (see for example [12]). These general degradation rates are
influenced by several factors. The degradation and metastable effects depend on the
investigated technology (see Section 2.3) and on the environmental conditions and
therefore also on the location. In the following, a detailed degradation analysis will
be done for the CdTel module in Tempe. Afterwards, the measured outdoor data

for CdTe will be investigated also for different locations and different CdTe modules.

5.2. Coefficient analysis

The KH model requires the consideration of four parameters, namely Js., Vic, Gsc,
and R,.. However, from these parameters also the fill factor and the maximum
power density can be calculated (see Section 3.2). In Section 4.3, one week was
determined as a general suitable time range for determining the standard values of
the parameters. In order to improve the precision of the analysis, a deviation from
this general time interval is needed in some cases. This will be explained in the

following.

The suitable time range to determine standard values of the parameters de-
pends on the environmental conditions of the location and the time that the module
has been already exposed outside. As explained in Section 4.3, the fit for the trans-
lation equations should be done with data that are measured at high irradiance
(800W/m? < ¢ < 1200 W/m?) and high temperature (7 > 25°C). To achieve a
suitable amount of data that fulfill that requirement, a longer time interval is re-
commended for the modules that are measured in Cologne than for the modules
measured in the other three locations. In addition, as metastable effects have a

strong impact in the first weeks, a shorter time interval should be considered for the
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first weeks compared to the later weeks. Taking both aspects into consideration,
the following time intervals are taken for the modules measured in the respective

location:

1. Cologne: Time interval of 7 days for the weeks 1-20; Time interval of 14 days

for all other weeks
2. Ancona: Time interval of 7 days for all weeks

3. Chennai & Tempe: Time interval of 2 days for the weeks 1-8; Time interval of

7 days for all other weeks

It should be noted that in this chapter for more convenient writing, it will
be referred to these time intervals in general as “weekly”. So “weekly data” does
not mean that the time interval for this data is always exactly one week but rather

depends on the considered time and location.

For each time interval, the standard values for the four KH parameters as well
as the differential conductance G, and the differential resistance R, are determined.
Doing so, a degradation analysis during the outdoor exposure is possible for any
solar cell technology. As in this chapter, the focus lies on CdTe, the results for
the time interval calculations are shown for this technology in Tempe in Figure 5.1.
The results for the other two technologies (CIGS and a-Si:H/pc-Si:H) are shown for
Tempe in the appendix Appendix C.1. All significant technologies show degradation
and metastable effects. These will be analyzed in more detail in the following for
CdTe.

In Figure 5.1, the normalized STC parameters are shown for the CdTel mod-
ule. The parameters are normalized to their initial values. For Tempe, this means
that the values calculated from the first two days are set as initial conditions. At
the top of the two plots, the respective month and year of every 40th week of the
measurement are given. In addition, a temperature bar is given, showing the mean
temperature of the considered data for each time interval. From the temperature
bar, the seasonal changes of the environmental conditions can be seen. It should be
noted that, as explained in Section 3.1, only those temperature data are taken where
the respective measured irradiance ¢ is higher than 250 W/m? and no unphysical

JV curve parameters are measured.
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Figure 5.1.

12/2013 09/?014 06/2015 04/?016

o] FF
115+ Fb .
8 1.10-?
[T 8 L]
£ 1.05{ -
o
g 1.00
T 0.95
N
= 0.90 °
E o085/ . 3]
e : e Mmean temperature in week
0.80 Il 1l [ (1 1] 1l |
0 20 40 60 80 100 120 140
week of measurement
(a) FF7 Pmpp7 Jsm V;)c
12/2013 091'2014 06/‘2015 04/?016
=10
3 R
0.8 oc 1
§
5 0.6 A
Qo
B mean temperature in week
N 0.4 (1l | RNl Il |
© ° o L]
Eozf A
50.
c
oo 1 1 L L 1 1
0 20 40 60 80 100 120 140

week of measurement

(C) Roc: G

5.2 Coefficient analysis

12/2013 09{2014 06/2015 041'2016

N

= 0.90® Ve

£

=085+ =

g mean temperature in week
0.80 11 HEE "l THEN

0 20 40 60
week of measurement

(b)
Voc, FF

(d) Temperature Legend

80 100 120 140

Pppp with Jsc,ref:23.6mA/cm27

Normalized STC parameters for CdTel in Tempe. The parameters are

normalized to their initial values. The reference values are calculated
for the respective defined time intervals for Tempe, i.e. for the weeks
1-8 a time interval of two days are considered and for all other weeks
the reference values are calculated on a weekly basis. In a) the results
for Prpp, Jsc, Voc, and FF and in c) the results for Ry and Gy are
shown. For comparison, in b) the results for Pypp, Voc, and FF are
shown, where for the calculation of the STC Py, values a constant
value for Jy. with Jgc rer=23.6 mA /cm? is taken for all weeks. In d) the
legend for the temperature values is shown.

In Figure 5.1a, the normalized parameters FF', Py, Js, and V. are shown. It

can be seen that V. degrades continuously over the time. However, the degradation

is faster during the first weeks. In contrast, two opposite trends are observed for the

113



Degradation Analysis and Modeling of Cd'Te Outdoor Data

fill factor: During the first weeks the FF increases by almost 15% (relative). This
consolidation period is followed by a continuous degradation. For the short circuit
current density no degradation behavior is observed. However, the strong scattering

of the weekly reference values for J,. affect the weekly reference values for Pppp.

In Figure 5.1b, the normalized parameters FF', V., and P, are shown,
whereas the Pyp, values are calculated with a constant Jg. value, namely Jq et =
23.6 mA /cm? as the initial value, for all time intervals. Figure 5.1b indicates that
the scattering of P, can be reduced with this method. It can be seen that the
maximum power density first increases and then decreases similar to the FF. How-
ever, the effect of the initial increasing of Pppp is reduced by the influence of the
deceasing V.. The described trends of the Vi, Ji, FF', and Pypp can be seen also
for all other three locations for CdTe (see Appendix C.1).

A further insight into the degradation behavior is obtained by considering R,
and Gg. In Figure 5.1c, the normalized values for STC are shown over the measured
time. It can be seen that both values are first decreasing and then slowly increasing.
The behavior of R,. and G¢ match well to the behavior of the fill factor. In total,
the behavior of Pypp, FF', Roc, and Gy can be divided best in two parts, which can
be called:

1. Consolidation

2. Degradation

In Figure 5.1c, the consolidation and degradation phase for R,. and Gy can be
observed. The consolidation phase for the CdTel module in Arizona continues the
first six weeks for R,. and Gg.. It can be described as a linear decay as illustrated
in Figure 5.1c. During this time, R, decreases by about 5.3% per week and G by
about 14.7% per week. After that, a slow degradation starts. This degradation can
be approximated with a linear fit from week 10 to week 138. Here, R, increases
about 4.7 x 1072 % per week and Gy, about 4.3 x 1072 % per week.

Figure 5.1 shows the results for one location, namely Tempe, and one module,
namely CdTel. To calculate the STC values of one parameter the respective KH
translation equation of the parameter was used (see Section 4.3). In this section,

the coefficients of these translation equations will be analyzed in detail for all four
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parameters to investigate the degradation behavior of CdTe. For this, the data from

Tempe are used. The coefficient analysis will be started with analysis of V.

5.2.1. Open circuit voltage
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Figure 5.2. — Weekly data of V. (black points) at STC and the three coefficients V2,
(red points), ayoc (blue points), and evo. (orange points). The data
are taken from the CdTel module measured in Tempe.

For the analysis of V., the respective translation equation is as shown in

Equation 4.14. The V. is described with three parameters, namely V2, axoe, and

oc?

Evoc- In Figure 5.2, the weekly STC values of V. are shown as well as the weekly

determined coefficients V2, awoe, and evee. It can be seen that all three coefficients

oc)
decrease in similar ways as V,.. The open circuit voltage decreases about 7.04%
from week 1 to week 134. It should be noted that actually data until week 138
are available. However, V,. as well as the three coefficients suffer between week
134 and 138 under high fluctuations. Therefore, the degradation rate for V;. and
the three coefficients are determined between week 1 and 134 in the following. The
coefficient VO decreases from 1518 mV to 1310 mV, which, on its own, would lead
to a decreasing of the V. of 25%. The temperature coefficient av,. decreases from

2.79mV /K t02.03mV /K. Together with Tref =298.15 K, the term awe X Trer would
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lead to an increasing of V,. of 27.28%. The increasing of the temperature coefficient
leads also to the fact that during outdoor exposure, V,. becomes less dependent
on temperature. Finally, the coefficient ey, decreases from 15.37 x 1072mV /K to
7.12 x 1072mV /K. Together with Ties =298.15K and Jy.ref =23.61 mA /em?, the
term evoc 10g (Jse ret) Trer Would lead to a Vi decreasing of about 9.36%. The three
terms together end up with a total decreasing of V. of the mentioned 7.04%.

It should be noted that the highest change of V,. and its three coefficients
happen in the first seven weeks. Here V. decreases already by 6%. The coeffi-
cient V2 decreases from 1518 mV to about 1349 mV, vy from 2.79mV /K to about
2.13mV /K, and ey from 15.37 x 1072mV /K to about 8 x 1072mV /K.

As E,/q =V (see Equation 4.25), the decreasing in V2 indicates a decreasing
in the activation energy of Jy. The initial value of ¢V2 = E, = 1518 meV is not easy
to understand because E, > E,(CdTe) = 1.45eV [126]. Whether or not such an
activation energy is physically true or rather an artifact, the unstable initial state
of the module should be subject to further investigations. After the consolidation
phase (week 7), E, is 1349 meV and so smaller than E;(CdTe). The further decrease
of V2 during the degradation phase points to an increasing influence of interface
recombination with £, < E,. This could be a result of Cu diffusion into the space
charge region of the device. Overall a higher activation energy in the present 12
CdTe modules can be seen as compared to the same analysis of Ulbrich et al. [103]
who found E, ~ 1130meV for a CdTe module produced more than 10 years ago. In

the following, the coefficient analysis will be continued with Gi..

5.2.2. Differential conductance at short circuit condition

In Figure 5.3, the weekly values of the two terms of the Gy translation equation
(see Equation 4.13) are shown for the CdTel module in Tempe. The values of
the two terms are compared with the weekly G rer values at STC. In Figure 5.3a,
Giserer (black dots) is compared to the term KgseJserer (red dots) and in Figure 5.3b,
Glse rer (black dots) is compared to Gyeo,1ver (dark yellow dots). The term Geeo mver 1S
calculated by
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Figure 5.3. — Weekly time values for STC for the two terms of the Gy translation
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and Gsc,O,Tref~

Gsc,O,Tref = G4sc,0 + aGscﬂef ; (51)

and describes the shunt conductance at reference temperature with J,. = 0. The

sum of KgseJseret a0 G0, Trer 15 €qual t0 G ret.

Considering the consolidation phase of G, i.e. the first six weeks, it can be
seen that Gsc ref is mainly influenced by the decrease of the Kqg-term, which is equiv-
alent to the decreasing of Kgsc as Jscref Femains constant. At the beginning of the
outdoor exposure, the Kgg-term is even higher than the G rf value, which results in
negative Gy o mrer values. Of course, negative G o,1ver Values are not physical. They
are a result from the linear extrapolation to Js. = 0. Nevertheless, the high values
of the Kgsc-term at the beginning indicate that G, depends very strongly on Jg,
which is an indication of voltage-dependent photocurrent. However, the influence
of the Kgse-term on Gge e becomes less significant during the consolidation phase,
which leads to a decreasing of G rer. Hence, it can be stated that the improvement

of Gy occurs due to a decreasing of voltage-dependent photocurrent.

Considering the degradation phase of Gy rer, that set in after the consolida-
tion phase, the degradation is mainly influenced by Ggc o 1vef. From week 6 to week

138 Gie et increases by about 8.99 x 107*mS /cm? per week. The term kqseJse ref,
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however, decreases in this time about —2.8 x 107*mS /em? and the term G Trer
degrades about 1.18 x 107®mS /cm?. This behavior shows that the degradation, in
opposite direction to the consolidation phase, is dominated by a general degrada-
tion of the shunt resistance. This may also happen due to the Cu impurity in the
material. However, the coefficient analysis of Gg. shows that the consolidation and
degradation phase of Gg. occurs due to two different mechanisms. The decreasing
of Gy in the consolidation phase occurs due to decreasing of the voltage-dependent
photocurrent, whereas the long term degradation is mainly influenced due to a gen-
eral degradation of the shunt resistance. In the following, the coefficient analysis

will be continued with Ry..

5.2.3. Differential resistance at open circuit condition
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Figure 5.4. — Weekly data of R, (black points) at STC and the terms BrocTvef/ Jsc,ref
(red points) and Rs, mrer (blue points). The data are taken from the
CdTel module measured in Tempe.

In Figure 5.4, the weekly STC values for R,. (black points) as well as the two
terms SBrocTrer/ Jserer (red points) and Rs rer (blue points) are shown. The term

R, Tret 1s given by

118



5.2 Coefficient analysis

Rs, Tref = Rs + aRocTref~ (52)

According to the translation equation of R,. (see Equation 4.15), Ry, rer is equal to
the sum of BrocTret/ Jscret and Rs, trer. Both terms have an impact on the decreasing
of Roc in the consolidation phase and on its increasing in the degradation phase.
However, the shares of SrocTrer/ Jse et and Ry, et 01 Roc, ref change during the time.
In the first six weeks Roc, ret decreases by about 0.22 Q) cm? per week. The S-term
deceases in this time by about 0.13Q ¢cm? per week and therefore has a share of
59% in the decreasing of R, ref- The term Rs myer decreases by about 0.09 cm?
per week and therefore has a share of 41% in the decreasing of Ry, ref. Also for the
long term degradation after week 6, the S-term dominates the degradation. How-
ever, the share of the S-term on R, rof decreases. The values of Ry ref show a
degradation of 1.85 x 1072 Q ¢cm? per week. Here, the S-term has, with a degrada-
tion of 1.01 x 1072 ¢cm? per week, a share of 55%. The rest (45%) of the Roc, ret

degradation is due to R, ryes.

5.2.4. Analysis of the fill factor

After the analysis of the V., Roe, and Gs., the impact of these three parameters
on the fill factor will be investigated in this subsection. In Figure 5.5, different
calculations of the fill factor of the CdTel module in Tempe for ST conditions are
shown. The black dots indicate the weekly STC values for the fill factor recalculated
using the KH model and the measured data from the test site. The initial value of
the FF is determined to be 64.92%. The first 6.5 weeks, the FF increases about
1.6% per week. At week 6.5 it achieves an end of the increasing with a value of
around 74.03%. Afterwards, it degrades about 1.81 x 1072 % per week.

As in the KH model the FF is computed from V., Js, Ro, and G, the
impact of the individual parameters on the FF' can be determined. This was done
for Ry, Gy, and V.. As shown in Figure 5.1a, at the beginning of this section, no
degradation for Jy. could be seen for the CdTe module. Therefore, Ji is not included
in the investigation of the fill factor. The results for the other three parameters are

shown in Figure 5.5 and will be explained in the following.
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Figure 5.5. — Origin of fill factor behavior in Tempe for the CdTel module. Shown
are the STC FF values on a weekly basis (black dots). For analysis,

the weekly STC values for the FF were also calculated with stable Ry

conditions (blue dots), stable Gs. conditions (red dots) and stable Vo
conditions (purple stars).

To analyze the influence of the V. degradation on the FF behavior, the initial
STC value of V. was used for all weeks and the FF was re-calculated. The results
are shown in Figure 5.5 as purple stars. The same was done for R, (blue dots) and
Gy (red dots). It can be seen that the degradation of V,. affects the FF less than
Gs and Ro.. The R,. influences the FF most, especially at the beginning. But

also Gy has a big influence on how high the FF increases at the beginning of the
outdoor exposure.

The time of the increasing of the FF in the first 6.5 weeks can also be described
as a consolidation phase, which is then followed by a degradation phase. In Table 5.1,
the key data of both phases are shown for the different FF types/calculations.
Without the increase of R,. during the consolidation phase, the FF would only
increase by about 0.52% per week in the first 6.5 weeks instead of 1.53%. Thus an
increase of 1.01% (= 2/3 of the entire increase), can be ascribed to the reduction
of R, during the consolidation phase. Similarly, for the degradation of FF after
week 6.5, a rate of 0.94% per week can be ascribed to the increase of R,.. This

makes R,. the most influential parameter for both the consolidation as well as the
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Table 5.1. — Key data of the consolidation and degradation phase for the FF' analysis
of the CdTel module at the test site Tempe taking different stabilized
parameters into account.

Type of FF Average Value at Weekly

weekly linear week 6.5 degradation rate

increase from after week 6.5

week 0-6.5

real FF 1.53% 74.03% —1.81 x 1072%

FF with stable V. 1.66% 74.35% —1.58 x 1072 %

FF with stable R, 0.52% 68.77% —0.87 x 1072 %

FF with stable G 0.94% 70.42% ~1.3x1072%

degradation of FF. Considering the data in Table 5.1, the Gy, parameter turns out
to be the second most important parameter for the consolidation and degradation
phase of the FF'.

For a more detailed analysis of the consolidation and degradation behavior of
CdTe, finally an analysis of the ideality factor is necessary. This will be explained

in the following subsection.

5.2.5. ldeality factor

The coefficient Sgre. is related to the ideality factor nig with Bre. = % (see Sec-
tion 4.3). In the following, the ideality factor determined from Sg,. will be defined as
Nid,Roc- The ideality factor 14 roc is determined by the slope of Roe Teorr VS 1/ Jse meas-
The value Ry eorr indicates the temperature corrected data of the measured R, val-

ues and is determined by

Roc,Tcorr = Roc,meas — QiRoc (T‘sc,meas - Tsc,ref) - ﬂRoc (Tmeas - T;ref) /Jsc,meas- (53)

To determine nigroc from Equation 5.3, the linear fit of Rocmeorr vS. 1/ Ji is set
equal t0 Rocmeas (Jsc,meas, Tref) VS. 1/ Jse from the translation equation of R (see
Equation 4.15). This way, the slope agoc of the linear fit Rocrcorr VS. 1/Jse,meas 19
equal to SrocTmeas. And from this, ngrec = aﬁocﬁref is obtained with T,.s =298.15 K.

It has to be noted that only values are taken into account that were measured at
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high irradiance and high temperature as defined in Section 4.3 (¢ >800 W/m? and
T >25°C).

Ulbrich et al. [103] have shown that niqroc can be described as

Nid,Roc =

JSC

————Njq, 5.4
Ton (V) (54)
with Jop (Vo) the photo-generated current density at open circuit and niq the real

Jsc
Jph(voc)

density is collected under open-circuit conditions. With increasing influence of

ideality factor. The ratio describes how much of the short-circuit current
voltage-dependent carrier collection, this ratio increases and therefore also the over-

estimation of niq roc compared to niq.

Another method to determine nyq is over the slope of V,. vs. log (Js). This
method uses the relation ey,. = niak/q (see Section 4.3). Here, the same steps as
before for R,. are done and the ideality factor is indicated as miqvoc. First, the

measured V. values are translated to temperature corrected values with

‘/oc,Tcorr - V;)c,meas - (aVOC — EVoc IOg (Jsc,meas)> (T;ef - Tmeas) . (55)

Afterwards, the linear fit of Ve meorr vS. log (Jsc) is set equal t0 Voe meas (Jscmeas, Tref)
vs. log (Js), taking the translation equation of Vo, (see Equation 4.14) into account.
The slope avo. of this function can be set equal to evocTrer and by this niq voe is
obtained by nig,voc = GVOC%M‘ Also here, only data measured at ¢ >800 W/m? and
T >25°C are taken into account to reduce the impact of the second diode with

ideality factor 2.

Eron and Rothwarf have shown that in case of bias dependent current collec-
tion, niq,voc underestimates the real ideality factor niq [132]. From [103], it can be

derived

1 1 J, kT
7:77$7l, (5.6)
Nid,Voc Nid Jph (Voc) q fsc
with fs the current-collection function at short circuit and x = df /dV; the slope of
the collection function at V; = V,.. However, it should be noted here that the value

of y is negative.
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5.2 Coefficient analysis

In Figure 5.6, the weekly data of nigroc and mjqvoc are obtained from the
CdTel module in Tempe. The ideality factor niqroc is larger than the ideality
factor niq,voc as expected from Equation 5.5 and 5.6. The underestimation of niq,voc
compared to the real niyq values explains why for niq vo. values < 1 can be obtained.
Both values decrease in the first six weeks, the consolidation phase. As the true
ideality factor niq should lie inbetween niqroc and niqvoc, it can be concluded that
niq must decrease from a value around 2 to a value between 1 and 1.5. This may
happen due to a decreasing of defects in the charge region, which leads to less voltage
depended photo-current collection, which then leads to better Gy, and R,. values
and therefore to a better FF'. The described relation of defects in the space charge
region and voltage depended photo-current collection is in good agreement with
models that assume that recombination in the depletion region is the dominant
collection loss mechanism [115]. The ideality factor values of around 1 could in
combination with the decreasing of V. may be explained with higher recombination

in the quasi-neutral regions due to the mentioned Cu diffusion.
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Figure 5.6. — Determination of the ideality factor njq. Shown are the ideality factors
determined from the temperature-corrected data via the Roc vs. 1/Jsc

method (nid,Roc, red dots) and via the Vo vs. log (Jsc) method (nid voc,
black dots). Data are taken from the CdTel module in Tempe.

After the first year, seasonal fluctuations in niq roc can be observed. The values
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increase in the winter months with lower average temperatures and irradiance. This
can explain that in seasons with lower irradiance and temperature, the metastable
effects that were annealed at the beginning increase again and lead to higher recom-
bination. The increasing of niq roc also leads to an increasing of R, which can be

seen in Figure 5.4.

Despite the seasonal fluctuations, the values of niqroc and niqvoc are fairly
stable after the consolidation phase, which is indicated with a linear fit of these values
from week 53 to week 138. This indicates that the long-term degradation of the
parameters Gy, Roc, Voc, and by this also FF are not created due to a change of the
ideality factor. They may be explained by other degradation effects of the material
itself, for example a general increase of the R,. due to an increased resistance in the
transparent front contact as it has been identified in [127]. However, this cannot
be stated clearly from the data. Nevertheless, the analysis of the coefficients has
shown that the consolidation and the degradation phase are driven by different
reasons. The consolidation phase seems to be influenced by a decrease of the voltage-
dependent photo-current, which also influences the seasonal variations. The long-
term degradation is more influenced by a general material degradation which cannot

be specified in detail based on the available data.

5.3. Analysis and modeling of different modules

In the previous section, a detailed analysis of the CdTel module in Tempe has been
made. As can be seen from the data in Appendix C.2, also the other eleven CdTe
modules (in total: three CdTe modules in four different regions) show a consolidation
and degradation phase for P,,, FF, Ro, and Gs. Analogously to the previous
section, the analysis of Vi, G, Roc, and FF was made for all CdTe modules.

The changes during the two phases for all parameters by using the KH trans-
lation equations are summarized in the Appendix C.2.6. In addition, for V;. the
degradation of the V, itself and its coefficients of the respective translation equa-
tion over the entire outdoor exposure can also be found here for all twelve CdTe

modules.

Despite their similarities, each CdTe module has its own degradation behavior
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as no module has the exact physical characteristic than another module. For a
detailed analysis of the degradation and metastable effects, two things have to been
distinguished, namely the type of module and the location of the module. In this
section, the influence of the module and the location will be investigated. For
this, first the degradation behavior of the three CdTe modules at a same location
and afterwards, the behavior of the CdTel module in the four climate zones is
investigated considering Vo, Gy, and Roc. Finally, also the Py, and FF behavior

are analyzed for all modules at each location.

5.3.1. Analysis of different CdTe modules in Tempe

Considering all three modules at the same test site, for example Arizona, their
different degradation behavior can be seen although they have seen the same envi-
ronmental conditions. In Figure 5.7, the degradation for V,. and R,. for the three

CdTe modules measured in Tempe are shown.

Figure 5.7a shows the results for V,.. It can be seen that for all CdTe modules
the STC-V,. values are decreasing. After 138 weeks, the modules lost 6 (CdTe2 and
CdTe3) to 7 (CdTel) % of their initial V. value. The CdTel module has the highest
initial value with 830 mV, followed by CdTe2 (803 mV) and CdTe3 (788 mV). The
degradation behavior of the three CdTe modules differs by considering the degra-
dation for the first ten weeks. For CdTel, 75% of the total measured degradation
happens in the first ten weeks. For CdTe2, it is even 83%. Only for CdTe3, it is
only 50%. The CdTel and CdTe2 modules seem to reach a saturation value at the

end of the measured weeks. However, the CdTe3 module seems to degrade further.

For the degradation of the STC-R,. values, the similarity between the CdTel
and CdTe2 modules gets even more clear. In Figure 5.7b, the results for the three
CdTe modules are shown whereas the increasing and decreasing of R, is described
with respective linear fits. It can be seen that the initial R,. values are with
425 cm? (CdTel) and 4.45Q cm? (CdTe2) very close to each other. During the
consolidation phase, which takes for both modules approximately six weeks, the R,
value decreases by about 0.23 Q2 cm? per week for the CdTel module and by about
0.24Q ecm? per week for the CdTe2 module. After that, a slow degradation takes
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Figure 5.7. — Weekly parameter values for STC for different CdTe modules in Tempe.
Shown are the values for a) Vo, and b) Ry.

place. For the CdTel module, the R, increases about 2 x 1073 ¢m? per week and

for the CdTe2 module it increases about 3 x 1073 cm? per week.

The CdTe3 module shows a much worse behavior for the R,.. It has already a
higher initial R, value with 5.28 2 cm?. Also in the consolidation phase, which also
takes about six weeks, the R,. improves only about 0.03 Q2 cm? per week. The degra-
dation phase can then be divided into two phases. In the first phase, which takes
place from week six to week 40, the R,. increases relatively strong with 0.02Q cm?
per week. After week 40 the degradation rate gets lower with 3 x 1073 e¢m? per
week. However, at the end of the measurement, the R, is with 5.8 cm? even

higher than at the beginning of the experiment.

In summary, it can be stated that the CdTe3 module suffers more under degra-
dation than the CdTel and CdTe2 module. The CdTel and CdTe2 modules however
show a very similar degradation behavior and similar initial parameters. Considering
also Gy, both statements can be proof further (see for this Appendix C.1). Consid-
ering the values in the consolidation and degradation phase, it can be stated that
the CdTe3 module improves less in the consolidation phase but degrades stronger in
the degradation phase than the CdTel and CdTe2 modules. In the next subsection,

the influence of the climate zone will be investigated.
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5.3.2. Analysis of CdTe in different climate zones

The second aspect, beside the different behavior of different modules, is the climate
region that influences the degradation behavior. It should be noted that the four
different climate zones of the test sites were described in Section 3.1. First of all,
the influence on V. considering different locations will be analyzed. Afterwards, the

analysis of Gg. and R, follows.

It has been already discussed in the previous subsection that the V. of the
CdTel module measured in Tempe degrades much stronger at the beginning than
after some weeks. This behavior can be also seen for the other locations (see Ap-
pendix C.1 for more details). It should be noted that for Tempe and Chennai, the
first weeks have a higher impact than for Cologne and Ancona. However, in this
subsection it will be concentrated on the long term degradation of the V... For the
short term behavior of the V; it will be forwarded to Appendix C.1.

In Table 5.2, the V;. degradation after 120 weeks for all test sites are shown.
It can be seen that the highest degradation occurs in Chennai and the least one in
Cologne. This fits very well with the temperatures that occur at both locations.
Hot regions lead to higher degradation in the V. than colder regions. This indicates
a temperature activated degradation process. This also fits to the finding that the
Vo degradation is due to Cu diffusion from the back contact (see Section 5.2) as the
Cu diffusion is faster at higher temperatures [15]. The high degradation in Chennai
compared to the other three locations also indicates a dependency on humidity as

Chennai is located in a tropical region.

Table 5.2. — Degradation of V. of the CdTel module after 120 weeks at the test sites
in Cologne, Ancona, Tempe, and Chennai.

Test site | Degradation
Cologne 2%
Ancona 1%

Tempe ™%
Chennai 15%

Also the R,. and G values show different degradation behaviors in different
climate zones. In Figure 5.8, the weekly STC values for R,. and G of the CdTel

module are shown for the four different test sites. In Figure 5.8a, the R,. values for
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Cologne and Tempe are shown. It can bee seen that at the beginning the R,. values
are similar. However, in Tempe the R,. value decreases faster and achieves lower
values than the module in Cologne. After this consolidation phase, the degradation
phase sets in. Here, the R, value increases faster in Tempe than in Cologne. Al-
though lower R,. values were obtained in Tempe during the consolidation phase, at
the end of the exposure time, the R,. values at both countries are similar to each

other due to the higher degradation rate in Tempe than in Cologne.

Comparing the R, behavior in Ancona and Chennai to each other, also here
the consolidation phase and degradation phase show different behaviors (see Fig-
ure 5.8b). In Chennai, in only a few weeks the decreasing of the R, value during
the consolidation phase is over. After the consolidation phase, a relative high degra-
dation rate sets in. In Ancona, however, the consolidation phase is much longer. At
the beginning, the R,. values are similar for the modules in Ancona and Chennai.
However, after the consolidation phase, the R, values in Ancona are much lower
than in Chennai. The degradation in Ancona, however, is lower than in Chennai.
The CdTel module shows in Ancona another interesting behavior. In the consol-
idation phase, a change of the slope is observed around week 17. After week 17,
the R,. decreases stronger than before. This can be explained by considering the
module temperature and in-plane solar irradiance. It has been measured that the
maximum in-plane irradiance and module temperature both increase after week 17
(for a detailed view of the weekly measured module temperature and in-plane irra-
diance, it is referred to Appendix A). It appears that the rate of the change in R,

is at least in part governed by the irradiance and/or the temperature.

Table 5.3. — Key data of the consolidation and degradation phase for the R, analysis
of the CdTel module at the test sites in Cologne, Ancona, Tempe, and

Chennai.
Test site | Duration of Decreasing Degradation rate
Consolida- during after

tion Consolidation Consolidation

Cologne 22 weeks 26% 2 x 107 Q cm?
Ancona 30 weeks 30% 9.6 x 107 cm?
Tempe 6 weeks 29% 1.91 x 1073 Q cm?
Chennai 5 weeks 27% 2.56 x 10730 cm?
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In Table 5.3, the key data of the consolidation and degradation phases of the
R, values for the four test sites are summarized. It can be stated that similar to
the V. also for the R,. the degradation rate increases with increasing temperature.
Also the duration of the consolidation time is linked to the temperature. In Chennai
and Tempe higher temperatures and a shorter consolidation time are measured than
in Ancona and Cologne. The decreasing of the R, value during the consolidation
phase seems to depend on the irradiance and gets lower with increasing temperature.

The highest decreasing of R, happens in Ancona and Tempe. Both locations show a
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high irradiance. The lowest decreasing happens in Cologne and Chennai. In Chennai
also a high irradiance occurs but also the highest temperature of all locations. The
high temperature may damp the decreasing of Ro.. In Cologne, the low decreasing

of R,. can be explained with low irradiance that occurs here.

Considering the coefficient analysis of all modules, it can be stated that similar
to the results of the CdTel module (see Section 5.2), the consolidation phase is due
to a decreasing in voltage-dependent photo-current. The comparison of different
locations indicates that this mechanism is stronger with high irradiance and low
temperature. One explanation for this could be the annealing of trap defects in the

material due to light soaking (see for example [13]).

Another point that needs to be considered is the seasonal variations of R.. It
can be seen for Cologne in Figure 5.8a and Ancona in Figure 5.8b that during the
degradation phase R,. gets worse during the winter times (see for the temperature
bars the Appendix C.1) and better during the summer times. For Chennai and
Tempe, these seasonal effects are not so clear visible. Considering the irradiance
and temperature variations for these test sites (see Figure 3.2 and Appendix A),
it can be seen that in Cologne and Ancona the irradiance depends more on the
seasons that in Chennai and Tempe. This shows again that the metastable effects
in the CdTe modules have a lower influence at regions with high temperature and

low irradiance fluctuations.

In Figure 5.8c and Figure 5.8d, the Gy, behavior is shown for Cologne, Tempe,
Ancona, and Chennai. It can be seen that in Cologne the Gy, value decreases less in
the consolidation phase than in Tempe. In Chennai the Gy value decreases less in
the consolidation phase than in Ancona. In Tempe and Chennai the consolidation
phases are much shorter than in Cologne and Ancona. Further, in Ancona the
consolidation phase of Gy shows a change in the slope after week 17. It can be
summarized that the statements that were made for R,. regarding the consolidation
phase can be repeated for Gy.. However, the G, values decrease compared to their
initial values much stronger than the R,.. In Cologne they decrease about 72%, in

Ancona about 88%, in Tempe about 83%, and in Chennai about 72%.

Also a degradation phase can be observed for Gy, for all four locations. How-

ever, compared to the decreasing during the consolidation phase, the increasing of
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Gy, during the degradation phase has in all four locations only a small effect on the
Gy value. Nevertheless, for a complete degradation analysis is has to be considered.
It should also be mentioned that, compared to R,., no seasonal variations can be

observed in all four locations.

5.3.3. Results for the maximum power density and fill factor

After the detailed coefficient analysis and the comparative analysis for different
modules and different locations considering V., G, and Ry, finally the previous
obtained results are used for a general description of the fill factor and the maximum

power density for all 12 modules.

In Figure 5.9, the changes of the fill factor for all 12 modules are shown.
The abbreviation on the x scale defines the considered module. The modules are
classified by their location and number. The abbreviations for the locations are: Ge
- Germany, It - Ttaly, Az - Arizona, and In - India. The CdTel module in Germany

is therefore as example classified as “Gel”.

The changes are divided in a) the consolidation and b) degradation phase. For
the consolidation phase, the changes between the initial value and the value at the

end of the consolidation phase is considered, according to

AFF = FF (tep) — FF (0) | (5.7)

with teon the time of the consolidation phase. For the degradation phase, AFF' is
determined with a linear fit and then an average yearly change is determined. The

results of AFF are shown in Figure 5.9 with a black line.

In a next step, the influence of R,., Gy, and V,. on the fill factor has been
determined. The method for this is based on the results of Section 5.2.4. For this, the
fill factor is determined again with a stable Ro. (FFRoc), a stable G (FFgsc), and
a stable Vi. (FFvoc). Afterwards, the difference to the real fill factor is determined
by
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0FF, = AFF — AFF,

(5.8)
= FF (tcon) - FFx (tcon) )

with 2 = {Voc,Roc, Gsc}. For the degradation phase, an annual average change
is determined with a linear fit, which is indicated as AFF,. Afterwards, 0 FF, =
AFF — AFF, is determined. It can be assumed that AFF can then be calculated
in a first order by

AFF = 0FFvo + 0FFRoc + 0FF s - (5.9)

With this equation, the influence of Ry, Gg., and V. can be determined for the

consolidation and degradation phase.

In the previous section, it has been shown that R, can be considered as a sum
of BrocTvet/ Jscrer and Ry myer. For a further insight into the influence of Ry.,  FF roc
has been divided into the influence of the Ry mer term (0FFRoca) and into the
influence of the SrocTret/ Jscret term (8 FFrocs). With this, AFF can be described
with

AFF = 0FFvoc + 0FFRroca + 0FFrocp + 0FFase - (5.10)

The results are shown in Figure 5.9. First of all, it can be observed that Equa-
tion 5.10 fits in general well to the data, especially for the consolidation phase.
Considering the CdTel and CdTe2 modules in Germany, Italy, and Arizona, the
difference between AFF calculated with Equation 5.8 and Equation 5.10 is smaller
than 9% (relative). The CdTe3 modules show higher fluctuation in the consolida-
tion phase. Especially in Arizona, it has been difficult to determine the changes of
the different parameters. This explains the higher deviation here between the direct
calculated AFF and the one with Equation 5.10. For India, it is in general difficult
to determine the values of the consolidation phase as it is very short (<one week).
For CdTe3, no clear consolidation phase could be observed in India as the consol-
idation phase is overlapped by a strong degradation phase, followed by a second
smaller degradation. As no clear consolidation phase for the CdTe3 module could
be determined, the entire changes due to the first degradation phase are taken into

account for the consolidation phase. This should be considered when the results for
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the CdTe3 module in India are considered.

For the degradation phase, the difference between the direct calculated AFF
and the one calculated with Equation 5.10 is small for the CdTe modules measured
in Italy and Arizona (<20% - relative). For Cologne and India, the deviations are
higher. The reason is that for Cologne in the winter times many data are missing
which makes the linear fits more difficult to determine. The degradation time of
India suffers under high fluctuations of the data which makes it also difficult to
determine linear fits. Nevertheless, also here the main influences on FF can be

determined.

The linear fits which are made for the degradation phase are influenced by
fluctuation of the considered data. As a reference, the standard deviation for AFF
is given. It should be noted that also of course a standard deviation exists for
0FFvoc, 0FFRoc,a, 0FF Roc 3, and 0 FF .. However, for better understanding of the
plot only AFF is given in Figure 5.9. Taking the standard deviation into account,
it can be seen that the difference between the direct calculated AFF and the one

with Equation 5.10 is small.

Considering the data in the consolidation and degradation phase, it can be
again stated that the CdTel and CdTe2 modules show similar behaviors, whereas
CdTe3 suffers more under degradation. For all modules, the fill factor improves in
the consolidation phase, except for the CdTe3 module in India. The CdTel and
CdTe2 modules improve in each country more than the CdTe3 module. The best
improvements of FF can be found in Italy and Arizona, with an FF improvement
of almost 10% (abs) for the CdTel and CdTe2 modules. The improvements of FF
is mainly due to Gg and R... The V. degradation only plays a minor role for AFF.
In Section 5.2, it has been shown that the decreasing of R,. and Gy is linked to
a decreasing of voltage-dependent photocurrent. However, R, is the main driving
force for the FF improvement. In general, § FFrqc g seems to be slightly bigger than

0FFRoc,o. However, both terms have a big influence on the FF improvement.

The results of the previous sections in this chapter explain why the highest
improvement can be found in Italy and Arizona as here the irradiance is high but
the temperature not too much. This has a positive impact on the annealing of the

metastable defects which then leads to a decreasing of R,. and Gy, and therefore,
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improves FF.

In the degradation phase, V,. decreases further for all modules. Also here,
Voe does not show a high impact on FF. For the FF, it can be observed that it
decreases for all modules. The highest degradation of the FF in each location
can be observed for the CdTe3 module. For Italy, Arizona, and India it shows a
degradation of more than 1.5% (abs) per year. The CdTe3 module in Italy degrades
with 2% (abs) per year most of all modules. For the CdTel and CdTe2 modules,
again a similar behavior is observed. These two modules degrade most in the two
hottest locations: Arizona and India. All modules show in Germany the lowest
degradation. This indicates again that the degradation process is influenced mostly
by the temperature. Considering the influence of FF, it can be again stated that
R, plays the major role. The influence of Gy, is not really important anymore in

the degradation phase.

The question arises how the results can now be translated to the maximum
power density, the most important parameter considering energy yield calculations.

This will be done in the following.

The maximum power density is the product of FF, V,., and Js.. The initial

maximum power density Pf,{pp can therefore be calculated as

Poop = FF' x V3 x J, . (5.11)

In Section 5.2, it has been shown that it is best to calculate P, with a constant
Jsc to reduce the influence of the high fluctuations of Jy.. Therefore, P, will
be calculated in the following only with J2. This means that for Py, it is only
important to calculate the influence of FF' and Vi, on Pp,,. The results of the
behavior of P, for all modules during the outdoor exposure can be seen in detail

in Appendix C.2.5.

The P, is again divided in a consolidation and a degradation phase. For the

consolidation phase, the change of Py, is calculated with

APupp = Papp (teon) — PO, (5.12)

mpp

For the degradation phase, APy, is calculated by using a linear fit of the weekly
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Ppp data and transform it to an average annual change.

Considering the change of Pypp, it can be stated with Equation 5.11 and
Equation 5.12:

Py + APy =J0 x (Vo + AVio) x (FF' + AFF)
=JOVAFF® + JOVSAFF+ (5.13)

SC " 0C SC " oC

JEFFOAV,e + JOAFFAV,. .

From Equation 5.13, AP, is obtained with:

APppp =JOVOAFF + JO FFO AV, .+

JLAFFAV,,
AFF AV, 5.14
__po 0 oc D.
7mpp>< FFO +Pmppx V0+ ( )
AFF A
I Vo

mpp FFO x Vo
oc
It should be noted that for the degradation phase, the values at the end of the
consolidation phase are used instead of the initial values in Equation 5.14.

From Equation 5.14, it can be derived that the changes of Py, can be divided

in three terms. The first term (PSP = PO x &) depends only on the change of

mpp mpp ™ FFO0
the fill factor, the second term (PIX;IC) = Pglpp X Av‘of;;c) depends on the change of the
Voe, and the third term (P2x¢d) is a mixed term.

In Figure 5.10, the results of the P, changes are shown. As a reference,
the direct calculated APy, is also shown including its standard deviation. The
difference between the direct calculated APy, and the one with Equation 5.14 is
highest for the degradation phase for Cologne and India. The reasons for this are

the same as for the previous calculated AFF (lack of data and high fluctuations).

Considering all 12 modules in the consolidation phase, it can be stated that the
increase of Py, in the consolidation phase is only due to the fill factor. The increase
is reduced a little bit by the degradation of V;.. This is also why the P, behavior
is similar to the FF' behavior: The CdTel and CdTe2 show similar improvements
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Figure 5.10. — Changes of maximum power density for all 12 modules. Shown are
the changes in a) the consolidation and b) the degradation phases. In

addition, also the three terms P,E}F)p, onf,, and P,‘r?li)’}‘)ed are shown.

and show higher improvements than the CdTe3 module. The highest improvements

are obtained for the CdTel and CdTe2 modules in Italy and Arizona. The influence

0 AFF , AVoc
Pmpp o % Vo

of the mixed term ( ) does not have a big influence on APy,.

Considering the degradation behavior, Py, decreases for all modules except
for the CdTel module in Germany. The degradation of the other modules is again
mainly influenced by the fill factor. Only for the CdTe3 module in Germany and the
CdTel module in India, the degradation of V;. influences the degradation of Py,
stronger than the degradation of FF.

In summary, it can be stated that for the consideration of the energy yield of
CdTe modules, it has to be distinguished between the consolidation and the degra-

dation phase. The phases depend on the considered module and location whereas
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high irradiance and low temperature lead to good improvements in the consolidation
phase. For the degradation phase, it is more important to have low temperatures.
For the understanding of the energy yield changes, it is most important to under-
stand the behavior of R,. as R, is the most important influence factor of FF', which
is the most important influence factor of P,,,. The R, value is driven by metastable
effects and long term degradation. Therefore, it is essential to consider these effects
in an energy yield performance model. In the following, a performance model which

considers both effects is introduced.

5.3.4. An empirical dynamic performance model

In the previous sections, the consolidation and degradation phases of CdTe modules
have been investigated in detail. It was also shown that the R,. parameter is a very

important parameter for the CdTe module performance.

In this section, an empirical dynamic performance model will be introduced to
describe metastable and long term degradation effects. As an example, the model
will be used to model the behavior of R,. for the CdTel module. The output of
this model will be compared to the weekly average STC values of the R,. that are
determined with the KH model. As described in Section 3.1, the back-of-module
temperature and the in-plane irradiance were measured every 10 minutes. These
data are used as the input for the empirical model. For the change of the R,. due

to irradiance and temperature, a basic Arrhenius term is used according to

5Roc
ot

—F
= —a1 X G x (Roc — RO) X exp ( kTA) 5 (515)

with ¢ the time in weeks, a; a fitting constant, G the in-plane-irradiance, Ry the
limitation for R,., F 4 the activation energy, k£ the Boltzmann constant, and 7" the

module temperature.
With the Arrhenius term, the decreasing of R,. at the beginning is described.

The degradation and seasonal information are described with Rj according to

Ro:a2+a3><t+a4><G7 (516)
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with the fitting constants as...a4. The term azxt describes the long-term degradation
and the term a4 x G the seasonal variation as well as the consolidation value. With
ai...ay and E4 five constants need to be determined. The equations were fitted to
the STC values obtained by the KH fit. The values of the fitting constants a;...a4
as well as £4 are shown in Table 5.4. All constants were set to the same value for
all four test sites. Only for the degradation term, the coefficient as is only valid for
the hot regions Chennai and Tempe. For the colder regions, the coefficient was set

to 0, i.e. the degradation term was neglected.

Table 5.4. — Values for the constants aj...as and E4 of Equation 5.15 and Equa-

tion 5.16.
Constant Value
Activation Energy E4 1.2eV
Prefactor a; 3.3069 x 101°m? /W /s
Reference value a, 4.84Q cm?

Degradationrate az 1.4550 x 1078 Q cm?/s
(Chennai and Tempe);
0 (Cologne and Ancona)
Irradiation factor ay | —2.64 x 1077 Q cm?* /W

In Figure 5.11, the results of the simulation for R,. are shown for the four
different test sites and are compared to the data from the KH fit that are calculated
on a weekly basis. The simulation data are derived from solving Equation 5.15
with the measured 7" and G values on a 10 minute basis. As a start value of the
simulation, the initial STC value of R,. from the KH fit was taken. It can be seen
that all four simulations show a very good agreement with the STC values. The

simulation data follows well the obtained trends of the STC values.

This work shows that a simple rate equation such as presented in Equation 5.15
and Equation 5.16 can adequately describe the dynamic behavior of metastable solar

cells under various conditions.

5.4. Conclusion

In this chapter, the KH model has been used to analyze the CdTe metastable and

degradation behavior. The fill factor is influenced mainly by the R,. and in second
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Figure 5.11. — Simulated (lines) and weekly KH fitted (dots) values for R,. at STC
of the CdTel module. Shown are the data for a) Cologne, b) Ancona,

c) Tempe, and d) Chennai.

order by the Gg.. The fill factor first improves and then degrades slowly and so do
the R,c and Gg. In total, Roe, Gsc, Pmpp, and FF can be divided in two parts,

namely consolidation and degradation phase.

The translation equations of the KH model allow an in-depth analysis of the

consolidation and degradation phases by investigating the coefficients of these equa-

tions. Doing so, it has been analyzed that the decreasing of Gy and R,. during the

consolidation phase have to be separated from the increasing of both parameters in

the degradation phase. The consolidation phase and seasonal variation are strongly

influenced by metastable effects. During the consolidation phase and summer pe-
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riods, the effect of voltage-dependent photo-current are reduced. Here, the driving
force seems to be the irradiance. However, the degradation phase is more influenced
by the temperature. With increasing temperature, the three parameters V., Ry,
and G degrade more and faster. One explanation for this may be the diffusion of
Cu from the back-contact. However, for this a more detailed module investigation

is necessary.

The degradation analysis can be done for all modules. All modules show a
consolidation and a degradation phase. The detailed behavior of CdTe depends on
the considered module and climate zone. However, it can be stated that the V.
degrades for all modules and climate zones. In warmer regions, the degradation is
faster than in colder regions. For the short circuit current, no degradation could be
observed. The R, shows in some locations in addition to the degradation a seasonal
variation, i.e. it is metastable. In winter times, it increases and in summer time R
decreases. The characteristic of the consolidation and degradation phases depend

on the climate zone and module.

The analysis of CdTe is then used to describe the general behavior and influence
parameter of the FF' and P, of all 12 CdTe modules. It can be stated that the
metastable behavior of R, is one of the most important parameters that influence
the performance of the CdTe modules. Understanding the R,. behavior will have

an important influence on the performance prediction.

Based on the parameter analyzing, an empirical dynamic performance model
for Ry of the CdTel module was developed, which uses as input parameters just the
initial R, value, the time, the temperature and irradiance on a 10-minute interval.
The developed rate equation describes the two phases of the R,. behavior and the
seasonal variation with one equation and the same coefficients for all four climate
regions. Only for the degradation term a division has been made between warm

regions (Chennai and Tempe) and cold regions (Ancona and Cologne).
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6. A new model for degradation
and annealing of a-Si:H solar

cells

In this chapter, finally the approach for a physical dynamic performance model will
be investigated. The investigation is done for a-Si:H solar cells as already much is
known about their metastable behavior. In Section 6.1, an overview is given about
the degradation and annealing effects of a-Si:H. In Section 6.2, the results of the
light-soaking experiment are shown. These results are used then in Section 6.3 to

develop a dynamic performance model.

6.1. Annealing and degradation effects

It could be shown that the KH model is suitable to do analysis of outdoor thin
film photovoltaic. This includes analysis of degradation effects (see Chapter 5) and
short-term energy yield prediction (see Section 4.4). However, to improve the energy
yield prediction, the degradation and annealing effects have to be included into the
performance model. Until now no performance model exists that includes a suitable
degradation model for outdoor modules. The most common approach for long-term
prediction is to use degradation rates that were calculated before (see for example
[12]). However, degradation rates are influenced by several factors.

In Chapter 5, a first empirical dynamic performance model for R, for CdTe has
been implemented. However, to obtain a physical consistent dynamic performance
model, the causes of the metastable and degradation effects have to be investigated

and modeled.
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For a comprehensive performance model, metastable effects are very impor-
tant to include. Only these factors can describe fast degradation and annealing
effects at the beginning (see Chapter 5) and seasonal variations. Of course, the
metastable effects depend on the investigated thin-film technology. This is why a
model considering metastable effects of one technology cannot applied directly to
another technology. In this chapter, a dynamic performance model will be devel-
oped for a-Si:H. Many investigations for the performance of a-Si:H modules taking
metastable defects into account exist already (see [133, 17]). The effect that leads to
the degradation effect of a-Si:H solar cells is called “Staebler-Wronski-effect” and was
discovered almost 40 years ago [87]. In the following, the degradation and annealing

effects of a-Si:H will be investigated further.

The Staebler-Wronski-effect describes the metastable change of a-Si:H material
and solar cells upon exposure to light and application of a certain bias and tempera-
ture. The state of a light exposed solar cell is generally degraded with respect to the
as-deposited state which is why it is often described as “light-induced degradation”.
However, the degradation effect is reversible. Hence, in response to changes in tem-
perature, irradiation and bias conditions, the state of a solar cell changes for better
or worse. This can be observed in seasonal variation of the energy output at same
conditions for example at standard test conditions. Thus, describing the perfor-
mance of those solar cells, it is necessary to include the Staebler-Wronski-effect into
the calculation. Nevertheless, the detailed physics behind it has never been under-
stood completely. Hence, multiple models exist for this effect [134, 135, 136], trying
to explain the degradation effects on a microscopic level. Nevertheless, no consen-
sus about the right model exists among the authors. Therefore, a brief overview of

already existing models and main literature will be given in the following.

One of the widely used models is the “bond-breaking model” [137]. The bond-
breaking model is based on the assumption that the recombination of photoex-
cited electron-hole pairs leads to a breaking of weak Si-Si bonds. This leads to so
called dangling bonds which produce amphoteric electronic states near midgap [138].
Stutzmann et al. have experimentally found the dependence of the dangling bond

concentration N on the time ¢ and on the electron-hole pair generation rate G [139]:
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6.1 Annealing and degradation effects

N x Gits . (6.1)

This analysis depends on electron spin resonance (ESR) measurements of the
neutral dangling bonds. Equation 6.1 shows that the degradation depends on the
illumination time and intensity. However, the dependence N o t!/3 is only valid for
specific time ranges [134]. At the beginning, the degradation is faster than after a
few hours. For long times, the induced defects finally reach a saturation value N7
which depends on the light intensity G as [139]

N G5 . (6.2)

However, this is only valid for intrinsic a-Si:H. Degradation rates change if the
Fermi level is shifted by doping [137].

Also annealing effects have to be considered when describing the performance
of a-Si:H solar cells. It should be noted that strictly speaking any defect annihilation
process refers to a heat treatment. However, in literature on a-Si:H degradation the
term is commonly used to refer to any defect anhiliation process, which is also how
the term will be used in the following. In case of defect recovery due to thermal

treatment, the term ‘thermal annaling’ will be used.

Stutzmann et al. also consider thermal annealing by an ESR transient analysis
as described in [140]. Based on this, Stutzman et al. show that the annealing kinetics

are monomolecular, with a thermally activated decay rate R [141]:

——=-RxN . 6.3
pn x (63)

Furthermore, it was shown that the activation energies for defect annealing in
intrinsic a-Si:H vary in the range of 0.7¢V to 1.5eV [141] . All annealing investi-
gations in [141] were carried out under dark conditions. For the annealing rate of
defects, often ‘fast’ and ‘slow’ defects are distinguished [142]. Note, however, that a
range of activation energies already implies a continuous range of annealing rates, i.e.
this distinction of fast and slow defects should be considered to be a simplification.

The literature values of the activation energy differ from each other. For example,
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Jang et al. tend to higher activation energies around 1.5€V [143]. Nevertheless, also
for the high activation energies, Bennett et al. divided the thermal annealing in
an initial period of a very fast annealing and a much longer, second period process
[144]. In addition, they also observed that the activation energy is a function of the
material and does not depend on the temperature at which the solar cells are light

soaked nor on the duration of the light soaking [144].

It has been found out that the annealing rate not only increases with tem-
perature but also with light intensity [145]. This light-induced annealing effect was
postulated for the first time by Redfield in 1986 [146]. Caputo et al. carried out
several studies on this effect [147, 148, 149]. They introduced a model which com-
bines the defect-creation rate based on the bond-breaking model with a light-induced

annealing term [148]:

SN (E, X)

S = Cun () p (@) % P(B) =N (0) +p @) x N (B) . (6.4)

They assumed that the defect-annealing rate is proportional to the sum of
the electron (n) and hole (p) densities. In Equation 6.4, Cs, and A are thermally
activated constants, £ is the energy level, P (F) is the Gaussian distribution, and z
is the local coordinate in the cell, varying from the surface to the back of the solar
cells. In a further step, this equation can be combined with a device simulation
tool, to obtain a degradation model for solar cells as demonstrated by Caputo et al.
[147].

Stutzmannet al. [134] described an activation energy of 0.04 eV for the ob-
tained ESR spin density of dangling bonds, when the illumination takes place at low
temperature (7' < 90°C). They concluded from their measurement that Cg, can be
described as [134]

(6.5)

Cuw (T) = Cay (0) x exp (—0.04eV>

kT
The previous described approaches are all spatial resolved models. They need

to be applied to the whole solar cell to explain its degradation.
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The critical part for the degradation of a solar cell is the intrinsic (i-) layer
of the a-Si:H solar cells. Experimental investigations show that with increasing i-
layer thickness the degradation rates of the solar cells are faster than for the ones
with thinner i-layer [90]. Equation 6.1 does not show a direct relation to the i-layer
thickness. The explanation can be found in the internal electric field of the solar
cells. By increasing the i-layer thickness, the internal electrical field of the solar cell
decreases. Hence, compared to thin cells, the defects have a larger impact on the

performance in thick cells. This will be showed in detail later in this chapter.

In summary, the literature review shows that the following aspects have to be
considered: light-induced degradation, thermal annealing, and light-induced anneal-
ing. In the following, a new degradation model will be developed and verified that
includes all of these three aspects. Therefore, first of all the light soaking experiment
and its results will be introduced that are then used to verify the degradation model.
The experiment covers all main aspects for the annealing and degradation effects
together. The main aspects that influence the degradation and annealing are time

of light exposure, light intensity, thickness of the solar cell, and temperature.

6.2. Light soaking experiment

For the experiment, 10 x 5 cm? size samples were investigated, where each sample

consists of 12 1 x 1 cm?

size a-Si:H solar cells. The degradation setup consists
of 12 sample holders with a size of 10.8 x 11.8 ¢m?. On each sample holder, two
samples were fixed by vacuum. The sample holders’ temperature could be regulated

independently from each other. The temperature for all holders was set at 50°C.

First, a light intensity measurement of the degradation setup was performed
with a crystalline reference cell. The light intensity in the degradation setup was
measured at 11 x 7 points. Figure 6.1 shows the results for the spatial intensity dis-
tribution in the degradation setup. The measured intensity is the integral response
of the silicon photodiode to the incident spectrum, where the silicon diode detects
the light in the spectral range from approximately 365 nm up to 1100 nm. It can
be seen that in this range of the photodiode response the light intensity varies up to

10%, where the intensity drops toward the edges. The highest intensity is reached
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values are obtained by spectrum measurement in the middle of the
sample holders. They are rounded to the nearest multiple of 10.

in the area D2 to B2. The intensity variation within the 1st row is stronger than

the one in the 3rd row. In a second step, grey filters were used to achieve different

intensities for the degradation experiment. The filters were positioned by taking

the intensity distribution due to the lamps into account (see Figure 6.2). On the
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Figure 6.3. — Absolute irradiance of the degradation setup measured in the middle of
position C2 without any grey filter (blue). In comparison, the AM 1.5
value is plotted as well (red line). Spectra are measured from 300 nm
to 1650 nm.

positions C2 and D2 no grey filters were used. Furthermore, the light spectrum
in the center of each sample holder were measured. In Figure 6.3, as an example,
the spectrum for the degradation setup without grey filter is shown. The measure-
ment was taken in the center of C2. The spectrum shows an intensity from around
910 W/m?2. For comparison, also the AM 1.5 spectrum is plotted. In summary,
12 spectra were obtained (one for each sample holder position). The resulting in-
tensities were then calculated from these measured spectra. Thereby, the following
values were obtained: 910 W/m?, 750 W/m?, 500 W/m?2, 350 W/m?, 260 W /m? and
150 W/m? (see also Figure 6.2).

6.2.1. Execution of the experiment

For the experiment, different a-Si:H cells were considered. All cells were fabricated
after the same recipe but in different batches. Only the thickness of the i-layer
was changed. The thickness of the p- and n-layer was kept constant at 10 nm and

20nm, respectively. The total thickness of the investigated solar cell thicknesses
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were: 150nm, 200nm, 300nm, 700nm. For every thickness six samples with 12

1 x 1 cm? solar cells were fabricated. So in total 288 solar cells were investigated.

First, all cells were measured under STC and in the dark at 25°C. Afterwards,
the light soaking experiment was conducted. The experiment was divided in two
parts. In part one of the experiment, one sample of every thickness was investigated
under one of the six light intensities for 649h. All samples were held at 50 °C and
degraded under open circuit. During the run, the cells were taken in regular time
intervals from the degradation setup and were measured under STC and in the dark
at 25°C.

Light Soaking Conditions
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Figure 6.4. — Light soaking conditions for the experiment. The light changes are
done for the high light intensity (1&2) and for the low light intensity
(7). The light changes are done after 649 h. The other 4 light intensities

are only considered in the first part of the light soaking experiment.
Each of the seven runs was done for each solar cell thickness.

Then, in part two of the experiment, the degraded cells were divided in two
groups. The first group contains all cells that were degraded under the following
light intensities: 750 W/m?2, 500 W/m?2, 350 W /m?, and 260 W/m?. Those cells were
annealed at 160°C for 30 minutes. The second group consists of cells that were
degraded under 910 W/m? and 150 W/m?. The cells that were degraded under
150 W/m? were then exposed to 910 W/m?. The cells degraded under 910 W/m?

150



6.2 Light soaking experiment

were split up in two groups. The first group was put under 150 W/m? and the other
group was placed in the dark. This was done for every thickness. The second run
took an additional 5470 h. The overview of the light soaking experiment can be seen

in Figure 6.4. Each run was carried out for each of the four solar cell thicknesses.

6.2.2. Experimental results

As described in the previous subsection, seven different light soaking experiments
for four different solar cell thicknesses were performed. In this section, the results

of the experiment will be shown briefly.
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Figure 6.5. — Normalized efficiency for the four different solar cell thicknesses de-
graded under a light intensity of 910 W/m? for 649 h.

Figure 6.5 shows the normalized efficiency of various solar cells during exposure
with a light intensity of 910 W/m2. The efficiencies are normalized to the initial
efficiency of the respective cell. The investigated 700-nm thick solar cell has an
initial efficiency of 10.97%, whereas the initial efficiencies of the 300-nm, 200-nm,
and 150-nm thick solar cells are 10.23%, 9.76%, and 8.69%, respectively. After 100
hours the efficiencies of all solar cells begin to saturate. The strongest degradation

is observed for the 700-nm thick solar cell. During the degradation time of 649h,
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the solar cell lost almost 38% of its initial efficiency. On the other hand, the 150 nm
one lost in the same time only 13% of its initial efficiency. The other two solar cell
thicknesses are in between the values of the 150-nm and the 700-nm thick solar cells.
It should be noted that to reduce the uncertainties due to fluctuations, the average
value of the last four points were considered as saturation value of the respective

solar cell.

Due to the high degradation rate of the 700-nm thick solar cell, this cell has
with 6.79% the lowest absolute efficiency at the end of this light soaking experiment.
The 150-nm thick solar cell still has an efficiency of 7.5%. The 200-nm and 300-nm

thick solar cells have almost similar efficiencies with 8.07% and 8.1%, respectively.

Figure 6.6 shows a more detailed view on the solar cells degradation. Here,
the degradation of the open voltage (Vo) and the short circuit current (Js) for the
150-nm and 700-nm thick solar cell are considered. It can be seen that the open
voltage degrades around 13% for both thickness. So the voltage’s degradation is not
very dependent on the solar cell thickness. The opposite is the case for the short
circuit current. Here, strong dependencies on the solar cell thickness can be seen.
In both cases, the short circuit reaches a saturation value after 100h for the light
intensity of 910 W/m?2. To reduce the uncertainties due to fluctuations, also here
the average value of the last four points is considered as saturation value. By doing
so, the short circuit current for the 150-nm thick solar cell lost only 2% of its initial
value, whereas the short circuit current of the 700-nm thick solar cell degrades about
12%. So where in thin film solar cells the degradation in the open voltage is more
critical than the one in the short circuit current, it is the opposite for thick a-Si:H

solar cells.

From this part of the experiment two conclusions can be derived. First, due
to the reached saturation value, the measured degradation range is suitable to de-
termine the degradation rate under which the cells have suffered. Second, these
results are consistent with the effect that a-Si:H solar cells with thicker i-layer de-
grade more than with thinner i-layer which is related to the internal electric field.
Since the p- and n-layer were not changed, the 700-nm thick solar cells suffer from a
smaller internal electric field than the thinner solar cells. Hence, compared to thin

cells additional defects have a larger impact on the performance in thick cells.
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Figure 6.6. — Normalized open voltage (red) and short circuit current (green) for
150 nm (asterisk) and 700 nm (dots) solar cells. The cells were degraded
for 649h under 910 W/m?.

Beside the different solar cell thicknesses, also the influence of different light
intensities has been investigated. As an example, the results for this part of the
experiment are shown in Figure 6.7 for the 700 nm thick solar cells. Before the light-
sokaing experiment, the investigated cells were all in the same range of efficiency
(n=10.5%...11%). From Figure 6.7, the light-induced degradation effect can be seen
clearly. The cell under the lowest light intensity, i.e. 150 W/m?, degraded less. Here,
the cell lost only 21% of its initial efficiency. Contrary, the cell degraded under the
highest light intensity, i.e. 910 W/m?, degraded most. Here, the cell lost 38% of
its initial efficiency. All other efficiency losses of the different light intensities are in

between those two values.

Figure 6.8 shows finally results for the second part of the experiment, where
the light intensities were changed for some of the cells. This change in the light
intensity leads to new stabilized conditions. The 700-nm thick cells that were de-
graded under low light intensity (150 W/m?) are subsequently exposed to a light
intensity of 910 W/m? (black squares). Upon this change, the efficiency decreased
from 8.6% before the intensity change to 6.6% after 1800 h and so loses around 22%
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Figure 6.7. — Normalized efficiency for different light intensities for 700-nm thick
solar cells. The degradation time was 649 h.

of its value before the light change. Comparing this to the first part of the ex-
periment, this means that the cells under full light intensity degrade slower if they
were degraded before under low light intensity. Without the pre-degradation the
cell efficiency decreases with 38% in only 649h. However, it can also be seen that
the degraded state after a few 100 hours is comparable with the one from the first
part of the experiment for the high light intensity, i.e. as if the first degradation step
under low light intensity did not happen. After almost 3000 h the absolute efficiency

was around 6.6% and so almost 40% lower than at the initial state.

After degradation under a light intensity of 910 W/m? some cells were kept
in the dark at 50°C (blue upwards triangles). For these cells, the cell efficiency
increases from 6.6% to 8.5% in 1840h. This is an increase of 28%. After the
thermal treatment, the cell efficiency was only 21% lower than at the initial state.
This observed effect is the influence of thermal annealing.

Changing the light intensity from high to low intensity leads also to annealing
effects (see red dots). Interestingly, the saturation efficiency of these cells is lower
than the one of the cells that are degraded directly under the low light intensity.
The inset in Figure 6.8 shows that until a degradation time of 1010h, the cells under
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Figure 6.8. — Normalized efficiency for different light intensities and light changes for
700-nm thick solar cells.

low light intensity do anneal faster than those under dark conditions. This shows
the existence of the light-induced annealing. After that time the efficiency reached a
saturation efficiency of around 7.3%, i.e. 27% lower than the initial efficiency. Note,

however, that in the dark the annealing progresses longer.

6.3. Simulation model

In Figure 6.9, the simulation procedure is illustrated. The model consists of a
device simulation tool, for which here the Advanced Semiconductor Analysis (ASA)
program [150] is used, and rate equations describing the evolution of metastable
defects. In the device simulator, the information about the optical and electronic
structure of the solar cell as well as the ambient condition are defined. From the
device simulator, one obtains then the local defect distribution, the electron and
the hole concentration at a time step . These three parameters are then used
in the degradation model. The degradation model itself consists of empirical rate
equations. With these rate equations, the new defect concentration for the next

time step ¢t + At is calculated. With the new defect concentration and the device



A new model for degradation and annealing of a-Si:H solar cells

simulator, one obtains the new device characteristics in time. This way, the rate
equations can be integrated. In that procedure, the differential equations for defect
creation and annealing are integrated for every position in the device. For this,
the Octave solver "LSODE" (Livermore Solver for Ordinary Differential Equations)
[151] was used. In addition, variable time steps were used. In the following two
subsections, the parts of the simulation model (Device Simulator and Degradation

Model) are explained in more detail.

Opto-electronic Structure
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Figure 6.9. Principle of the simulation model.
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6.3.1. Opto-electronic device simulator

The device simulator is one of the main parts for the simulation model. In this
thesis, ASA has been chosen as the device simulator. ASA has been introduced in

Section 2.2.1.

In a first step, the measured initial light and dark current-density (JV') curves
of all solar cells are fitted with ASA to define the initial physical characteristic of
the solar cells. For the fit, it was started with a basic parameter set derived from
[20, 152, 153]. The shunt and series resistances were adapted via the dark JV curve.
The fitting parameters were reduced to the electron and hole mobility, the density
of states at the mobility valance and conduction band edge, the capture rate of holes
and electrons in the tail states. Finally, a consistent parameter set were achieved
with which a good fit were obtained for all dark and illumined JV characteristics
for all thicknesses (i.e. using the same parameters for all devices apart from the

thickness and a shunt resistance).

In Figure 6.10, an example for the fit for each thickness is shown. The fits
show a good match with the measured JV curves. Considering the respective JV
curve only in the fourth quadrant, the mean bias error between measurement and
simulation for the thicknesses are: -6.15% (150 nm), 0.56% (200 nm), 1.09% (300 nm)
and 5.9% (700 nm).

6.3.2. Degradation model

There are several rate equations describing defect creation and annealing. Consid-
ering literature and taking the light soaking experiment into account, it is justified
to consider three influence terms, namely: light-induced degradation, light-induced

annealing, and thermal annealing.

Hence, a first approach was using the rate equation from Caputo et al. [148]

and combine it with a thermal annealing term from Stutzmann et al. [141]:
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different thicknesses. Only one cell for each thickness is shown.
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where vy is a constant, Ex the activation energy, k& the Boltzman constant
and T the temperature. With this equation, suitable results for the first part of
the experiment could be achieved for all thicknesses for one light intensity [154]. In
the model, a distribution of defects centered around 0.8eV below the conduction
band edge, i.e. around mid-gap, was assumed. With Equation 6.6, only the defect
anhillation reactions for neutral dangling bonds by including the factor f°(E), the
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probability a defect at energy FE is neutral, was calculated. The basis for this
assumption is in thermodynamic considerations from which it is expected that the
formation energy of a defect depends on the charged state of the defect [135, 155].
Following the work of, for example, Schumm et al. [156] and Winer [157], the factor
Jo (F) was added.

For the activation energy, a linear dependence between E and Ex was assumed.
The minimum FE value was set to 1.3eV and the highest to 1.5¢eV. High activation
energies close to the conduction band edge and low ones to the valence band edge

are consistent with the model of Zhu et al. [91].

The experimental data were fitted to Equation 6.6. In general, the fit can be
divided in three parts: The light-induced annealing term can be fitted to the first
few hours of degradation time. The fit of the thermal induced annealing term can
be made best at the saturation point and the fit of the light-induced annealing term

can be done best in the middle, when the fast degradation of the beginning becomes

slower.
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Figure 6.11. — Normalized efficiency for simulation and experimental results with
Equation 6.6. a) shows the results for different solar cells thicknesses
degraded under 910 W/m? for 649h. b) shows the results for the 700-
nm thick solar cell degraded under different light intensities including
light changes.

In Figure 6.11, the results for the simulation with Equation 6.6 are compared
to the experimental results. Shown are the normalized efficiencies as explained

in Section 6.2. Figure 6.11a shows the results for different solar cells thicknesses
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degraded under 910 W/m? for 649h and in Figure 6.11b the results for the 700-nm
thick solar cell degraded under different light intensities including light changes are
shown. It can be seen that using Equation 6.6, suitable results for the first part
of the experiment could be achieved for all thicknesses for one light intensity (see
Figure 6.11a). Problems with this fitting arise, when implementing this equation
for low light intensities or changing of light intensities which can be seen in [154]
and Figure 6.11b. In [154], it is observed that the impact of varying the light
intensity is overestimated by the model, i.e. the model reproduces the high intensity
behaviors fairly well but underestimates degradation under a low light intensity.
One reason for the discrepancy between the model and the experiment could be
the solar cell JV characterization during the degradation experiment, resulting in
short periods of 1000 W/m?2. For the low light experiments, these measurements may
skew the results. Another explanation may be that the light-induced annealing term,
introduced in the model by Caputo et al., underestimates the intensity dependency of
light-induced annealing. A better result is obtained by considering in both annealing
terms only the defects generated during the light soaking, i.e. assuming light induced
defects are fundamentally different from the intrinsic defects. However, also with
this assumption not a sufficient fit for the experiments could be achieved. For this
reason, the light induced annealing term in Equation 6.6 was reconsidered, which

will be explained in the following.

Caputo et al. also considered different approaches for the light-induced an-
nealing term [149]. In this work, the authors came to the conclusion that the
light-induced annealing term has the form for thermal annealing with a reduced
annealing energy under illumination. They correlated this factor with the electron
quasi-Fermi level. In the work of this thesis, better results were achieved with these
approaches for different light intensities as well as light changes. Nevertheless, not

a consistent parameter set for all thicknesses could be achieved.

Finally, the problem was solved by adding the hole concentration as a factor in
the light induced annealing term. It should be noted that this is a purely empirical

approach and cannot be explained physically. The final rate equation becomes:
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with the thermally activated constant A. In the light-induced annealing term,
only the light-induced defects are considered, whereas in the thermal annealing term

all defects are considered.

Comparing to Equation 6.6, only the light-induced annealing term was changed.
Here, only the newly generated defects are considered in the annealing process, i.e.

photo-generated defects are treated differently from native defects.

With one degradation equation and two annealing equations, a simple ap-
proach to describe defect creation is obtained by Equation 6.7. The description in
the annealing terms for the newly generated defects and all defects are in agreement
with the approach that defect states of different characteristics are available in the
a-Si:H material [142].

6.3.3. Simulation results

With Equation 6.7, the device simulator ASA and the physical parameter set, the
simulation was performed for all thicknesses and light intensities. In the following

the results are shown as an example for some of the experiments.

A fit for the high light intensity and the 700 nm thick solar cells were made. Ap-
plying the fits to the other thicknesses, very good results for the different thicknesses
were achieved. The parameters in Equation 6.7 were set to: Cg, =1072°m? /s, A =
9.6 x 10723 m5 /s, vy =1.5 x 105571, The C,, value is consistent with the one of

Caputo et al. [148], who also measured at T =50°C.

Figure 6.12 shows some of the results. Here, the first part of the light-soaking
experiment for the four different cell thicknesses degraded for 649 h under 910 W /m?
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Figure 6.12. — Simulation results (lines) for the normalized efficiency compared to
experimental values (dots). Shown are the cells with 700 nm (blue),
300nm (red), and 150 nm (black) cell thicknesses, degraded for 649 h
under 910 W/m?.

are shown for the simulation as well as for the experiment. The highest deviation
between simulation and experiment can be found for the 300-nm thick solar cell
thickness. At the degradation time of 64h the difference between simulation and
experiment is around 4.4% for the normalized efficiencies. The highest mean absolute
error for the whole degradation experiment for the high light intensity can be found
for the 300-nm thick solar cell and is 3.1%. The smallest mean absolute error can
be found for the 150-nm thick solar cell and is 0.5%.

In Figure 6.13, some of the experimental and simulation results are shown
for the 700-nm thick solar cell. Here, the degradation results under different light
intensities and the change of light intensities are presented. It can be seen that good
results are obtained for the different light intensities. The advantages of the adapted
rate equation can be seen by applying the model to the changing light intensities.
Here, the model obtains much better results than with Equation 6.6. With the
adapted equation, especially the change from high to low light intensity is improved

significantly. Now the light-induced annealing does not overestimate the impact of
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Figure 6.13. — Simulation results (lines) for the normalized efficiency compared to
experimental values (dots). Shown are the cells with 700 nm cell thick-
ness, degraded under different light intensities inclusive light changes.

the light intensity anymore. However, it can also be observed that the simulation
model does not reproduce the light-induced annealing perfectly in the first hours
after the light changes. In the experiment the cells that were first degrade under
high light intensity anneal until a degradation time of 1010h faster under low light
intensity (red dots in Figure 6.8) than those under dark conditions (black dots in
Figure 6.8). This behavior cannot be achieved with the simulation. Nevertheless,
the general dynamic behavior during the experiment can be simulated very well with

the simulation model.

Figure 6.14 shows JV characteristics at three time steps corresponding to one
of the 700-nm thick solar cells that was first degraded under 910 W /m? for 649 h and
afterwards put under 150 W/m? for additional 5470h. The JV curves are shown
for the simulation as well as for the experiment. It can be seen that the simulation
results are here in very good agreement with the experiment. For a better analysis,

the rms error for the JV curve is defined by
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Figure 6.14. — Comparison between measured (dots) and simulated (lines) degraded
JV curves. Investigated is the 700-nm thick solar cell that is first
degraded for 649h under a light intensity of 910 W/m?2. Afterwards,
the light intensity is changed to 150 W /m?2.
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where the index “sim” indicates the simulated values and “meas” the experimental
measured values. The rms error for the JV curve after 1h, 16h, 649h, and 6119h
are: 4.07%, 2.63%, 5.24%, and 5.2%, respectively. These values indicate that during
the experiment the simulated JV curve does not vary significantly from the mea-
sured JV curve over the whole experiment. Beside the good fit of the simulation
model to the experimental values, the simulation model also shows limitations in its

application. These will be discussed in the following.

6.3.4. Limitations of the simulation model

The limitations of the simulation model appear when considering the simulation

results for long time intervals, going beyond the experimental time intervals. In
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Figure 6.15. — Simulation results for the 150 nm-thick solar cell. In a) the simulation
results (lines) for the normalized efficiency compared to experimental
values (dots) are shown for cells that degraded under different light
intensities inclusive light changes. In b) the simulated defect density
is shown for a solar cell that is first degraded for 649h under a light
intensity of 150 W/m?2. Afterwards, the light intensity is changed to
910 W/m?.

Figure 6.15a, some of the experimental and simulation results are shown for the
150-nm thick solar cell. The degradation results under different light intensities and
the change of light intensities are presented for the simulation and the experiment.
In the first part of the experiment, the simulation and the experimental results
match very well. In the second part of the experiment, most of the 150-nm thick
solar cells did not survive the long experiment, which can be well seen for the cells
that change from low to high irradiance (black dots) and from high to low irradiance
(red dots). However, if the simulations are considered for the whole time of the light-
soaking experiment, it can be seen for the simulation of the low to high irradiance
(black line) that the simulated efficiency degrades from the light changes at 649h
to 1269 h. At this point, the saturation value would set in. However, the simulation
leads beyond this point to an increase of the efficiency until a degradation time of

14 x 103 h. After that, the efficiency starts to decrease again.

A more detailed view into this issue is shown in Figure 6.15b. Here, the simu-
lated defect density over the cell depth is shown for the beginning (0h), after 649h,
after 1269 h, after 14 x 103h, and after 28 x 10®h. The cell depth 0 nm indicates the

165



A new model for degradation and annealing of a-Si:H solar cells

surface of the cell and 150 nm the back of the cell. The simulation shows that defects
increase strongly in the bulk of the solar cell until 649h. After the light change,
the defects continues to increase in the cell depth between 35nm and 117nm. The
defect profile does not change much compared to the time at 28 x 10®h. However,
in between those two time steps, the simulated defect profile at 14 x 103 h indicates
that high fluctuations occur at the p/i and i/n interfaces. This leads to the observed
oscillations of the simulated efficiency.

For a further analysis of the spatial effects, the band profile and the charge
carrier concentration are shown in Figure 6.16 and Figure 6.17, respectively. The
band profile and the charge carrier concentration are shown for the five time steps
Oh, 649h, 1269h, 14 x 103h, and 28 x 10*h. It should be noted that the plots are
shown for the respective light intensity during the light-soaking experiment, i.e. at
150 W/m? for the time steps Oh and 649h and at a light intensity of 910 W/m? for

the other three shown time steps.

The gradient of the conduction and valence band edges in Figure 6.16a indi-
cates a strong electric field over the intrinsic layer which is necessary for a good
charge carrier collection. As the Staebler-Wronski effect depends on the product of
electron and hole concentration, the Staebler-Wronski effect is strongest where both
concentrations are equal. Figure 6.17a indicates that at open voltage conditions
both charge carrier concentrations are equal in the i-layer close to the p/i junction.
For the simulation this means that at the beginning most defects are generated close
to the p/i junction. A higher defect concentration affects the internal electric field.
Figure 6.16b shows that the gradient of the simulated conduction and valence band
edge are reduced at the end of the first part of the light-soaking experiment. Solving
the Poisson equation (see Equation 2.6) this means that the transport of electrons
and holes to the respective contacts are affected. Figure 6.17b shows that after 649 h
the electron and hole concentration are equal over almost the whole i-layer. This
indicates also a strong increasing of the SRH recombination in this part of the solar

cell.

Changing the light intensity after 649h to higher light intensity increases the
charge carrier concentration and therefore also the defect generation in the i-layer
due to the Staebler-Wronski effect. In Figure 6.15b, it can be seen that the defects
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in the i-layer increases from 649h to 1269h. This additional increasing leads to
an additional lowering of the gradient of the conduction and valence band edges
which can be observed in Figure 6.16c. However, as the light induced-annealing
term includes a quadratic hole dependence, the defects increases more towards the
n/i junction. The lower internal electric field leads to an increasing of holes at
the i/n junction which can be seen in Figure 6.17c. As the effect of the Staebler-
Wronski effect in the i-layer gets lower, the impact of the two annealing terms of
Equation 6.7 increases in the simulation model. A high defect concentration and an
increasing hole concentration near the i/n junction leads to strong annealing effects
in this region. Contrary, at the p/i junction the increasing of electrons near the p/i
junction leads to an increasing effect of the Sraebler-Wronski effect in this region.
However, the annealing effects towards the i/n junction have a higher influence
than the degradation effects. This is why in the simulation an increasing efficiency
is observed in the simulation between 1269h and 14000h. The annealing effects
lead to an increasing gradient of the conduction and valence band edges which can
be observed in Figure 6.16d. However, with decreasing defects the impact of the
Staebler-Wronski term in the rate equation increases again and leads to a reversion

of the effects and a return to the status of 1269 h.

The observed oscillations can therefore be traced back to a spatial effect of
the rate equations as all three terms of Equation 6.7 affects the defects annealing
and creating at different locations. The defects, the band diagram, and the spa-
tial distribution of electrons and holes influences each other. The spatial changing
distributions of electrons, holes, and defects influences the three terms of the rate
equation differently. This explains why the observed efficiency oscillation is not
avoidable in this dynamic simulation. Also the simulation with Equation 6.6 leads
to oscillation effects. This can be observed in Figure 6.11 for the simulated normal-
ized efficiency for the 700-nm thick solar cell degraded first under 910 W/m? and
then under 150 W/m?2. However, the strength of the oscillations can be, for exam-
ple, regulated over the activation energy E4 for the defects. As this is one factor
which determines when the impact of the annealing term increases compared to the
degradation.

The simulated oscillation could not be compared to the experiment as the
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Figure 6.16. — Simulation results of the band diagrams for the 150 nm-thick solar
cell. Shown are the mobility edge of the conduction band (black
line), the electron quasi-Fermi level (blue line), the hole quasi-Fermi
level (magenta line), and the mobility edge of the valence band (red
line). The band diagrams are shown for open circuit condition and at
different time and light intensities, namely a) at 0h and 150 W/m?, b)
at 649h and 150 W/m?, ¢) at 1269h and 910 W/m?, d) at 14 x 10h
and 910 W/m?, and e) at 28 x 10®h and 910 W/m?.
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Figure 6.17.

Simulation results of the electron (black) and hole (red) concentration
for the 150 nm-thick solar cell. The charge carrier concentrations are
shown for open circuit condition and at different time and light inten-
sities, namely a) at Oh and 150 W/m?, b) at 649h and 150 W/m?, c)
at 1269h and 910 W/m?, d) at 14 x 10*h and 910 W/m?2, and e) at
28 x 102h and 910 W /m?.
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experiment is terminated before. Also in other experiments this oscillation could
not be observed. Three possible explanations can be considered for the issue why
the simulated oscillation is not observed in light-soaking experiments. First of all,
the simulated oscillations are extremely slow. The onset of the oscillation sets in
after more than 1269h. During the oscillation the normalized efficiency increases
from 90% to 96%. This efficiency increasing takes 12732 hours which are more
than 530 days. Many experiments, as for example the one from D. Caputo et al.
[148], finish already before this time. A second reason might be that while this
simulated metastable effect is so slow, it is covered by overlying degradation effects
during experiments such as contact degradation. The third reason, and probably the
most likely one, is that the model does not describe the defect evolution completely.
As the dynamic performance model also only considers all degradation effects as
metastable effects, it can also be that the metastable effects are overestimated and
therefore lead to this oscillation. All this reasons show that even if the metastable
effects of a-Si:H have been investigated for a long time and much knowledge is
already provided about it, still further investigations are necessary to simulate a

proper defect evolution.

Another issue that should be discussed regarding the simulation model is the
high amount of computational time for this kind of degradation model. As an
example, for the simulation of the degradation and annealing of the 700-nm solar
cell, that first degrades under high irradiance and was then put under low light
intensity (black line in Figure 6.13), the simulation time took approximate eight
hours. Considering the different performance models into account (see Chapter 2),
a solution for this problem would be to substitute the device simulator with an
equivalent circuit model. In the scope of this thesis, however, this has not been

done.

6.4. Conclusion
In this chapter, a physical approach for the degradation of a-Si:H solar cells has

been considered. For this, a-Si:H solar cells were degraded indoor under different

and changing light intensities. Also different solar cell thicknesses have been consid-
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6.4 Conclusion

ered. The model consists of a device simulator describing the optical and physical
characteristics of the solar cell at a certain time and a rate equation describing the
changing defects in time depending on temperature and irradiance. A first approach
for the rate equation was made using the rate equation from Caputo et al. [148]
and combine it with a thermal annealing term from Stutzmann et al. [141]. It
could be shown that with this approach, the influence of the different light inten-
sities as well as the light change could not be described properly with the same
rate equation. This could be improved by adapting the light-induced annealing
term of this equation with an additional hole term and an Arrhenius-term. Also
only the light-induced generated defects after the exposure are considered in this
annealing process, i.e. photo-generated defects are treated differently from native
defects. With this approach, better results for the different light intensities and the
light changes are obtained. However, problems arise in the stabilization phase and
in first time of annealing, when changing from high to low light intensity. Also the

calculation time is very high.
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7. Conclusion

The increasing amount of photovoltaics for the energy supply, requires an improve-
ment of the reliability and performance prediction of photovoltaics. As crystalline
technologies have, with over 90%, the biggest market share, many performance mod-
els have been developed for this technology. However, thin film modules also have
a promising potential to contribute to the future energy supply. Their main ad-
vantages are their low costs and their promising application for new markets, as for
example for climate zones with a high amount of diffuse irradiance or their possibility

to use them as building-integrated modules and deposit them on flexible substrate.

A big challenge for thin film technologies is the energy yield prediction as
thin film solar cells exhibit metastabilities. Therefore, thin film technologies require
dynamic performance models that describe the performance of the solar cell in de-
pendence of the environmental conditions the cell were exposed to before. In this
thesis, the performance of thin film solar cells and modules were investigated and
modeled under outdoor and laboratory conditions, whereas two approaches of dy-
namic performance models were implemented to improve the performance prediction

of thin film modules.

For analyzing and modeling of metastable effects, first a (stationary) perfor-
mance model that only describes the current performance is necessary. In a later
step, this performance model can be combined with rate equations to obtain a dy-
namic performance model. In Chapter 4, the KH model is investigated to find if
it is a suitable performance model for thin film modules. The KH model needs
only four parameters, namely Js., Vo, Gy, and R, to describe the JV curve. For
the investigation of the KH model, outdoor data from modules as CdTe, CIGS, a-
Si:H/uc-Si:H, and a-Si:H are investigated. In addition, also data from poly-Si were

taken into account. As a reference model, the well-known Loss-Factor Model is used.

173



Conclusion

For the analysis of the KH model and the comparison to the LFM, a four step
procedure is used which is defined in Section 2.2.4. In the first step of the four step
procedure, which is done in Section 4.1, the four fitting parameters of the KH model
are compared with the parameters obtained from classical linear fits, i.e. one linear
fit around V' = 0 to determine J,. and R, and another linear fit around J = 0 to

determine V. and R,..

It was found that a fitting range of [Vinin, 1/2 X Vipp| is a suitable range for the
linear fits to obtain a good compromise between the trade-off of a too high mean
bias error and too high standard deviation. For R, it is recommended to take small

fitting ranges. In this thesis, a range of [Jyn, 1/7 X Jipp] is taken.

The highest discrepancy between the linear and KH fitting method can be
found for the Ry vs. Js behavior. This problem can be solved by a weighting
factor of 30 in the range [Viyin, 1/2 X Vigpp]. With this weighting factor, it could
be shown that the KH fitting method is a suitable method for determining the
physical parameters Ry, Jgsc, Vo, and Ry from measured JV curves for thin film
technologies as CIGS, CdTe, and a-Si:H. However, the results also show that for
crystalline technologies, the R, values are not fitted properly. The results of the KH
parameter investigation allow to use the KH parameter also for other performance
models as the LFM. This enables a better comparison between the KH model as a

fitting model and the LFM as a factorization model.
In Section 4.2, the KH fit for the whole JV curve has been investigated and

compared to the one-diode model. Considering the rms error for the fitted current
density values, it could be found that the KH fit shows in average lower rms errors
for the investigated thin-film JV curves than the one-diode model. However, also
here it was found that the KH model cannot be recommended for crystalline Silicon
modules. For the quality of the KH fit, a correlation to the irradiance was investi-
gated. The JV curves of a-Si:H solar modules are fitted well under high irradiance,
whereas the JV curves of CdTe modules are fitted with the KH model better under
low irradiance. This correlation is also observed for the fit at the MPP. It could be
shown that the P, fit of the KH model can be improved with a linear correction

term.

For the parameter analysis of the KH fit, translation equations based on the
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one-diode model, have been used. Those equations and the results have been com-
pared to the LEM. It could be shown that for low irradiance, the translation equa-
tions are influenced by the second diode of the thin films. The translation equations
of the LFM can compensate this effect by using additional ¢ correlation terms com-
pared to the translation equations of the KH model. However, there is no clear
physical meaning of the additional coefficients, which does not allow to analyze the
parameters further using their coefficients. Furthermore, it could be shown that the
translation to STC is for the KH fit more stable regarding changing fitting ranges
than for the LFM. However, to obtain translated reference values that are not influ-
enced by non-linear effects at low irradiance and temperature, it is recommended to
determine the coefficients of the KH translation equations at high irradiance (¢ >
800 W/m?) and temperature (T' >25°C).

Finally, in the last section of Chapter 4, the last step of the four-step procedure,
namely the prediction, has been investigated for the KH model. Comparing the yield
prediction of the LFM and the KH model, it could be shown that both models show
similar results considering the mean and the standard value for the yield prediction.
The results of Chapter 4 have shown for each step of the four-step procedure the
disadvantages and advantages of the KH model. Regarding the available data set,

the KH model is the most suitable model for analyzing the measured outdoor data.

Based on the results of Chapter 4, the KH model has been used in Chapter 5
to analyze the CdTe outdoor behavior. The translation equations of the KH model
allow an in-depth analysis of the degradation and annealing effects by investigating
the coefficients of these equations. Doing so, it has been analyzed for CdTe that
the decreasing of Gy and R, in the consolidation phase has to be separated from
the increasing of the both parameters in the degradation phase. The consolidation
phase and seasonal variation are more influenced by metastable effects. During
the consolidation phase and summer periods, the effect of voltage-dependent photo-
current are reduced. Here, the driving force seems to be the irradiance. However,
the degradation phase is more influenced by the temperature. With increasing
temperature, the three parameters V., Roc, and Gy degrade more and faster. One
explanation for this may be the diffusion of Cu from the back-contact, however, for

this, a more detailed module investigation is necessary. Also for the fill factor a
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Conclusion

consolidation and degradation phase is observed that is mainly influenced by the

R, and in second order by the Gj..

Based on the parameter analysis, an empirical dynamic performance model
for R, of the CdTel module was developed which uses as input parameter just the
initial R, value, the time, the temperature and irradiance on a 10-minute interval.
The developed rate equation describes the three characteristic parts, the consolida-
tion and degradation phase as well as seasonal variation, with one equation and the
same coefficients for all four climate regions. Only for the degradation term, a divi-
sion has been made between warm regions (Chennai and Tempe) and cold regions
(Ancona and Cologne). The results of the implemented performance model for Ry
show that a simple rate equation can adequately describe the dynamic behavior of

metastable solar cells under various conditions.

A more physical dynamic performance model approach is to model directly the
causes of the metastable effects. This approach has been considered in Chapter 6
for @-Si:H. In Chapter 6, a dynamic performance model for a-Si:H based on the
work of Caputo et al. [148] and Stutzmann et al. [141] was developed. To verify the
model, an extensive set of degradation experiments that show the different influence
parameters for a-Si:H degradation were performed. In particular, the measured data
set shows the dynamic response to changes in light intensity. In total, 288 a-Si:H
solar cells were investigated. For those cells, one physical parameter set were defined
where the only variables are the solar cell thickness and the shunt resistance. These
parameter set is used for the device simulator. The device simulator is then combined
with the rate equation. With the rate equations by Caputo et al. and Stutzmann
et al., not a good fit for the experimental data could be achieved. Based on these
findings, a new rate equation for the degradation model was developed. For this,
the light-induced annealing term was adapted empirically based on the experimental
results. With this new term, the model is able to describe the degradation and
annealing effects and the response to a change in light intensity in a suitable range.
However, high fluctuations arise around the saturation point of the solar cells. It
could be shown that these fluctuations are not avoidable in this dynamic simulation.
A further improvement of the simulation, however, requires further investigation.

For this, the developed dynamic performance model provides a very good template.
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In summary, this thesis shows important results for the analysis and perfor-
mance modeling of thin film solar cells and modules regarding their metastabilities,
which can help to improve the reliability of this technology and so improve their fu-
ture capacity. As CdTe is an important technology, the short-term outlook for this
thesis is to extend the empirical dynamic performance model for Ry to Gy, Voe, FFF,
and finally P, in a first step. On a long-term outlook, a more physical dynamic
performance model, comparable to the introduced one for a-Si:H, should be tried to
develop for CdTe. The same procedure is also recommended for CIGS. The results
of the physical dynamic performance model for a-Si:H have shown that also if the
metastable effect is known very well there are still problems with the amount of
detail in the model. The right parameterization is a nearly unsolvable problem as a
detailed model input is required for this that is not obtained experimentally. Never-
theless, for developing dynamic performance models also for the other technologies,
a further detailed investigation for the metastable behavior of the thin film solar
cells technologies are required. The dynamic empirical performance model shows
already promising results. In general, this thesis is a very good template for further

investigations of dynamic performance models and metastable effects.
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(c) Cologne (d) Tempe

Figure A.1. — Outdoor test sites in Ancona, Chennai, Cologne and Tempe. copy-
right: TUV Rheinland
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pointing triangles). The green crosses represent the values of the KH fit
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different technologies measured in Cologne. The plots show the
Prpp,raw/ Pmpp fit ratio over Pppp ir. The green line indicates the linear
correction polynom. a) shows the results for the a-Si:H module fitted
with the KH method, b) the a-Si:H module fitted with the one-diode
model, ¢) the a-Si:H/pc-Si:H module fitted with the KH model, d) the
a-Si:H/pic-Si:H module fitted with the one-diode model, e) the poly-Si
module fitted with the KH model, and f) the poly-Si module fitted
with the one-diode model.
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C. Appendix for Chapter 5

This chapter is divided in two sections. In Section C.2, the detailed analysis results
for all 12 CdTe modules are shown and compared with each other. All more general

additional information for Chapter C can be found in Section C.1.
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C.1. General results
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Figure C.1. — Weekly normalized parameters for the CIGS1 module in Tempe.
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C.2 Parameter and coefficient changes for all 12 CdTe modules

C.2. Parameter and coefficient changes for all 12

CdTe modules

In the following, the analysis results of all 12 CdTe modules are shown. The results
are ordered by module. For each module (CdTel, CdTe2, CdTe3) the results are

shown for all four locations (Germany, Italy, Arizona, India).
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C.2.1. Open circuit voltage

The Figures are based on Section 5.2.1.
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Figure C.8. — Weekly data of V. (black points) at STC and the three coefficients V2,
(red points), avee (blue points), and ey, (orange points). The data
are taken from the CdTel module measured in a) Cologne, Germany
b) Ancona, Italy ¢) Tempe, Arizona, and d) Chennai, India.
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C.2 Parameter and coefficient changes for all 12 CdTe modules

C.2.2. Differential conductance at short circuit condition

The Figures are based on Section 5.2.2.
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Figure C.11. — Weekly time values for STC for Gycref (black dots) and the term
Glc,0,Tre (dark yellow dots). The data are taken from the CdTel
module measured in a) Cologne, Germany b) Ancona, Italy ¢) Tempe,
Arizona, and d) Chennai, India.
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222

12/2013 09{2014 06{2015 04/2016

4af

3t
2 : Gsc,raf '.

8. 1 et
[ e
[Soa oo LR . .* .

L) .
o . ° . Ll .
1 | | | KchJsc,rgf |
0 20 40 60 80 100 120 1

week of measurement

(a) Germany

12/2013 09{201 4 06{201 5 04/2016

40

4f

N w

-
)

o

KGscsc,ref

A1 L L L ! ! L L
0 20 40 60 80 100 120 140
week of measurement

(c) Arizona

different. conductance Gsc,ref &

different. conductance Gsc ref &

zona, and d) Chennai, India.

xGscJsc,ref [mScm™?]

kGscJsc,ref [nSem?]

1;/2013 08{2014 05{2015 02/'2016
T i T | T T Te

5r .

.

4- .

3

2

1

0

1 KGscdsc,ref

-2

0 20 40 60 80 100 120 140 160
week of measurement

(b) Italy
0§I2014. 11{2014. 08(2015' 054.2016.
.
4t
.
3t . o °
Gsc,ref “ °Je
2 * -
1 )
o * .. . e o R -
ol o= e o e KGsts'c,vef .
0 20 40 60 80 100 120 140

week of measurement

(d) India



C.2 Parameter and coefficient changes for all 12 CdTe modules

C.2.3. Differential resistance at open circuit condition

The Figures are based on Section 5.2.3.
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Figure C.17. — Weekly data of R,. (black points) at STC and the terms
BrocTret/ Jsc et (red points) and Ry rer (blue points). The data are
taken from the CdTel module measured in a) Cologne, Germany b)
Ancona, Ttaly ¢) Tempe, Arizona, and d) Chennai, India.
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Figure C.18. — Weekly data of R, (black points) at STC and the terms
BrocTref/ Jsc,rer (ted points) and R, e (blue points). The data are
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Figure C.19. — Weekly data of R, (black points) at STC and the terms
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The Figures are based on Section 5.2.4.
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Figure C.20. — Weekly data of the FF' (black points) at STC. For analysis, the weekly
STC values for the FF were also calculated with stable Ry conditions
(blue dots), stable Gy conditions (red dots) and stable V. conditions
(purple stars). The data are taken from the CdTel module measured
in a) Cologne, Germany b) Ancona, Italy c¢) Tempe, Arizona, and d)
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Figure C.21. — Weekly data of the FF' (black points) at STC. For analysis, the weekly
STC values for the F'F’ were also calculated with stable R, conditions
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Figure C.22. — Weekly data of the FF' (black points) at STC. For analysis, the weekly
STC values for the F'F' were also calculated with stable R, conditions
(blue dots), stable G conditions (red dots) and stable V. conditions
(purple stars). The data are taken from the CdTe3 module measured
in a) Cologne, Germany b) Ancona, Ttaly ¢) Tempe, Arizona, and d)
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Figure C.23. — Weekly data of Pnpp at STC for different modules. For each module
the data are shown for Cologne, Germany (red dots), Ancona, Italy
(blue dots), Tempe, Arizona (black dots), and Chennai, India (purple
dots). The data are taken from the a) CdTel b) CdTe2 and c) CdTe3
module. The Py, value is calculated with the initial Js. value for

all weeks.
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C.2.6. Tables with summarized analysis results

In the Table C.1 - C.5, the changes of the parameters and coefficients at STC are
shown during the consolidation and degradation phases for all 12 measured CdTe
modules. For convenient writing, some abbreviations have been used. These will be

explained in the following.

The modules are classified by their location and number. The abbreviations
for the locations are: Ge - Germany, It - Italy, Az - Arizona, and In - India. The

CdTel module in Germany is therefore classified as “Gel”.

The abbreviations for the parameters and coefficients consideration are defined
as followed: t¢,, - time of consolidation phase; APy, - change of P, with constant
Jse value; FF v, - fill factor with constant V. value (see Section 5.2.4); FF g - fill
factor with constant Gy value; FFg, - fill factor with constant R, value; tgegr -

time of degradation phase.

The parameter P, FF, Gg, and R, show a degradation phase and a con-
solidation phase. Table C.1 deals with the changes of P, and FF during the
consolidation phase. However, as a reference also the changes of ;. are shown here.
Table C.2 deals with the changes of Gy and R, during the consolidation phase.
The values in both tables show the changes from the initial value to the last value

of the consolidation phase.

For the degradation phase of P, FF, Gs, and R, the changes are shown
in Table C.3 and C.4. Also here, the changes of V,. are shown as reference. A linear
fit was applied to the values in this phase. From the linear fit an average change of
one week could be determined. Assuming that a year contains 52 weeks, from the

weekly average a yearly average could be determined.

For V,. and the respective coefficients from the translation equation, the ab-
solute changes during the entire outdoor exposure are considered in Table C.5. The

absolute changes are then transformed into a yearly change.

It should be noted that for India, the consolidation phase is very short. The
determined consolidation phase was determined to be one week for the CdTel mod-
ule and 0.8 weeks for the CdTe2 module. It can be assumed that the consolidation

phase is even shorter than the value that could be determined from the data. This
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leads to a small inaccuracy of these values which should be taken into account. For
the CdTe3 module, the consolidation phase is overlapped by a strong degradation
phase, followed by a second smaller degradation. As no clear consolidation phase for
the CdTe3 module could be determined, the entire changes due to the first degra-
dation phase are taken into account for the consolidation phase. This explains the

higher amount of weeks for this phase in Table C.2.
It should be noted that for the CdTe2 and CdTe3 modules the outdoor ex-

posure at each location is some weeks longer than the time given in Section 3.1.

However, the starting time is for each location the same.

Table C.1. — Parameter and coefficient changes during the consolidation phase for all
12 CdTe modules. Part 1 - shown are the values for Punpp, FF, and Vi

at STC.
tcon APpypp AFF | AFFvoc | AFFGse | AFFRoc | AVoe
Module | [weeks| | [mW/cm?| | [%] (%] [%] [%] [mV]

(abs) | (abs) (abs) (abs)

Gel 15 0.95 5.94 6.19 4.11 1.06 -8.14
Ge2 14 0.72 5.48 5.88 3.96 0.67 -15.96
Ge3 8 0.32 241 2.51 1.68 0.36 -7.26
It1 31 1.48 9.36 9.86 5.85 3.29 -21.59
It2 31 1.28 9.27 9.97 5.81 2.86 -33.5
It3 27 0.5 3.8 4.18 2.9 1.23 -10.94
Azl 7 0.88 8.72 9.62 5.21 2.72 -47.84
Az2 6 1.09 9.28 9.97 6.7 2.67 -40.79
Az3 4 0.27 1.89 2.53 1.66 1.62 -5.39
Inl 1 0.46 4.39 ) 2.75 0 -18.21
In2 0.8 0.71 5.55 6.11 3.8 0 -20.06
In3 10 -0.87 -3.87 -3.28 -3.94 -1.96 -24.27
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Table C.2. — Parameter and coefficient changes during the consolidation phase for
all 12 CdTe modules. Part 2 - shown are the values for Gy and R, at

STC.
AGsc,ref AGsc,O,’I‘ref A'%Jsc,ref A}zoc,ref ARs,’l‘ref AﬁRo':T'ref

/Jsc,ref
Module | [mScm™?|| [mSem™?| | [mSem™2 | | [Q cm?| | [ em?]| | [Q cm?|
Gel -1.32 2.42 -3.74 -1.03 -0.23 -0.8
Ge2 -1.17 1.21 -2.38 -1.06 -0.37 -0.73
Ge3 -1.31 0.09 -14 -0.61 -0.39 -0.22
It1 -2.29 2.31 -4.6 -1.28 -0.52 -0.76
1t2 -2.3 2.37 -4.68 -1.41 -0.87 -0.54
It3 -0.77 1.02 -1.78 -0.76 -0.34 -0.42
Azl 0.15 1.26 -3.43 -1.27 -0.43 -0.84
Az2 -1.64 0.86 -2.49 -1.45 -0.75 -0.7

Az3 -0.42 0.26 -0.69 -0.2 -0.2 0
Inl -1.12 1.09 -2.21 -1.14 -0.36 -0.78
In2 -1.2 1.05 -2.25 -1.45 -0.6 -0.85
In3 -0.08 0.76 -1.17 0.9 0.66 0.96

Table C.3. — Parameter and coefficient changes during the degradation phase for all
12 CdTe modules. Part 1 - shown are the values for Pppp, FF, and Vi

at STC.
lacgr | APmpp | AFF | AFFvoe | AFFqee | AFFroc | AVae
Module | [weeks| [mW /cm?| [%/year| | |%/year| | [%/year| | [%/year]| | [mV/cm?
/year] /year]
(rel) (abs) (abs) (abs) (abs)
Gel 105 | 0.004901684 0.45 0.47 0.34 0.43 -1.04
Ge2 119 -0.05 -0.11 -0.11 -0.12 0.24 0.07
Ge3 126 -0.26 -0.43 -0.28 -0.29 0.07 -7.44
It1 113 -0.13 -0.41 -0.34 -0.27 -0.14 -3.38
It2 121 -0.06 -0.24 -0.24 -0.25 0.07 0.31
1t3 125 -0.43 -1.74 -1.54 -1.23 -0.47 -10.5
Azl 131 -0.22 -0.94 -0.83 -0.68 -0.45 -1.04
Az2 140 -0.21 -0.88 -0.83 -0.78 -0.23 -2.6
Az3 142 -0.46 -1.77 -1.51 -1.61 -0.46 -11.4
Inl 129 -0.28 -0.41 -0.21 -0.35 0.23 -10.4
In2 138.2 -0.4 -1.20 -1.04 -1.14 0.35 -5.72
In3 129 -0.28 -1.46 -1.25 -1.09 -0.09 -6.24
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Table C.4. Parameter and coefficient changes during the degradation phase for all
12 CdTe modules. Part 2 - shown are the values for Gs. and R, at

STC.
AG’sc,ref AGsc,O,’I‘ref AK:Jsc,ref Aonc,ref A]DLS,’I‘['ef ABROCT'ref

/Jsc,ref

Module | [mScm~2 | [mSem™2 | [mSem~2 | [Qcm? [Qcm? [Qcm?

/year] /year] [year| | /year] /year] /year]
Gel -0.03 -0.06 0.03 -0.02 -0.07 0.04
Ge2 0.01 -0.02 0.03 0.07 0.08 0.02
Ge3 0.13 -0.04 0.17 0.17 0.06 0.10
It1 0.06 0.07 -0.00009 0.05 0.02 0.03
It2 -0.00009 0.06 -0.07 0.06 0.01 0.05
It3 0.39 0.14 0.25 0.38 0.10 0.28
Azl 0.05 0.06 -0.01 0.10 0.04 0.05
Az2 -0.01 0.06 -0.07 0.15 0.14 0.01
Az3 0.14 0.15 -0.02 0.39 0.19 0.20
Inl 0.05 0.11 -0.07 0.13 0.01 0.12
In2 0.02 -0.01 0.03 0.35 0.20 0.15
In3 0.39 0.22 0.17 0.30 0.19 0.10

Table C.5. — Parameter and coefficient changes for V5. during outdoor exposure for
all 12 CdTe modules.

ttotal A‘/oc A‘/0(:,0 AO[Vo::: AeVoc
Module | [weeks| | [mV /year] | [mV /year] | [mV/K/year]| | [mV/K/year|
Gel 120 -6.60 31.46 0.10 -0.01
Ge2 134 -6.94 26.04 0.13 0.01
Ge3 134 -10.04 -3.76 -0.01 -0.01
It1 144 -9.34 10.62 0.08 7x107°
It2 152 -11.99 -46.70 -0.10 7x107°
It3 152 -14.85 3.42 0.12 0.02
Azl 138 -24.28 -80.44 -0.29 -0.03
Az2 146 -18.44 -92.46 -0.27 -0.01
Az3 146 -16.96 -2.49 0.03 -0.01
Inl 130 -22.91 -114.16 -0.40 —8.0x 107°
In2 139 -16.38 -19.30 -0.16 -0.01
In3 139 -19.24 -77.06 0.02 -0.12
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D. List of Abbreviations and

Symbols

Common Abbreviations

Acronym
AM
AMPS

ASA
COP 21

DB

DOS
ESR
GHG
IQR

JV curve
KH

LFM
LSODE

meas
MMF
MPP

0&M

Meaning

air mass

Analysis of Microelectronic and Photonic
Structures

Advanced Semiconductor Analysis

21st United Nations Climate Change Confer-
ence

dangling bonds

density of states

electron spin resonance

greenhouse gas

interquartile range

current-density voltage curve
Karmalkar-Haneefa

Loss-Factor-Model

Livermore Solver for Ordinary Differential
Equations

measured

miss-match-factor

maximum power point

operation and maintenance



List of Abbreviations and Symbols

Acronym Meaning

OECD

pr
pred
PV
poly-Si
Q1

Qs

ref

rms
SAPM
SCAPS
SHJ
SRH
SSC
ST
STC
U.S.

Organisation for Economic Co-operation and

Development
Parameter

predicted
Photovoltaics
poly-crystalline Silicion
first quantile

third quantile
reference

root mean square

Sandia Array Performance Model

Solar cell CAPacitance Simulator

Silicon Hetero Junction
Schockley-Read-Hall
Site-Specific Condition
standard test

standard test condition
United States

Formula Abbreviations

Symbol
Cow

DO

D+
D~
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Description

thermally activated Staebler-Wronski con-

stant

neutral state of dangling bond
positive state of dangling bond
negative state of dangling bond
energy level

activation energy

conduction band edge

conduction band-tail slope energy
effective irradiance

quasi-Fermi level

Typical Unit

m? /s

V /m
eV
eV
eV

eV



GSC,O

Gsc,O,Tref

J
J
Jo

JOO

Ji

Jmp}')

Jph
JSC

Description

band gap

valence band edge

valence band-tail slope energy
probability for a neutral defect
current-collection function at short circuit
Fill Factor

irradiance

normalized plane of array irradiance
differential conductance at short-circuit
current

fitting constant for Gy translation equa-
tion of the KH model

Gy at reference temperature

current density

normalized current density

diode’s ideal reverse-bias saturation cur-
rent density

reference diode’s ideal reverse-bias satura-
tion current density

light generated current density

current density at the maximum power
density

photo-generated current density
short-circuit current density

fitting parameter for the Karmalkar-
Haneefa model

dangling bond concentration

effective density of states in the conduc-
tion band edge

effective density of states in the conduc-
tion band-tail

number of cells in series

Typical Unit
eV
eV
eV

1 /m?
1 /m?

1 /m?
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Symbol
Ny

vat

NRoc

Nvoc

P(E)

S

b~}
T+

SIS
3

P

Ry, mvet
Rsh
RSC

v
Vo
Vinpp

238

Description

effective density of states in the valence
band edge

effective density of states in the valence
band-tail

concentrations for electrons

ideality factor

intrinsic carrier concentration

ideality factor determined via the R, vs.
1/Js method

ideality factor determined via the V. vs.
log (Js) method

power density

Gaussian distribution

concentrations for holes

a high p— type doping concentration
maximum power density

recombination rate

differential resistance at open-circuit volt-
age

fitting constant for the R,. translation
equation of the KH model

R, at reference temperature

parallel resistances

differential resistance at short-circuit cur-
rent

(back-of-module) temperature

cell temperature inside the module

time

normalized voltage

constant

voltage at the maximum power density

open circuit voltage

Typical Unit
1 /m?

1 /m?

1 /m?
1 /m?

mW /cm?
1 /m?

mW /cm?
1 /m? /s

m() /em?
m§) /cm?

m{) /cm?
Q cm?

Q cm?

°C
°C

1/s
mV
mV



Symbol
VO

oc

€r

€ S 3D T > > = ™

= =<

Description

fitting constant for V. translation equa-
tion of the KH model

temperature coefficient

coefficient describing the dependence on
T/ Jse

fitting parameter for the Karmalkar-
Haneefa model

relative dielectric constant

coefficient describing the dependence on
log (Js) and T

irradiance coefficient

thermally activated constant

thermally activated constant

band drift mobility

space charge density

lifetime

plane of array irradiance

vacuum level related electrostatic poten-
tial

slope of the collection function at V.

error

Superscripts for the Loss-Factor-Model

Chemical Symbols

a-Si:H

measured
normalized

reference

crystalline Silicon

Cadmium sulfide

Typical Unit
mV

1 /K
mV /K

mV /K

1/vV

m® /s

m? /s
cm? /V /s
C /m3

W /m?

1 /mV

Hydrogenated amorphous silicon
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List of Abbreviations and Symbols

CdTe Cadmium telluride
CIGS Copper indium gallium
(di)selenide
Cu Copper
CulnSe2 Copper indium diselenide
Te Tellur
ue-Si:H hydrogenated  microcrystalline
Silicon
Constants
k Boltzmann constant ~ 8.6173303 x 107°eV /K
q elementary charge 1.6021766208 x 10~ C
€ dielectric constant of 8.85418781762 x 107*?F /m
vacuum
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