
PHYSICAL REVIEW B 98, 235405 (2018)

Duality for open fermion systems: Energy-dependent weak coupling and
quantum master equations

J. Schulenborg,1 J. Splettstoesser,1 and M. R. Wegewijs2,3,4

1Department of Microtechnology and Nanoscience (MC2), Chalmers University of Technology, SE-41298 Göteborg, Sweden
2Institute for Theory of Statistical Physics, RWTH Aachen, 52056 Aachen, Germany

3JARA-Fundamentals of Future Information Technology, Germany
4Peter Grünberg Institut, Forschungszentrum Jülich, 52425 Jülich, Germany

(Received 12 September 2018; revised manuscript received 12 November 2018; published 4 December 2018)

Open fermion systems with energy-independent bilinear coupling to a fermionic environment have been shown
to obey a general duality relation [J. Schulenborg et al., Phys. Rev. B 93, 081411 (2016)] which allows for a
drastic simplification of time-evolution calculations. In the weak-coupling limit, such a system can be associated
with a unique dual physical system in which all energies are inverted, in particular the internal interaction.
This paper generalizes this fermionic duality in two ways: we allow for weak coupling with arbitrary energy
dependence and describe both occupations and coherences coupled by a quantum master equation for the density
operator. We also show that whenever generalized detailed balance holds (Kolmogorov criterion), the stationary
probabilities for the dual system can be expressed explicitly in terms of the stationary recurrence times of
the original system, even at large bias. We illustrate the generalized duality by a detailed analysis of the rate
equation for a quantum dot with strong onsite Coulomb repulsion, going beyond the commonly assumed wide-
band limit. We present predictions for (i) the decay rates for transient charge and heat currents after a gate-
voltage quench and (ii) the thermoelectric linear-response coefficients in the stationary limit. We show that even
for pronouncedly energy-dependent coupling, all nontrivial parameter dependence in these problems is entirely
captured by just two well-understood stationary variables, the average charge of the system and of the dual
system. Remarkably, it is the latter that often dictates the most striking features of the measurable quantities
(e.g., positions of resonances), underscoring the importance of the dual system for understanding the actual one.
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I. INTRODUCTION

Recent progress in few-electron devices aimed at applica-
tions such as energy-harvesting, feedback control, and single-
electron sources has relied critically either on quantum co-
herent effects or on an explicit, often specifically engineered,
energy dependence in the coupling of the small quantum
system of interest and its environment. For the latter systems,
the challenge of analytically understanding their complex be-
havior is not so much limited by strong-coupling corrections,
but instead by the energy structure introduced by the tunnel
barrier and the density of states in the electrodes. While these
complications already arise for stationary phenomena [1–9],
they tend to proliferate when turning to more complicated
situations involving the time-dependent response or coherent
quantum effects or a combination thereof.

Also, if a general framework appropriate for the description
of a specific system is available, it is in most cases still
hard to fully access the physical consequences from this. In
order to simplify the description of such situations as much
as possible, one typically exploits symmetries, conservation
laws, fluctuation relations, and dualities. A well-known ex-
ample of the latter is detailed balance, which for classical
Markovian processes expresses the absence of any probability
flow between the different states of the system. By relating
transition rates to stationary-state occupations, it dictates both
the absence of entropy production in the stationary limit,

distinguishing local equilibrium states, possibly at large bias,
from “true” nonequilibrium stationary states (NESS) [10],
as well as purely exponential, nonoscillatory decay in the
transient regime. Dualities extending into the quantum and/or
far nonequilibrium regime exist, such as quantum detailed
balance [11–15] and nonequilibrium (quantum) fluctuation
relations [10,16,17], but are more complicated to apply and
still under continued active research.

One particular useful duality relation which we have re-
cently discovered [18] is restricted to open fermionic systems,
but otherwise extends straightforwardly into the quantum
regime and also remains valid even if local detailed balance
is broken. This fermionic duality1 is applicable for reduced-
density matrix formulations of open system dynamics. It has
been shown to hold for discrete but otherwise arbitrarily com-
plex fermionic systems; this includes both strong coupling to
several reservoirs at low temperatures, as well as strong local
interactions, such as Coulomb repulsion between electrons in
quantum dots.

This general applicability of the fermionic duality reflects
that its derivation in [18] relies mostly on two indepen-
dent fundamental physical principles for fermionic systems:
Pauli’s exclusion principle (antisymmetrization of states) and

1Previously referred to as “fermion-parity duality” by us [18–20].
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fermion-parity superselection (universal conservation of par-
ity observable). Despite this generality, its applications so far
have been limited to rate equations for fermionic systems [18–
20], excluding coherences. Also, the coupling was assumed to
be energy independent, referred to as wide-band limit in the
following. The central aim of this paper is to overcome these
two restrictions.

The first main result reported here applies to weakly
coupled open fermionic systems, where the time-evolution
equation for the reduced density matrix reduces to a (gener-
alized) master equation. We find that the energy dependence
of the coupling does not in any way inhibit the existence and
practical usefulness of a fermionic duality. In fact, we show
that the known wide-band result can easily be modified to
incorporate weak but otherwise arbitrarily energy-dependent
couplings. The treatment of the generalized master equation,
exploiting insights from the fermionic duality beyond the
wide-band limit, allows striking simplifications and insights:
one class of experimentally relevant setups for which this is
of interest is time-dependent decay after a parameter switch,
a basic building block for complex device operations that
aim at controlled charge and energy exchange via individual
electrons. Examples include coherent single- or few-electron
sources [21–24], charge pumps [25–28], or heat engines [29–
36] and driven thermoelectrics [37–39].

The second key result is that the above generalization for
energy-dependent, weak coupling also extends to the broader
class of systems that require a quantum master equation
description for the density matrix, in which the probabilities
are coupled to quantum coherences. Examples for applica-
tions in quantum transport where nontrivial coherences play
a role [40–43] include quantum-dot spin valves [44,45] for
noncollinear spintronics [46–55], multiorbital [56–60] and
vibration-assisted [61] transport in molecular electronics, but
also quantum-dot sensing [62,63] of qubits. The extended
approach that we report underlines the usefulness of the
fermionic duality for ongoing research on such few-electron
systems. Moreover, the presented derivation is simpler than
the one used to address strong, yet energy-independent, cou-
pling [18] and provides a clearer picture.

The paper is organized as follows. Since the fermionic
duality requires a nonstandard way of solving quantum master
equations, we first outline in Sec. II the main idea for the
most simple example, and highlight several features that will
be generalized in the remainder of the paper. In Sec. III,
we formulate a very general model with energy-dependent
bilinear coupling, review the weak-coupling quantum master
equation, and derive a useful linear response formula that is
valid beyond the wide-band limit. Then, in Sec. IV, we discuss
how the fermionic duality for the weak-coupling quantum
master equation for the density operator can be extended be-
yond the wide-band limit and outline how it can be exploited.
This clarifies that fermionic duality is a novel concept not
equivalent to detailed balance, and also not equivalent to other
known symmetries under electron-hole transformations [19].
In Sec. V D, we highlight this by specializing to simpler rate
equations (probabilities only) and combining the duality with
the implications of classical detailed balance. This leads to an
explicit relation between dual stationary-state probability vec-
tors and nontrivial orthogonality relations to other vectors that

simplify calculations beyond the wide-band limit. In Sec. VI,
we illustrate some of the practical advantages and interesting
insights that the fermionic duality offers which are otherwise
impossible to infer. For a strongly interacting quantum dot,
we discuss the transient decay of time-dependent charge and
heat currents after a quench, and, second, the stationary-state
thermoelectric properties in the linear response to a voltage
and thermal bias. We show that the complex dependence of
these effects on many parameters can be fully understood in
a simple way by exploiting the extended fermionic duality.
We thereby demonstrate that the conclusions of Refs. [18–
20] extend to pronouncedly energy-dependent couplings, and,
in addition, identify several measurable effects specific to
strongly energy-dependent couplings. Throughout the paper,
we use units |e| = h̄ = kB = 1.

II. SINGLE-MODE FERMIONIC DUALITY

To illustrate how the fermionic duality in principle works,
we consider the simplest possible, self-contained example: a
single fermion mode described by a rate equation. Although
one might think that the relations discussed in this section
derive from the simplicity of this example, the remainder
of the paper will demonstrate that they in fact hold for any
number of fermion modes interacting arbitrarily in an open
system weakly coupled to fermionic reservoirs.

A. Rate equation and mode-amplitude decomposition

Consider a single fermion mode at energy ε that is weakly
coupled to a noninteracting fermion bath with chemical po-
tential μ and temperature T . In order to describe the time
evolution of such a system, one uses a rate equation for the
time-dependent probabilities Pi (t ) of finding the system in
state i = u,o (fermion mode being unoccupied or occupied)
at time t :

∂t

[
Pu(t )

Po(t )

]
= �(ε)

[
−f +( ε−μ

T

)
f −( ε−μ

T

)
f +( ε−μ

T

) −f −( ε−μ

T

)][Pu(t )

Po(t )

]
. (1)

Such a rate equation can be obtained by tracing out the
reservoir degrees of freedom of the full density matrix and
taking the limit of weak system-reservoir coupling (see
also relevant standard textbooks [64–66]). Here, f ±(x) =
[exp (±x) + 1]−1 is the probability of finding a particle (+)
/ hole (−) at the corresponding energy in the fermionic
reservoir. The coupling �(E) is evaluated at the energy E = ε

of the mode.
The time-evolution problem (1) has the form ∂t |ρ(t )) =

W |ρ(t )), where |ρ(t )) stands for the column vector of prob-
abilities. To compute the time evolution of |ρ(t )), one diago-
nalizes the kernel W = ∑

k λk|mk )(ak| to evaluate the formal
exponential solution:

|ρ(t )) = eWt |ρ(0)) =
∑

k

eλkt |mk )(ak|ρ(0)). (2)

Here, the right eigenvectors |mk ) are the evolution modes, i.e.,
components of |ρ(t )) with a definite time-evolution factor eλkt

with eigenvalue λk � 0 equal to minus the decay rate. The
corresponding left eigenvectors (ak|, written as row vectors
in our current example, determine the amplitude (ak|ρ(0)) of
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TABLE I. Spectral decomposition of the rate matrix W .

Decay rate Amplitude Mode
k −λk (ak| |mk )

0 0 [1, 1] 1
Wuo+Wou

[
Wuo

Wou

]
1 �(ε) 1

Wuo+Wou
[Wou, −Wuo]

[
1

−1

]

this mode for a given initial state |ρ(0)). The left and right
eigenvectors need to be distinguished not just because of their
different roles: since W is not a normal matrix, they are not
simply connected by taking the adjoint. In fact, the relation
between these vectors is a theme of the paper.

For the matrix W in Eq. (1), we obtain the decompo-
sition in Table I. Inserting these into the mode expansion
(2), one obtains the solution Pi (t ) = Pi + [Pi (0) − Pi]e−�(ε)t

where Pi without time argument denotes the stationary value
limt→∞ Pi (t ) = Pi as given by the components of |m0).

B. Mode-amplitude cross relations

Of course, the above solution could have been derived and
understood more easily by directly decoupling the equations
(1) using Pu(t ) + Po(t ) = 1, thereby avoiding diagonalization
of W . However, this strategy does not significantly simplify
more general fermionic problems. Here, instead we wish to
highlight a general structure of the kernel W which does
simplify more general problems: although the matrix W is
neither symmetric nor antisymmetric, Table I indicates that
its eigenvectors show striking cross relations.

Consider first the smaller of the two decay rates −λ0 =
0 and its left eigenvector (a0|. Their expressions are well
known to be dictated by probability normalization, and are
therefore independent of the rates Wuo and Wou. As the table
shows, the right eigenvector |m1) for the larger of the two
decay rates −λ1 = �(ε) is also independent of the rates and
differs only by a relative sign between the components. The
remaining left eigenvector (a1| and right eigenvector |m0)
display a similar cross relation. They are already similar in
that they both depend explicitly on the rates Wuo and Wou.
Their components are also related by introducing a relative
sign and, additionally, exchanging the initial and final states
of the rates Wuo ↔ Wou.

We thus find that the left eigenvectors cross determine the
right ones in a way that is much simpler than the general
relation between left and right eigenvectors.2 The general
upshot for practical analytical calculations is that one can

2The left and right eigenvectors of a matrix M which is diago-
nalizable by similarity S to a diagonal matrix � are always related
in general: if M = S�S−1 then lk = Sek and rk = S−1ek . However,
this general relation involves a complicated algebraic inversion of
the similarity matrix S. Instead, the fermionic duality, which is
responsible for the cross relations between eigenvectors presented
here, yields a relation between matrix functions S and S−1 basically
consisting in simple replacements of function arguments by parame-
ters of a dual model.

avoid half of the work. Moreover, as we clarify later on in
this paper, one can understand the often quite unexpected
parameter dependence of some of the eigenvectors for more
general systems [18].

We next observe that in the above cross relation, the
fermionic nature of the system and the reservoirs enters in two
ways. First, due to Pauli’s exclusion principle, each reservoir
mode can be filled with only one particle with probability f +,
or one hole with probability f −. This restricts the larger of
the two decay rates, which is found to be the sum of rates for
adding and removing one particle, to

Wou + Wuo = �(ε)(f + + f −) = �(ε). (3)

This decay rate is independent of the reservoir’s energies
(μ, T ) since the Fermi-Dirac environment statistics sum to
1. Second, the special symmetry f ±(−x) = f ∓(x) of the
Fermi-Dirac statistics enables to swap initial and final states
of the rates Wij , as required in the mode-amplitude cross
relation, by inverting all energies on the system (ε → −ε) and
on the reservoir (μ → −μ),

Wou = �(ε)f ((ε − μ)/T ) (4a)

→ W̄ou := Wuo = �(ε)f (−(ε − μ)/T ), (4b)

given that we maintain the original energy dependence of the
coupling �(ε). We indicate this parameter transformation by
an overbar.3

We summarize all above relations with the help of a sign
matrix that keeps track of the fermion parity (−1)N of the
fermion number N = 0, 1 corresponding to the states i = u,o:

W +
⎡⎣1 0

0 −1

⎤⎦W̄ †
⎡⎣1 0

0 −1

⎤⎦ = −�(ε)

⎡⎣1 0

0 1

⎤⎦. (5)

This equation in its generalized form is the fermionic duality,
Eq. (32), which is going to be derived and exploited in the
remainder of this paper. The right-hand side comes from the
exclusion principle, also resulting in Eq. (3). The fermion-
parity signs on the left-hand side are required since, in contrast
to W †, the matrix W̄ is a physical rate matrix.

Indeed, the rate matrix W̄ describes a dual model of a
fermion at energy −ε and a reservoir at chemical potential
−μ, with coupling value �(ε) taken at the energy ε. In this
simple example, the dual system is hence qualitatively the
same as the original system, explaining why the calculations
are so simple. However, in interacting multimode systems the
dual system shows nontrivial, qualitatively different physics,
yielding unexpected insights into the physics of the original
model.

Relation (5) ties the kernel W to its adjoint W † modulo
signs and energy inversion, and is therefore [18] responsible
for the above-observed cross relation between the left and
right eigenvectors of W . Thereby, it also links the decay rate
�(ε) in the transient response to the zero eigenvalue belonging
to the stationary state. Interestingly, we later generalize this

3In previous formulations of fermionic duality, the different treat-
ment of the couplings compared to the statistical factors did not play
a role since the wide-band limit �(ε) = � was considered.
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to a link between the smallest and largest decay rate for
complex fermionic models. The right-hand side of Eq. (5) in
fact imposes, in its more general form (32), a fundamental
restriction on the largest decay rate of W , providing an upper
bound that is independent of the reservoirs (μ, T ) and, in the
wide-band limit �(ε) → �, even independent of the open-
system parameters.

Finally, we combine the above with a generally indepen-
dent observation, namely, that for our simple master equa-
tion, the stationary probabilities Pi := limt→∞ Pi (t ), given by
the components of |m0) in Table I, obey detailed balance:
Po/Pu = Wou/Wuo. The stationary occupations P̄i for W̄ , de-
scribing the stationary dual system, then also satisfy detailed
balance but with the inverse ratio

P̄o

P̄u
= W̄ou

W̄uo
= Wuo

Wou
= Pu

Po
. (6)

We see that the product of stationary occupation probability
for the original system and for its dual, PiP̄i = C, is equal to
some function C of the rate matrix elements but independent
of the state i. Probability normalization

∑
i Pi = 1 = ∑

i P̄i

implies a simple relation for C, 1 = ∑
i C/Pi . This allows to

directly compute the stationary state of a system with inverted
energies from the original system via

P̄i = 1

Pi

⎛⎝∑
j

1

Pj

⎞⎠−1

. (7)

In the present simple example, this expresses that start-
ing from Po = f ((ε − μ)/T ), one finds as expected P̄o =
f (−(ε − μ)/T ), which is equal to Pu and related to Po by
replacing parameters by the ones of the dual model. However,
it will turn out that formula (7) also applies to stationary
states of arbitrary interacting many-fermion systems, provid-
ing nontrivial insights. This is also a canonical example of
how a complicated combination of probabilities [right-hand
side of Eq. (7)] for one problem may be expressed in a
single expression (P̄i) whose parameter dependence is easily
understood by considering another physical problem, that of
the energy-inverted, dual model.

C. Outlook on general fermionic duality

The duality (5) is responsible for the mode-amplitude cross
relations in Table I, the bound �(ε) on decay eigenvalues, and
the stationary-state duality Eq. (7). It is surprising that these
are not mere artifacts of the simplicity of the example. At the
origin of this are two independent postulates of many-body
quantum physics that we noted earlier: the antisymmetrization
of fermionic states (exclusion principle limiting N = 0, 1 in
our example) and the fermion-parity superselection [related
to the signs (−1)N ].

As a result, the fermionic duality also extends to the
quantum master equation for the density matrix, including off-
diagonal elements associated with coherent superpositions,
and not just to rate equations for the diagonal elements, the
above considered probabilities. Although this was in principle
already clear in Ref. [18] for bilinear energy-independent
coupling, the procedure for exploiting the duality for quantum
master equations was not yet worked out. This introduces new

FIG. 1. Example of the type of open systems to which the
fermionic duality applies: a central device hosting a number of
electrons tunnel coupled with rates �α [Eq. (11)] several noninter-
acting electronic reservoirs α = 1, 2, 3 at different electrochemical
potentials μα and temperatures Tα . Arbitrary many-body interactions
such as Coulomb repulsion are allowed, as are externally tunable
electric (E) and magnetic fields (B ), etc.

aspects, even in the wide-band limit, which will be addressed
here.

For the same reason, the duality even extends to open
fermionic systems with energy-independent yet arbitrarily
strong coupling to noninteracting reservoirs at arbitrarily low
temperature. Notably, such open systems are no longer de-
scribed by the rate equation, as in our example, or even by
a quantum master equation as discussed later on, but require
a time-nonlocal (Nakajima-Zwanzig) approach [67,68]. The
crucial advance made in this paper is that we lift the limiting
assumption of energy-independent coupling made in Ref. [18]
while keeping the coherences in the description; the only
restriction is the assumption of weak coupling. Indeed, in
the above example, we have already observed that the ε

dependence of � does not really obstruct any of the consid-
erations. This holds more generally, and all its consequences
are worked out in the following.

III. MODEL AND METHOD

A. Generic open fermionic system

We are interested in fermionic open systems, consisting
of a discrete set of fermion modes labeled � tunnel-coupled
to a continuum of fermionic modes in reservoirs labeled α,
as sketched in Fig. 1. The system is not restricted in any
way except that it is fermionic: the Hamiltonian H and any
observable of the system act on antisymmetric states with
well-defined fermion parity and must4 conserve this parity:
[H, (−1)N ] = 0 (superselection principle [69–71]). Here, the

4As a brief reminder, the parity can be expressed as (−1)N =
e−i2πSz with the total spin of the N fermions Sz, corresponding to the
rotation by 2π . Without imposing superselection, superpositions of
even (integer spin) and odd parity (half-integer spin) will therefore
develop a relative phase factor when rotating the system by a full
angle 2π . By standard rules of quantum mechanics this would be
observable in interference, in contradiction with the requirement that
a full rotation should not modify an observation. To exclude this,
superselection must be imposed together with antisymmetrization:
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fermion-parity operator and the particle-number operator of
the open system,

(−1)N := exp (iπN ) , N :=
∑

�

d
†
�d�, (8)

are defined in terms of creation (d†
� ) and annihilation (d�)

fields of fermions. The multi-index � = σ, . . . labels the
fermion modes by a spin projection σ ∈ {↑,↓} and further
possible degrees of freedom (e.g., orbital) which are not
indicated. We allow for arbitrary types of parity-conserving
interactions of any strength between fermions in the open
system. Furthermore, we do not require that the fermion
number is separately conserved on the system, [H,N] = 0,
which would be a stronger condition than parity conservation.
Hence, H is allowed to mix charge states differing by an even
number of fermions, as for example due to the superconduct-
ing proximity effect. We mention this here to stress the general
nature of the duality; for the applications presented below in
Sec. VI, [H,N ] = 0 does however hold.

B. Reservoirs and energy-dependent tunneling

The reservoirs consist of noninteracting fermion modes
with energies εκαν , described by

Hres :=
∑

α

Hα, Hα :=
∑
κν

εκανc
†
κανcκαν, (9)

with c†καν (cκαν ) creating (annihilating) a fermion in reservoir
α with orbital κ and discrete degrees of freedom ν = τ, . . .

such as the spin projection τ , and possible further ones.
The reservoir orbitals κ form a continuum and the bilinear

coupling

Htun :=
∑
καν

[τκαν;� d
†
�cκαν + H.c.] (10)

describes tunneling to/from the open system. The tunnel junc-
tions are characterized by the Hermitian coupling matrix

�αν;��′ (E) := 2π
∑

κ

δ(E − εκαν )τ ∗
καν;� τκαν;�′ (11a)

= �αν;�′�(E)∗, (11b)

which accounts for the joint effect of the tunneling amplitudes
τκαν;� and the density of states in reservoir α. The diagonal
couplings (� = �′) are real, positive semidefinite, and enter
into the decay of occupation probabilities as the typical in-
verse tunneling times. We do not assume that spin (τ �= σ )
or other quantum numbers are conserved by the tunneling,
allowing for applications where nontrivial coherences play
a role. The off-diagonal couplings (� �= �′) are therefore in
general complex valued and enter into the evolution of quan-
tum superpositions on the system induced by coupling to the
environment.

physical state vectors have definite parity (−1)N |ψ〉 = ±|ψ〉 or,
equivalently, state operators commute with parity [ρ, (−1)N ] =
0. The same must then hold for all observables, including the
Hamiltonian.

In Eq. (11), E is the energy of the reservoir electron
involved in the tunneling process. The crucial step made in
this work is that we allow for arbitrary energy dependence
of the coupling matrices �αν (E) characterizing the tunnel
junctions. The only simplifying assumption that we make is
that this E dependence is analytic.

We stress that it is a quite common assumption to neglect
the energy structure of the tunnel barriers (wide-band limit),
also in prior work on fermion-parity duality [18–20]. How-
ever, especially for applications to energy-harvesting [1,2,5,7]
and charge pumps [26,72,73], it is crucial to account for this
energy dependence.5

C. Nonequilibrium Born-Markov dynamics

The fermionic duality arises naturally within the reduced
density-operator formulation of open-system dynamics in
which we trace out the reservoirs in the density operator
ρ(t ) := Trresρ

tot(t ). To obtain ρ tot(t ), we evolve an initially
factorized state ρ tot

0 = ρ0ρ
res
0 with Htot, where each reservoir α

is initially a grand-canonical equilibrium with electrochemical
potential μα and temperature Tα:

ρres
0 :=

∏
α

e−(Hα−μαNα )/Tα

Tr
β

[e−(Hβ−μβNβ )/Tβ ]
. (12)

Here, Nα = ∑
κν c†κανcκαν is the fermion-number operator for

reservoir α. With the above assumptions, tracing out the reser-
voirs [67,68,74–76] gives a time-nonlocal quantum master
equation for ρ(t ):

∂tρ(t ) = −iLρ(t ) +
∫ t

0
dt ′W (t − t ′)ρ(t ′). (13)

Whereas the Liouvillian L• = [H, •] is the system part, the
non-Hermitian time-nonlocal kernel W is due to the particle
exchange with the reservoirs. The fermionic duality already
applies to this quite general situation, possibly describing a
strongly coupled system, if one only makes the wide-band
approximation [18]. However, in order to go beyond the
limitation of this wide-band approximation, we focus on the
weak-coupling, high-temperature limit6. � 
 Tα . Then, for
times t � 1/�, the state ρ(t ) is governed by the simpler,
time-local Born-Markov master equation

∂tρ(t ) = (−iL + W )ρ(t ) (14)

with the kernel W given by the zero-frequency limit of the
Laplace transformation of W evaluated to leading order in the

5We note that open-system single-particle states |l〉 entering the
couplings �αν;ll′ (E) [Eq. (11)] can be states obtained by hybridizing
localized states, for example, on dots 1 and 2 of a double-quantum-
dot system c1|1〉 + c2|2〉. The coefficients c1, c2 may depend on dif-
ferences between the open-system energies ε1, ε2 of these localized
states in the absence of hybridization, and enter �αν;��′ (E) via the
tunneling amplitudes τακ,� to the reservoirs. This type of “energy
dependence” is included in the wide-band limit, and must be clearly
distinguished from the reservoir energy dependence (E) that we and,
e.g., Refs. [1,5,7] are concerned about.

6� denotes the typical scale of the diagonal couplings �αν;��
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system-reservoir couplings:

W := lim
η↓0

∫ ∞

0
dt ′W1(t ′)e−ηt ′ . (15)

See also Refs. [64,65] about quantum master equations and
their applicability. The special structure of fermionic kernels
W will be studied in Sec. IV, affording general insights into
the transient evolution and stationary limit of ρ(t ).

To distinguish superoperators (such as L and W ) from
the ordinary operators on which they act (ρ), we adopt the
Liouville-space notation of Refs. [64,77]. An ordinary oper-
ator y is denoted by a rounded ket |y) to indicate that it is
considered as a vector in Liouville space, called supervector.
This is consistent with Sec. II, in which rounded kets are
represented by column vectors containing only the diagonal
elements of the operators y in the many-body energy eigen-
basis of the open system. The covectors which correspond to
these supervectors with respect to the Hilbert-Schmidt scalar
product are linear functions (x|• = Tr [x†•] of an operator
argument •, each function being uniquely parametrized by an
operator x. The kernel W of interest is a linear superoperator
that acts on the Liouville space of supervectors. Its super-
Hermitian adjoint, of central importance here, is then defined
relative to the Hilbert-Schmidt scalar product (x|W |y) =:
(W †x|y) = [(y|W †|x)]

∗
.

D. Linear response beyond the wide-band limit

While the dynamics of the open quantum system is in prin-
ciple fully characterized by Eqs. (13) and (14) for the weakly
coupled system, it is often not simple to acquire a physical
understanding via the obtained analytical results. One of the
applications of the fermionic duality is the simplification
of linear-response calculations based on the stationary state,
yielding the long-time limit solution to the quantum master
equation (14). For this, one needs to linearize this stationary
state in μα and Tα . We here focus on the rate-equation limit,
which we consider also in our later illustration in Sec. VI E.

The main problem is that by naively computing μα or
Tα derivatives, the expressions quickly become analytically
unwieldy and uninformative, even for small systems and
in particular for energy-dependent couplings �(E). To not
spoil the advantages offered by the fermionic duality, this
linearization should be compatible with the mode-amplitude
expansion of the kernel [Eq. (2)] and thus formulated in terms
of eigensupervectors of the superoperator W . Also, it should
be applicable for energy-dependent couplings �(E), which
the well-known linearization [78,79] and its recent extension
[80] do not account for.

A more general approach starts by noting that in the weak-
coupling limit we can always7 decompose the full kernel W

into a sum of partial kernels Wα describing the effect of each
reservoir α separately:

W =
∑

α

Wα. (16)

7This is possible because coherent processes simultaneously in-
volving more than one reservoir are neglected in this approximation.

We will assume throughout that the sum W has a nondegen-
erate zero eigenvalue and a corresponding, unique stationary
state |m0). If the joint environment is in equilibrium, this
stationary state should become the grand-canonical ensemble

|m0)
∣∣
eq = e−(H−μN )/T

Tr[e−(H−μN )/T ]
, (17)

where •|eq denotes evaluation at Tα = T and μα = μ for
all reservoirs α. Since each Wα describes the coupling to
reservoir α only, one possible8 stationary state of Wα should
always be the state of equilibrium with the single reservoir α:

|m0,α ) = e−(H−μαN )/Tα

Tr[e−(H−μαN )/Tα ]
. (18)

The linearization of the nonequilibrium stationary state |m0)
with respect to any variable x can then be expressed as a
weighted sum of equilibrium quantities evaluated at μα =
μ, Tα = T (see Appendix A):

∂x |m0)
∣∣
eq =

∑
α

1

W |eq
Wα

∣∣
eq∂x |m0,α )

∣∣
eq. (19)

Here, the reflexive generalized inverse W−1 is defined natu-
rally on the support of W using the spectral decomposition
[81,82]: due to the single, nondegenerate zero eigenvalue we
have

W
1

W
= 1

W
W = I − |m0)(1|, (20)

where I is the unit superoperator. It will be straightforward to
compute W−1 using the fermionic duality.

The linearization (19) does not rely on the wide-band limit,
nor does it require local detailed balance [Eq. (71)] to hold
for the open subsystem when system plus reservoirs deviate
from equilibrium. Its practical advantage is that it prevents
the unnecessary proliferation of derivatives of rate expressions
as they occur in a brute-force calculation. Using Eq. (19),
we can instead exploit the special structure of the explicitly
appearing fermionic kernels and thereby avoid the calculation
of the stationary nonequilibrium state as we will illustrate in
Sec. VI.

IV. FERMIONIC DUALITY FOR QUANTUM
MASTER EQUATIONS

The fermionic duality in the wide-band limit �αν;��′ (E) =
�αν;��′ as derived in Ref. [18] is applicable to time-nonlocal
quantum master equations, which are fully nonperturbative
in the coupling strength and treated at arbitrary temperature.
The limit � 
 Tα of this result was shown to lead to a weak-
coupling, wide-band fermionic duality for the time-evolution
kernel of the master equation

W + PW̄ †P = −� I, (21)

8Note carefully that the stationary occupation of those orbitals,
which are completely disconnected from the specific reservoir α, is
not uniquely determined by the stationary-state equation Wα|zα ) =
0. This is a physically natural consequence of the partial kernel
decomposition and not an artifact of the model.
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where I denotes the Liouville-space identity. The
superoperator

P• := (−1)N• = P−1• = P†• (22)

is associated with the left multiplication by the fermion-parity
operator, � denotes the lump sum of constant, non-negative
diagonal couplings:

� :=
∑
αν�

�αν;�� � 0. (23)

The duality (21) relates the superadjoint of the kernel W † not
to itself, but to a dual kernel in which the sign of all local
energies L = [H, •] and the electrochemical potentials μα of
all reservoirs have been inverted. Since the kernel is a function
F of the local Liouvillian and all reservoir electrochemical
potentials, W = F (L, {μα}), this means

W̄ := F (−L, {−μα}). (24)

Focusing on a nonperturbative formulation in the tunnel cou-
pling, the original derivation of the fermionic duality (21)
in Ref. [18] relies on a renormalized perturbation theory
[77,83] in which an initial resummation leads to a concise
self-consistent treatment of dissipative effects. However, this
explicitly requires the wide-band limit from the beginning,
thereby prohibiting the analysis of energy-dependent cou-
plings of interest here. In the weak-coupling limit, a related
but more direct approach is possible, which altogether avoids
the wide-band limit and leads to a more general form of
the weak-coupling fermionic duality than the one given in
Eq. (21).

A. Superfermions

This extended, non-wide-band fermionic duality emerges
most naturally when expressing the time-evolution kernels in
terms of fermionic superoperators [77,84] first introduced in
real-time renormalization group studies [83]. More precisely,
one introduces fermionic field superoperators acting on the
system

G
q

η�• := 1√
2

[dη� • +q(−1)N • (−1)Ndη�], (25)

where q = ± labels superadjoint expressions [see Eq. (27)
below]. The further index η = ± distinguishes ordinary field
operators for creating a particle d+� := d

†
� or a hole d−� := d�

on the system. The field superoperators (25) act on the sys-
tem Liouville-Fock space containing all many-body density
operators. As such, they can be used to set up a systematic
second quantization formalism for mixed states [77,84]. Most
importantly, they fulfill fermionic anticommutation relations{

G
q

η�,G
q ′
η′�′

} = δη,−η′ δ�,�′ δq,−q ′ (26)

by virtue of the explicit inclusion of the fermion parity in
their definition [77]. Furthermore, using the definition given
in Eq. (25) they can be shown to obey(

G
q

η�

)†• = G
−q

−η�•, PG
q

η�P• = −G
−q

η� • . (27)

The properties (26) and (27) are the main reason why the
superoperators G

q

η� are particularly well adapted to analyze
the fermionic duality, as we shall see now.

B. Fermionic duality

We can now give the explicit functional form of the kernel
W and its superadjoint W †, as required in Eq. (21). Using the
above notation, the leading order in the tunnel coupling can
be expressed concisely as [77,83–85]

W = F (L, {μα}) = 1

2πi

∫ ∞

−∞
dE

∑
��′
ηq

∑
αν

�
η

αν;��′ (E)

× [
f η

α (E) − qf −η
α (E)

]
G+

−η�

1

ηE − L + i0+
G

q

η�′ , (28)

where we explicitly indicate the dependence on the sys-
tem Liouvillian L = [H, •] and the chemical potentials μα ,
with the latter entering via the Fermi functions f η

α (x) =
[exp (η x−μα

Tα
) + 1]

−1
containing the reservoir temperatures Tα .

We denote complex conjugates of the coupling matrix by �η
αν

with

�+
αν = �αν and �−

αν = �∗
αν for η = ±. (29)

We only require H = H † and parity superselection
[(−1)N,H ] = 0, or equivalently9

L†• = L•, PLP• = L• (30)

to show that the Liouvillian satisfies a duality relation of
simpler form than Eq. (21) with L̄ := −L,

(−iL)† − P (−iL̄)P = 0. (31)

Finally, taking the superadjoint of (28) and using the proper-
ties (27) and (30), we find the fermionic duality relation

(−iL + W ) + P (iL̄ + W̄ )†P = −Γ, (32)

with the coupling superoperator

Γ(L) := i

2π

∫ ∞

−∞
dE

∑
��′
ηq

(
G

q

η�

)† �
η

��′ (E)

ηE − L + i0+
G

q

η�′ . (33)

Equations (32) and (33) constitute the main result of the paper.
They represent the non-wide-band fermionic duality relation
between the generator of the quantum master equation of
interest

∂tρ(t ) = (−iL + W )ρ(t ), (34)

and the generator of a dual master equation10

∂t ρ̄(t ) = (iL̄ + W̄ )ρ̄(t ). (35)

9L† = L means (A|L|B ) = trA†[H,B] = tr[H, A]†B =
(L(A)|B ) without a sign. Taking the ordinary Hilbert-space
adjoint of the result of the action of L on an operator • is an entirely
different thing, (L•)† = [H, •]† = −[H, •] with a minus sign.

10Importantly, the off-diagonal elements must be treated consis-
tently for both the original parameters (L, W ) and the dual parame-
ters (L̄, W̄ ), in the sense that secular coherences are systematically
separated from nonsecular coherences, depending on the parameters
L and −L̄ relative to W and W̄ . The point is that nonsecular coher-
ences contribute effectively beyond the leading-order approximation
in the tunnel coupling [85,86].

235405-7



J. SCHULENBORG, J. SPLETTSTOESSER, AND M. R. WEGEWIJS PHYSICAL REVIEW B 98, 235405 (2018)

The kernel of Eq. (34) is a function W = F (L, {μα})
[Eq. (28)], while the dual kernel W̄ of Eq. (35) is the same
function of L̄ = −L and μ̄α = −μα except for one difference:
just as for the single-mode example in Eq. (4), we do not
invert the sign of the open-system energies (contained in L)
at which the energy dependence �αν;��′ (E) of the coupling is
evaluated in (28) (see Appendix B). Note that the unexpected
occurrence of +L̄ in Eq. (35) instead of −L̄ is discussed
further in Appendix C.

We stress that the only practical difference between
Eq. (32) and the wide-band-limit duality (21) is that the scalar
� on the right-hand side has become the nontrivial superoper-
ator Γ. Remarkably, this coupling superoperator (33) still does
not depend on the state of the reservoirs. The function Γ(L) is
thus the same for all quantum master equations with different
electrochemical potentials μα and temperatures Tα , but with
the same lump sum of energy-dependent coupling matrices

�
η

��′ (E) :=
∑
αν

�
η

αν;��′ (E). (36)

This highlights that the duality (32) is not just a trivial
rewriting of the generator of the master equation in terms
of two other superoperators; on the contrary, these other two
superoperators are either directly related to W by a well-
defined parameter transformation (W̄ ) or strongly restricted
not to depend on the reservoir states (Γ). In the wide-band
limit �

η

��′ (E) = �
η

��′ , we recover11Γ = �I in (21), where the
lump sum (36) is extended to all orbitals � in Eq. (23). For our
main result, Eq. (32), valid for energy-dependent couplings,
the operator structure (33) of Γ requires that we analyze the
implications of the duality anew.

C. Mode-amplitude duality in the wide-band limit

To understand how the extended fermionic duality (32) can
yield physical insights, we first outline how this works in the
simpler wide-band limit. We follow previous studies [18,19]
which have treated only weak-coupling rate equations for
probabilities, but extend the procedure to the full density op-
erator including coherences, i.e., off-diagonal elements with
respect to the local energy eigenstates |i〉 of the open-system
Hamiltonian H . The time-evolution generator is the sum of
the kernel W and the system Liouvillian term −iL. The
wide-band duality relation (21) for the generator −iL + W

then reads as

(−iL + W ) + P (iL̄ + W̄ )†P = −� I, (37)

as explained in Sec. IV B without the wide-band limit. Let us
analyze the implications of this duality (37).

1. Cross relations

The wide-band-limit duality (37) between the two gen-
erators can be exploited analogously to our simple example

11The anticommutation relations (26) imply that the integrand in
Eq. (33) is ∝δ(E − L)δ��′ .

[Eq. (2)]: Eq. (34) is solved by diagonalizing12 the generator

−iL + W =
n∑

k=0

λk|mk )(ak|. (38)

One then inserts this into the exponential solution

|ρ(t )) = e(−iL+W )t |ρ(0)) =
n∑

k=0

|mk ) (ak|ρ(0)) eλkt , (39)

where we let n + 1 denote the number of modes. When one
has computed the right eigenvectors as function of L and
W , one can find the remaining left eigenvectors as follows.
Assuming one knows mode |mk (−iL + W )), corresponding
to an eigenvalue λk (−iL + W ), this determines an amplitude
by multiplication by the parity operator P , substitution of
parameters by their duals, and taking the superadjoint (see
Appendix D)

(ak′ (−iL + W )| := [ | (−1)Nmk (iL̄ + W̄ ) ) ]†. (40a)

This is a relation between operators ak′ (−iL + W ) =
(−1)Nmk (iL̄ + W̄ ) characterizing the bra and the ket, respec-
tively. Similarly, if instead the amplitude is known, a mode can
be determined via

|mk′ (−iL + W )) := [ ( (−1)Nak (iL̄ + W̄ ) | ]†. (40b)

In contrast to the originals (numbered k), the resulting am-
plitude and mode belong to a different eigenvalue (numbered
k′):

λk′ (−iL + W ) = −[� + λ∗
k (iL̄ + W̄ )]. (40c)

More precisely, the imaginary parts of these different
eigenvalues for dual parameters are equal

Im[λk′ (−iL + W )] = Im
[
λ∗

k (iL̄ + W̄ )
]
, (41)

whereas the negatives of the real parts, the non-negative decay
rates, are cross related

−Re[λk′ (−iL + W )] = � − [−Re[λ∗
k (iL̄ + W̄ )]] � 0. (42)

This physically remarkable cross relation between the slowly
decaying and quickly decaying modes is illustrated in Fig. 2.

We emphasize that the above-described cross link presents
a huge simplification even if the considered open system
consists only of a few orbitals; one can bypass essentially half
of the eigenvalue problem by simple parameter substitutions
and the obtained expressions are much more compact than
when algebraically solving the full eigenvalue problem in the
conventional way. Moreover, one is free to compute only the
right eigenvectors or only the left ones or any computationally
advantageous combination.

2. Trace preservation ↔ fermion-parity mode

The quantum master equation has one obvious “universal”
feature: the amplitude covector for the zero decay rate is the
linear trace function, i.e., (a0| with a0 = 1. This corresponds

12We assume −iL + W is diagonalizable, but note that the cross
relations can be extended to generalized eigenvectors in the nondiag-
onalizable case.
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FIG. 2. Fermionic duality for quantum master equations in the wide-band limit [Eq. (37)]. Schematically shown are the cross relations
between amplitudes and modes, the left and right eigenvectors of the generator −iL + W (left panel) and of its dual iL̄ + W̄ (right panel) for
different eigenvalues. Each panel shows the eigenvalues (colored dots) in lower half of the complex plane. The eigenvalues are restricted to
the strip 0 � Re[λk] � −� first, by the boundedness of the solutions ρ and ρ̄ (excluding the upper shaded area) and, second, by fermionic
duality (excluding the lower shaded area bounded by the fermion-parity rate −�). The cross relation vertically mirrors the eigenvalues about
the horizontal line − 1

2 � (gray). We will show that even beyond the wide-band limit [Eq. (32)] it is possible to obtain a fundamentally simpler
matrix (60) for the generator by applying the same mapping to a subset of known eigenvectors (Sec. IV G).

to a left eigenvector (a0|(−iL + W ) = 0 expressing the trace
preservation of the time-dependent state ρ(t ), independent of
all parameters. Equation (40b) implies that the fastest decay-
ing mode is similarly “universal”: it is the parity mode |mn) =
|(−1)N ), which is independent of all parameters, and which
according to the cross relation (40c) enters the evolution (40a)
with a single exponential e−�t at a rate given by the lump sum
of all wide-band couplings � [Eq. (23)]. In fact, this holds for
any fermionic quantum master equation derived for bilinear
coupling in the wide-band limit [18].

The corresponding right eigenvector for the zero eigen-
value, the stationary state (or zero mode) obeys (−iL +
W )|m0(−iL + W )) = 0. Duality as expressed in Eq. (40a)
fixes the corresponding amplitude covector in Eq. (39) for the
fastest decaying parity mode |mn) by a parameter substitu-
tion: (an| = ((−1)Nm0(iL̄ + W̄ )|, avoiding the calculation of
this generally complicated expression. The above two special
cross relations are noted in our simple example (Table I), and
we will see in the following that the involved four-vectors
continue to play a role beyond the wide-band limit [Eqs. (83)
and (92)]. At this point, we can, however, already conclude
that for energy-independent couplings, there are in fact n −
1 additional nontrivial cross relations of the same type, as
summarized in Eqs. (40).

D. Non-wide-band coupling superoperator

Having covered the wide-band-limit duality, let us now
turn to the implications of the fermionic duality (32) for
energy-dependent couplings. We highlight upfront that while
the replacement � → Γ on the right-hand side of Eq. (32) pro-
hibits a direct crosslink between left and right eigenvectors,
the duality nevertheless implies nontrivial relations for the real
(or for the super-Hermitian) [Eq. (49)] and for the imaginary
(or for the anti-super-Hermitian) part of W [Eq. (55)], relying
only on a few properties of the coupling superoperator Γ. In
this section, we present the required fundamental properties
of Γ.

First, we note that Γ as defined in Eq. (33) commutes with
the parity superoperator P by virtue of (27) and (30):

PΓP = Γ. (43)

Second, taking the superadjoint is equivalent to taking the dual
transform to inverted energy parameters,

[Γ(L)]† = Γ̄(L). (44)

As for W̄ below (35), Γ̄(L) equals Γ(−L) except for the
couplings �αν;��′ (E) in Eq. (33), which are still evaluated
at the original energies contained in +L (see Appendix B).
Equation (44) follows most easily by taking the adjoint of the
duality relation (32), applying P from the left and right, using
[P,Γ] = 0 and P2 = I.

Third, the real part Re[Γ] := (Γ + Γ†)/2 explicitly
reads as

Re[Γ] = 1

2

∑
ij

∑
��′
ηq

�
η

��′ (ηEij )Gq†
η� |ij )(ij |Gq

η�′ . (45)

This can be derived from Eq. (44) in two steps. The first step
is to insert the eigendecomposition of the Liouvillian L =∑

ij Eij |ij )(ij | obtained from the many-body Hamiltonian
H = ∑

i Ei |i〉〈i| of the system. In this decomposition, we
denote the matrix elements and transition operators by

(ij | := 〈i| • |j 〉, |ij ) := |i〉〈j |, (46)

respectively, and the transition frequencies as Eij = Ei − Ej .
In the second step, one then uses the assumed analyticity of
�αν;��′ (E), giving the result (45). Note that this result con-
tains the wide-band limit,13 meaning Re[Γ] → �I whereas
Im[Γ] → 0.

13Use completeness relation I = ∑
ij |ij )(ij | and anticommutation

relations (26).
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Furthermore, Re[Γ] is positive semidefinite:

Re[Γ] � 0. (47)

This follows from inserting Eq. (11) into Eq. (45), giving a
sum of positive-semidefinite superoperators that altogether is
positive semidefinite:

Re[Γ] = 2π
∑
ηqij

καν

δ(ηEij − εκαν )
∣∣V ηqij

καν

)(
V ηqij

καν

∣∣ � 0, (48)

where we have defined |V ηqij
καν ) := ∑

� τ ∗
καν;� G

q†
η� |ij ).

E. Duality bound on fermionic decay rates

The wide-band-limit duality (21) implies that the lump
sum of couplings � is an upper bound on the relaxation
rates [Eq. (42)] which is even tight: the exact decay rate
of the fermion-parity mode |mn) = |(−1)N ) is the largest
and coincides with �. For energy-dependent coupling, the
superoperator Γ plays an analogous but less direct role.

To show this, we use that the fermionic duality relation for
the kernel W (32) implies a separate duality relation between
the real parts of the kernel and its dual:

−Re[W ] − P Re
[
W̄

]
P = Re[Γ], (49)

where we have used P† = P . We also use that the real part
Re[W ] features in the necessary (but not sufficient) condi-
tion for the solution of the quantum master equation to be
bounded,14 i.e., (ρ(t )|ρ(t )) = trρ(t )2 < ∞. To see this, one
applies the master equation (34) to arrive at ∂t (ρ(t )|ρ(t )) =
2(ρ(t )|Re[W ]|ρ(t )) � 0, with the term −iL dropping out.
Since this must hold for any initial condition ρ(0), Re[W ]
must have only negative or zero eigenvalues, and thus

−Re[W ] � 0. (50)

This can also be expressed as the well-known lower bound15

on the negatives of the real parts of the eigenvalues λk of the
generator −iL + W that are of interest, the decay rates

0 � −Re[λk (L,W )] � max{spec(−Re[W ])}, (51)

where spec(·) denotes the spectrum of eigenvalues. Impor-
tantly, since we assume Eq. (50) to hold for all values of the
physical parameters, the dual generator iL̄ + W̄ also has only
bounded solutions ρ̄(t ), which means

−Re
[
W̄

]
� 0. (52)

Taking together the above relations now leads to a nontrivial
upper bound on the decay rates given by

−Re[λk (L,W )] � max{spec(Re[Γ])}. (53)

14Otherwise, the eigenvalues of ρ(t ) diverge, violating positivity
and trace normalization, rendering ρ(t ) unphysical. This bounded-
ness condition is called “dissipativity.”

15In general, the real (imaginary) part of an eigenvalue of a matrix
is contained in the spectrum of its (anti-)Hermitian part [87].

This follows mainly from the real part of the duality (49),

max{spec(−Re[W ])} = max{spec(−PRe[W ]P )}
(49),(43)= max{spec(Re[Γ] + Re[W̄ ])}

(52)
� max{spec(Re[Γ])}, (54)

where the final step also exploits that the maximal eigenvalue
of a sum of Hermitian matrices is bounded by the sum of their
maximal eigenvalues. Importantly, the bound (53) is easier to
compute analytically compared to the eigenvalues of −iL +
W , since Re[Γ] has a much simpler structure [Eq. (45)] than
the kernel.

F. Restrictions on renormalized transition frequencies

The dynamics of the coherences and their effect on physi-
cal quantities is crucially affected by Im[W ] = (W − W †)/2i.
The latter plays a central role for the so-called “exchange
field” [46,47] and its generalizations [53] in quantum-dot
spintronics and various other Lamb-shift effects mentioned
in the Introduction. The terms Im[W ] cause the Lamb-shift
renormalization of the transition frequencies of the system (L)
due to its coupling to the reservoirs, and must be included
consistently [85,86] even in the weak-coupling limit [40].

The imaginary part of the duality (32),

(−L + Im[W ]) + P (L − Im[W̄ ])P = −Im[Γ], (55)

now implies that the renormalized oscillation frequencies
obey nontrivial restrictions. To see this, we first note that
the imaginary parts of the eigenvalues λk of the generator
−iL + W are contained in the spectrum of the imaginary part
of −iL + W :

Im[λk (L,W )] ∈ spec(−L + Im[W ]). (56)

These Im[λk (L,W )] are the oscillation frequencies in the
solution |ρ(t )), e.g., describing precession of the spin-
accumulation vector in quantum-dot spin valves or Cooper
pair oscillations on a quantum dot subject to a superconduct-
ing proximity effect. Similarly, for the oscillation frequencies
of the dual quantum master equation

Im[λk (L, W̄ )] ∈ spec(−L + Im[W̄ ]). (57)

In the wide-band limit we have Im[Γ] = 0, and Eq. (55) im-
plies that the bounding spectra (56) and (57) even coincide, in
agreement with Eq. (41). For energy-dependent coupling, the
duality establishes that the bounding spectra of the frequency-
renormalization terms are still strongly related to those of the
dual quantum master equation, albeit in a more complicated
way:

spec(−L + Im[W ]) = spec(−L + Im[W̄ ] − Im[Γ]). (58)

This additionally involves the nonzero superoperator Im[Γ] =
0, which is still simpler to compute than Im[W ].

G. Duality restrictions on the generator matrix

In addition to these general restrictions imposed on the
eigenvalue spectrum of the generators, the fermionic duality
(32) can be exploited to substantially simplify matrix elements
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in practical computations. Namely, (32) implies that for every
right eigenvector |mk ) of −iL + W with eigenvalue λk =
λk (L,W ), there is a left covector (Al(k)| = ((−1)Nm̄k| which
is not a left eigenvector, but represents a simplification. More
explicitly, the nontrivial left action of the kernel W is replaced
by a much simpler action of the coupling superoperator Γ:

(Al(k)|(−iL + W ) = −(Al(k)|(Γ + λ̄∗
k I ). (59a)

Notably, thereby the entire nontrivial reservoir dependence
(μα, Tα) of the left action of W is captured by this single
known eigenvalue λk (L, W̄ ). Here, l(k) denotes some way of
numbering these vectors depending on k with λ̄k = λk (L, W̄ ).
Likewise, every known left eigenvector (ak|(−iL + W ) =
λk (ak| defines a right vector |Ml(k) ) = |(−1)N āk ), which is
not an eigenvector but fulfills

(−iL + W )|Ml(k) ) = −(Γ + λ̄∗
k I )|Ml(k) ). (59b)

To clearly sketch the implications of these relations, we
now assume that n + 1, the number of components of ρ, is
even and that one has computed only the first half of the
eigenvalues λk (numbered by k, e.g., according to their mag-
nitude) and their corresponding amplitudes (ak| and modes
|mk ). We can then, without further calculation, complete the
set of left (right) vectors to a (not necessarily biorthogonal, see
Sec. V E) basis by adding the right vectors |Ml(k) ) := P|āk )
as well as the left vectors (Al(k)| := (m̄k|P , where l(k) labels
the second half of these basis vectors in terms of the first half.
In the wide-band limit, these vectors would give the second
half of the modes and amplitudes (Sec. IV C, Fig. 2), but here
they are not eigenvectors of −iL + W as indicated by the
calligraphic labeling A,M instead of a,m. Nevertheless, via
Eqs. (59), the duality dictates that the matrix representation of
the generator with respect to these left and right bases has a
much simpler form

−iL + W ∼=
[

λkδkk′ λk (ak|Ml(k′ ) )

(Al(k′ )|mk )λk (Al(k)|Γ + δk,k′ λ̄kI|Ml′(k′ ) )

]
.

(60)

Here, we indicate the type of matrix elements, which can
occur in each of the four blocks of the matrix. By solv-
ing only half of the eigenvalue problem, all nontrivial de-
pendence on parameters has been incorporated entirely into
the known eigenvectors and eigenvalues and their wide-band
duals. We stress that the goal of this procedure is not just
to algebraically simplify the matrix structure, but especially
to achieve analytically more compact expressions by effec-
tively setting −iL + W → Γ + λ̄k . In particular, the remain-
ing nondiagonal structure of the matrix (60) in the above
introduced, duality-induced basis is a consequence of the
energy-dependent coupling, i.e., Γ �= �I. Equivalently, one
can say the modes (amplitudes) computed in the wide-band
limit Γ = �I become mixed when the “energy-dependent
perturbation” Γ − �I is turned on. This wide-band mode
mixing is studied in Sec. VI for a simple example that can
be described in the setting of rate equations, to which we turn
next.

V. FERMIONIC DUALITY FOR RATE EQUATIONS

We now focus on the rate-equation limit assumed for the
concrete example system in Sec. VI to illustrate the impact of
energy-dependent couplings.

A. Reduction to rate equation

We first show how this rate-equation limit arises and dis-
play some of the general characteristics. In the quantum mas-
ter equation, the probabilities Pi (t ) := 〈i|ρ(t )|i〉 = (ii|ρ(t ))
decouple from the coherences 〈i|ρ(t )|j 〉 = (ij |ρ(t )) (i �= j )
when16 the generator −iL + W is block diagonal in the
energy eigenbasis {|ij )} [Eq. (46)]. We can then restrict the
analysis to the Liouville subspace spanned by energy-diagonal
operators |i〉〈i| = |ii) in which the Liouvillian L has only
zero matrix elements. In this subblock, the kernel W has
nonzero elements which we relabel as a rate matrix: for i �= j ,

Wij := (ii|W |jj )
(16)=

∑
α

(ii|Wα|jj )

=
∑

α

�
η

α,ij (ηEij )f η
α (ηEij ) (61)

is the rate for transition j → i. It includes the Fermi functions
f η

α (x) for reservoir α as introduced below Eq. (28). The
coupling rates are by Eq. (11) positive semidefinite:

�
η

α,ij (ηEij ) =
∑

ν

∑
��′

�
η

αν;��′ (ηEij ) 〈i|dη�|j 〉〈j |d†
η�′ |i〉 (62a)

=
∑
κν

∣∣∣∣∣〈i|∑
�

τ
−η

καν;�dη�|j 〉
∣∣∣∣∣
2

� 0. (62b)

The value of η = Ni − Nj = ±1 (denoting Ni := 〈i|N |i〉)
is imposed by the charge-selection rule on the matrix elements
of dη�, reflecting the leading-order approximation W ≈ W1

in the bilinear coupling (10). Interchanging states i ↔ j thus
implies η → −η, leaving the energy argument ηEij = −ηEji

of the coupling rates invariant:

�
η

α,ij (ηEij ) = �
−η

α,ji (−ηEji ). (63)

Finally, we point out that the left zero eigenvector (1| =
tr
∑

i |i〉〈i| = ∑
i (ii| of the kernel W (preserving probability

normalization) translates to the column-sum rule for the rate
matrix ∑

i

Wij =
∑

i

(ii|W |jj ) = (1|W |jj ) = 0, (64)

thereby fixing the diagonal elements Wii = −∑
j Wji .

B. Duality for fermionic rate matrix

As a next step, we show how the rate-equation limit sim-
plifies the fermionic duality. The probabilities obey the rate
equation ∂tPi (t ) = ∑

j WijPj (t ), and its solution requires the

16This may be exact (due to selection rules/conservation laws) or
approximate (after neglecting small nonsecular contributions belong-
ing to the next-to-leading order in the coupling expansion [85,86]).
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eigenvalues of the modes and amplitudes of W . With the
above notation, the fermionic duality applies to the rate matrix
W if one formally sets L → 0. For this, we need the parity
right-action superoperator P• = (−1)N• [Eq. (22)], which
by parity superselection [(−1)N,H ] = 0 is diagonal in the
energy eigenbasis {|ii)},

(ii|P|jj ) = δij (−1)Ni . (65)

The required coupling superoperator Γ [Eq. (33)] likewise
simplifies to a fully diagonal matrix:

(ii|Γ|jj ) = δij �i , �i :=
∑
αj

�
η

α,ji (ηEji ), (66)

where we sum the coupling rates for the transitions from state
i over all final states j . Thus, in the rate-equation limit, the
fermionic duality relation reduces to17

Wji + (−1)Ni W̄ij (−1)Nj = −�i δij for all i, j . (67)

All appearing quantities are available once the rate equation
has been written. This generalizes the two simple observations
made in Sec. II for a single-mode fermion system in the
following way:

(1) Due to the restriction to sequential tunneling for weak,
bilinear couplings, the off-diagonal rate-matrix elements i �=
j all represent transitions with a parity-sign change (|Ni −
Nj | = 1). Thus, using Eqs. (24) and (61) and η′ := Nj −
Ni = ±1, the energy-inverted dual rates read as

W̄ij :=
∑

α

�
η

α,ij (ηEij ) f −η
α (ηEij )

=
∑

α

�
η′
α,ji (η

′Eji ) f η′
α (η′Eji ) = Wji. (68)

As in Eq. (4), the energy inversion ({Eij }, {μα}) →
({−Eij }, {−μα}) in W̄ij is defined not to affect the energies
ηEij at which the couplings �

η

α,ij (E) are evaluated, but only
the Fermi functions, leading to f η

α → f −η
α in the first line of

Eq. (68).
(2) The diagonal rate-matrix elements involve no parity

sign, and W̄ii := −∑
j W̄ji (sum rule) is found to obey

Eq. (67) by using Wij + Wji = �ij (Eij ).
The above in fact constitutes a simple derivation of Eq. (67)

as a special case of the much more broadly applicable duality
derived and discussed for quantum master equations in the
previous section. The important physical implication is that
all quantities in the dual open system, such as average particle
number or fluctuations, can be basically understood in the
same way as in the wide-band limit [18–20]. In particular,
strong local Coulomb repulsion in the model of interest
translates to strong attraction in its dual system which ex-
hibits pronounced fermion-pairing effects. These qualitatively
different properties of the dual model enter via the statistical
factors (Fermi functions) in which the energy is inverted. This
is the ultimate reason why duality remains useful beyond the

17The operations P • P and “bar” operation (inversion of energy
parameters) applied to W do not alter its block-diagonal structure.
As a result, Γ on the right-hand side of the duality must have this
structure also.

wide-band limit. In Sec. VI, we explore how the interesting in-
terplay of the energy dependence of the couplings (at original
energies) with the dual statistical factors (at inverted energies)
determines the nontrivial parameter dependence of a problem
of interest.

C. Mode-amplitude relation in the wide-band limit

For energy-independent couplings (�i → �), we recover
the duality for rate equations of Refs. [19,20]. Hence, the
amplitude covectors and mode vectors of the rate matrix W

are cross related:

(ak′ (W )| = [|(−1)Nmk (W̄ ))]†, (69a)

|mk′ (W )) = [((−1)Nak (W̄ )|]†. (69b)

These vectors belong to different eigenvalues

−λk′ (W ) = � − [−λ∗
k (W̄ )], (69c)

which have either a negative real part (decay rates) or are zero
(stationary state). The operators involved here are all diagonal
in the energy eigenbasis and include the eigenvectors for the
zero eigenvalue and −�, respectively:

(a0| =
∑

i

〈i| • |i〉, |m0) =
∑

i

Pi |i〉〈i|,

(an| =
∑

i

(−1)Ni P̄i〈i| • |i〉, |mn) =
∑

i

(−1)Ni |i〉〈i|.

(70)

The probabilities Pi for occupying energy eigenstate |i〉 in
the stationary state limt→∞ |ρ(t )) = |m0) are cross related by
duality to the amplitude covector for the fastest decay, the
parity amplitude (an|. Remarkably, we will now find that the
dual stationary probabilities P̄i can be explicitly expressed
in the stationary probabilities Pi (i.e., without parameter
substitution) even for energy-dependent couplings, as long as
detailed balance holds.

D. Recurrence times from fermionic duality

As mentioned in the Introduction, fermionic duality is
a novel concept. In particular, since it is not equivalent to
classical detailed balance, it is interesting to combine the two
in order to obtain even stronger restrictions on the underlying
rate equation.

Detailed balance presupposes that the stationary state |m0)
is unique with strictly positive probabilities Pi = 〈i|m0|i〉 >

0. This is the case whenever the system is positively recurrent,
meaning that any two energy eigenstates i and j are connected
via a sequence of transitions i ′ ← i ′′ with strictly positive
couplings Wi ′i ′′ > 0 [66]. In our case, this is satisfied if all
involved states are connected by a nonzero coupling �i ′i ′′ > 0
[Eq. (62)], and all temperatures are nonzero [Eq. (61)].

The detailed balance relation Pi/Pj = Wij/Wji holds if
and only if Kolmogorov’s criterion [88] is furthermore sat-
isfied: for any sequence i1, i2, . . . , iN = i1 of states forming
a graph-theoretical closed loop [89], the product of transition
rates must be equal in both directions: Wi1i2Wi2i3 . . . WiN−1i1 =
Wi1iN−1WiN−1iN−2 . . . Wi2i1 .
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Importantly, when constructing the dual rate matrix W̄ , one
does not break the above two conditions if they hold for W .
Hence, the dual system then also has a unique stationary state,
and satisfies a detailed balance with the inverse ratio:

P̄i

P̄j

= W̄ij

W̄ji

= Wji

Wij

= Pj

Pi

for any i �= j . (71)

In the crucial second step, we have used the fermionic duality
(68), W̄ij = Wji . Equation (71) implies that the product of
each stationary probability for the system and for its dual is
given by some function C(W ), which is independent of the
considered energy eigenstate |i〉:

PiP̄i = C(W ). (72)

Although C(W ) depends nontrivially on the rate matrix of
the original problem, it can be expressed in the stationary oc-
cupations or its duals, using probability conservation

∑
i Pi =∑

i P̄i = 1:

C(W ) =
⎡⎣∑

j

(Pj )−1

⎤⎦−1

=
⎡⎣∑

j

(P̄j )−1

⎤⎦−1

. (73)

Thus, the simple observation (7) made for a single fermion
mode holds generally:

P̄i = (Pi )−1∑
j (Pj )−1

. (74)

The product (72) has an upper bound18 given by the number
of states d,

C(W ) � 1

d2
, (75)

which is independent of all other parameters. The bound is
only attained19 if the original and the dual system have equal,
uniform probabilities 1/d at stationarity. This happens, for
example, in the infinite-temperature limit

PiP̄i �
1

d2
= lim

Tα→∞
P̄iPi, (76)

but also under specific nonequilibrium conditions (Sec. VI D).
Summing over i, we find that the overlap of the stationary

state and its dual is bounded by the infinite-temperature value

(m̄0|m0) � 1

d
= lim

Tα→∞
(m̄0|m0). (77)

This explicit bound on the overlap makes quantitatively clear
that the system and its dual are physically very different.
For systems with many states (d � 1), these supervectors are
nearly orthogonal independently of the choice of parameters.

18The bound is found from the arithmetic-harmonic mean in-
equality d [

∑d

i=1(Pi )−1]−1 � 1
d

∑d

i=1 Pi , here written for probabili-
ties Pi > 0. It follows from the Cauchy-Schwarz inequality x · y �
|x||y| applied to d-dimensional vectors x = (

√
P1, . . . ,

√
Pd ) and

y = (1/
√

P1, . . . , 1/
√

Pd ).
19The inequality turns into an equality if x = ry. For Pi > 0 this

implies that Pi = r > 0 for each i. With
∑

i P1 = 1 it follows Pi =
1/d .

Equation (74) allows for an intriguing interpretation of the
probabilities of the dual stationary state. The inverse proba-
bilities (Pi )−1 have a direct physical meaning: they quantify
the recurrence of the Markov stochastic process on the energy
eigenstates of the system induced by tunneling transitions. By
Kac’s lemma [90], (Pi )−1 equals the long-time limit of the
mean recurrence time of the state i relative to the average
time that the original system spends in that state. Therefore,
Eq. (74) expresses that whenever detailed balance holds, the
dual stationary probability P̄i quantifies the relative stationary
rareness of energy eigenstate |i〉 in the original stationary
fermionic system. In other words, it yields the recurrence time
of state i compared to the sum over all recurrence times.

Specifically for the wide-band limit, inserting Eq. (74)
into the evolution formula (39) furthermore shows how under
detailed balance, the stationary occupations Pi not only deter-
mine the slowest decay (stationary mode), but also the fastest
decay (parity amplitude, see Sec. IV C 2) of the system, given
any initial probabilities Pj (0):

|ρ(t )) = |m0)(a0|ρ(0)) + · · · + |mn)(an|ρ(0))e−�t

=
∑

i

Pi |i) + · · · +
∑

i

(−1)Ni |i)
∑

j

(−1)Nj Pj (0)

Pj

∑
l P

−1
l

× e−�t . (78)

Finally, Eq. (74) means that the stationary state of the inverted
model |m̄0) is the least recurring state in the stationary limit
under detailed balance and it is therefore of direct physical
interest. This is consistent with previous findings that the dual
stationary state is the maximally unstable state relative to the
stationary state of the original system (see Refs. [18,19]).
This can easily be understood remembering that the energy
inversion of the duality also reverses the sign of the interaction
[Eq. (68) ff.] from, say, repulsive to attractive. One therefore
expects electron pairing at low bias in the dual model. As a
consequence, only the dual probabilities P̄i which differ by an
even number of electrons Ni are sizable, and we may approx-
imate (an|ρ(0)) ∝ (m̄0|ρ(0)) in Eq. (78) [see also Eq. (70)].
This means that in the wide-band limit, an initial state which
has a large overlap with the dual of the final stationary state
will have the fastest rate of decay.

E. Duality restrictions on the rate matrix

In the simpler wide-band limit, the duality cross relations
(69) naturally suggest to represent the kernel W in a basis of
right eigenvectors including the stationary state |m0) and the
parity mode |mn) = |(−1)N ), and a basis of left eigenvectors
including the trace (a0| = (1| and the parity amplitude cov-
ector (an| = ((−1)Nm̄0|, where the latter is known if m0 has
been computed. In particular, the orthogonality

((−1)Nm̄0|m0) = 0 (79)

always holds. For the more complicated situation with energy-
dependent couplings, we have shown in Sec. IV G that
W |m0) = 0 no longer guarantees that ((−1)Nm̄0| is a left
eigenvector of W , and it thus might seem at first sight that
Eq. (79) fails to hold. However, the restriction (72) emerg-
ing from the combination of fermionic duality and detailed
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balance still guarantees that Eq. (79) holds. In fact, such
orthogonality holds for any product of an energy-diagonal
operator A with the stationary state m0,

((−1)Nm̄0|Am0) = 0, (80)

provided only that A is orthogonal to the fermion-
parity operator: (m̄0(−1)N |Am0) = ∑

i (−1)Ni P̄i〈i|A|i〉Pi =
C(W ) × ((−1)N |A) = 0 by Eq. (72).

The validity of Eq. (80) has already been observed in
Ref. [20], ignorant of its origin, and extensively used to
simplify coefficients of linear response to applied voltage or
thermal bias in the wide-band limit. Here, we have derived a
much stronger result: it is valid at any bias and for energy-
dependent couplings, as long as the detailed balance relation
(71) holds. The main point is that the above result simplifies20

the general way of exposing the duality restrictions on matrix
elements discussed in Sec. IV G. In Sec. VI B, we shall exploit
this to study the wide-band-mode mixing induced by the
energy-dependent coupling. Therefore, instead of solving for
half of the exact eigenvectors of W , we proceed with the min-
imal effort that is sufficient for our application [Eq. (92)]. The
only explicit calculation we do is to obtain one eigenvector,
the stationary state |m0) = limt→∞ |ρ(t )). This defines a left
vector (An| = ((−1)Nm̄0| with a simple action of W , which
is independent of {μα, Tα} [Eq. (59a)]:

((−1)Nm̄0|W = −((−1)Nm̄0|Γ. (81)

We already know the corresponding left zero mode, the
eigenvector given by the trace operation (a0| = (1|, from
which we can construct a right vector |Mn) = |(−1)N ) which
is independent of any details. The action of W on this right
vector yields [Eq. (59b)]

W |(−1)N ) = −Γ|(−1)N ). (82)

Thus, a fundamental structure of any fermionic rate matrix
satisfying detailed balance is already exposed:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 . . . 0 . . . 0
...

...

0 ( . . . |W | . . . .) ( . . . |Γ|(−1)N )
...

...

0 . . . ((−1)Nm̄0|Γ| . . . ) . . . ((−1)Nm̄0|Γ|(−1)N )

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(83)

with respect to any right basis {|m0), . . . , |(−1)N )} and any
left basis {(a0|, . . . , ((−1)Nm̄0|}. Crucially, these two bases
can be made biorthogonal due to detailed balance [Eq. (79)].

VI. INTERACTING SINGLE-LEVEL QUANTUM DOT

In this final section, we illustrate how the fermionic dual-
ity can be applied to problems with energy-dependent cou-
pling and the insights it provides into both time-dependent

20The properties (82) and (81) imply nontrivial relations for Γ:
(1|Γ|(−1)N ) = 0 and ((−1)Nm̄0|Γ|m0) = 0.

FIG. 3. (a) Spin-degenerate single-level quantum dot with level
position ε, local Coulomb interaction U , and energy-dependent tun-
nel barriers �L(E) �= �R(E) to a left and right reservoir at different
electrochemical potentials μL �= μR and temperatures TL �= TR. (b)
In the weak-coupling, sequential-tunneling limit, the rate matrix of
the spin-degenerate system can be mapped to a simple tree graph,
which by Kolmogorov’s criterion [88] guarantees detailed balance.

as well as stationary charge and energy transport. We fo-
cus on the simplest nontrivial example of a weakly tunnel-
coupled single-level quantum dot with strong local Coulomb
repulsion described by rate equations (Sec. V). Thereby, we
go beyond the extensively studied [32,77,91–95] wide-band
limit and focus on the mixing of wide-band-limit relaxation
modes governing the transient decay [18,91,92] after a switch
(Sec. VI D) and on stationary thermoelectric transport [20] in
the linear regime (Sec. VI E).

A. Model and energy dependence of couplings

The quantum dot of interest is sketched in Fig. 3(a) and is
described by the general model introduced in Sec. III. With
the specific Hamiltonian

H = εN + UN↑N↓, (84)

it encompasses a spin-degenerate orbital with single-particle
states labeled by � = σ =↑,↓, where ε is the tunable level
position and U > 0 the onsite Coulomb repulsion strength.
The operators Nσ = d†

σ dσ are the spin-resolved occupation
number operators, where N = N↑ + N↓. The energies are
E0 = 0, E1 = ε, and E2 = 2ε + U with 0,1,2 electrons.21

The solution of the rate equation can be expressed22 as
|ρ(t )) = ∑

i=0,1,2 Pi (t )|i) with time-dependent probabilities
Pi (t ) and the corresponding spin-symmetric many-body en-
ergy density operators

|0) = |0〉〈0|, |1) = 1

2

∑
σ=↑,↓

|σ 〉〈σ |, |2) = |2〉〈2|. (85)

When employed as supervectors, the latter decompose the
identity superoperator with a spin-degeneracy factor

I = |0)(0| + 2 |1)(1| + |2)(2|. (86)

21We do not express the state in terms of pure states, therefore
requiring care with the normalization factors.

22Charge and spin conservation decouple probabilities and coher-
ences in this model.
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FIG. 4. Schematic tunnel-barrier profiles for the extreme cases
of the asymmetries �±. (a) Original system of interest: the tunnel
coupling is evaluated at the many-body transition energy E = ε or
E = ε + U for the transition |0) → |1) and |1) → |2), respectively.
(b) Dual system with inverted system energies, inverted electrochem-
ical potentials, and with the tunnel coupling �α (E) evaluated at the
original energies E = ε, ε + U . The latter implies that the energy
profile of the barrier is also inverted (see Appendix B).

We fix μR ≡ μ and TR ≡ T as references and apply a bias
voltage V < 0 as well as temperature bias �T > 0 to the left:
μL = μ − V and TL = T + �T . The tunnel couplings (11)
are spin conserving23 and depend on energy via the coupling
functions

�α (E) :=
∑

ν,�=↑,↓
�αν;��(E). (87)

The values for these rates and their reservoir sums at the two
possible many-body transition energies E10 = ε and E21 =
ε + U , the Coulomb resonances, are in the following denoted
by the shorthands

�εα := �α (ε), �ε :=
∑

α

�εα,

�Uα := �α (ε + U ), �U :=
∑

α

�Uα. (88)

The deviations from the wide-band limit are quantified by

��α := �Uα − �εα, �� := �U − �ε =
∑

α

��α. (89)

Figure 4 schematically indicates this energy dependence
of the couplings by the corresponding barrier profiles.

23Since we assume the coupling Hamiltonian to be spin conserving,
the off-diagonal terms in Eq. (11) vanish, �αν;↑↓ = �αν;↓↑ = 0.

It is characterized by two important coupling asymmetry
parameters:

�+ := �εL�UL − �εR�UR

�ε�U

, �− := �εL�UR − �εR�UL

�ε�U

.

(90)

The left panels in Figs. 4(a) and 4(b) show that the fac-
tor �+ quantifies the left-right coupling asymmetry which
for �− = 0 (implied by the wide-band limit) simplifies to
the usual asymmetry factor �+ = �L−�R

�L+�R
. The right panels

illustrate the cross asymmetry �− which emerges only for
energy-dependent couplings. For example, if �+ = 0, then
the couplings have a perfect cross asymmetry between the two
Coulomb resonances, quantified by �− = (�εL − �εR)/�ε =
−(�UL − �UR)/�U .

B. Constructing the rate matrix by duality

The system can be described by a rate equation ∂t |ρ(t )) =
W |ρ(t )) for the probabilities Pi (t ); everything discussed in
Sec. III C applies. In particular, detailed balance holds for
any value of the applied biases V and �T since the many-
body states are connected in the simple tree graph shown in
Fig. 3(b).

Instead of approaching the solution of this problem in
the standard way, namely, by constructing W using Fermi’s
golden rule, then computing its eigenvalues and eigenvectors,
etc., we here follow a constructive approach analogously
to Ref. [20], based entirely on the duality relation. Given
the considered approximations, the evolution kernel of this
model is fixed by the restrictions of the duality (67). It is
these restrictions that yield physically insightful expressions
for the required matrix elements of W , not the parameter
dependencies one inherits from Fermi’s golden rule rates.
Notably, this holds for any energy-dependent weak coupling
to any number of reservoirs that are arbitrarily biased.

The starting point is the coupling superoperator Γ =∑
α Γα , whose contributions from the two junctions can be

written immediately using Eq. (66):

Γα = �εα|0)(0| + (�εα + �Uα )|1)(1| + �Uα|2)(2|

=
[

2 − N

2
�εα + N

2
�Uα

]
I. (91)

The second form of Γα follows from the identity (86) and the
left action of the particle-number operator N on the energy
eigenstates (85).

Next, we follow Sec. V E and base our construction only
on the guaranteed existence of one pair of exact eigenvectors
of W , the stationary state |m0) = |z), denoted from hereon
as zero mode z, and the trace operation (a0| = (z′| = (1|
as the corresponding left zero eigenvector. Applying the
non-wide-band-limit duality mapping, two further basis vec-
tors then immediately suggest themselves: the parity vec-
tor |M2) = |p) = |(−1)N ) and the dual covector (A2| =
(p′| = (zi(−1)N | containing the stationary state of the dual
system |zi ) = |z̄). Importantly, while neither |p) nor (p′| is
an eigenvector of W , both are nevertheless biorthogonal to
(z′| = (1| and |z) by virtue of detailed balance dictating
Eq. (80). With this insight, the remaining basis vectors are
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fixed up to normalization by biorthogonality, yielding the
charge deviation (A1| = (c′| = (N | − nz(1| from the station-
ary average nz and corresponding right vector |M1) = |c) =
(−1)N

2 [|N ) − ni|1)]. In summary, the left and right bases states
are given by

(1|, |z),

(p′| = ((−1)Nzi|, |p) = |(−1)N ),

(c′| = (N | − nz(1|, |c) = (−1)N

2
[|N ) − ni|1)]. (92)

Note that everything can in the end be traced back to the
stationary state |z) since the dual state |zi ) and its average par-
ticle number ni = (N |zi ) required in Eq. (92) are ultimately
determined by |z) together with the appropriate parameter
transform.

In the wide-band limit �εα = �Uα , the vectors (92) are by
construction all the known eigenvectors of W (see Ref. [19]).
For energy-dependent couplings, they are still convenient
basis vectors because they enable us to construct the kernel
W [Eq. (83)] entirely from the matrix elements of the simple
coupling superoperator Γ = ∑

α Γα [Eq. (91)], as shown in
Sec. V E. This is precisely what leads to the following, very
compact form of the kernel:

W = − γ eff
c |c)(c′| − γ eff

p |p)(p′|

− ��

[
|c)(p′| + δn2

i

4
|p)(c′|

]
. (93)

This form contains the effective rates

γ eff
p = 2 − ni

2
�ε + ni

2
�U = �ε + ni

2
��, (94a)

γ eff
c = ζ

[
ni

2
�ε + 2 − ni

2
�U

]
= ζ

[
�ε + 2 − ni

2
��

]
, (94b)

with the effective spin-degeneracy factor24

ζ = ni − 1

ni − nz

, 0 < ζ < 1, (94c)

accounting for the fraction of tunnel processes available
for the transition (Sec. VI D 3). Furthermore, the sta-
tionary (dual) particle-number fluctuations δn2

i (ε, U, V ) =
δn2

z (−ε,−U,−V ) enter Eq. (93) and are given by

δn2
i = (N2|zi ) − (N |zi )

2 = ni × (2 − ni ) × ζ, (95a)

δn2
z = (N2|z) − (N |z)2 = nz × (2 − nz) × (1 − ζ ). (95b)

More explicitly, the stationary state of the original and the
dual model entering the kernel and determining its properties
are contained in the expressions

(p′| = (zi(−1)N | = 2 − ni

2
(0| + ni

2
(2|

− 1 − ζ

2ζ
δn2

i [(0| + 2(1| + (2|] (96)

24For singular parameter combinations at which ni = nz, ζ needs
to be calculated from Eq. (103b), as the latter is an analytic continu-
ation of (ni − 1)/(ni − nz ) at these singular points.

deriving from25

|z) = 2 − nz

2
|0) + nz

2
|2) − ζ × δn2

z

2(1 − ζ )
[|0) − 2|1) + |2)].

(97)

Equation (93) together with Eqs. (94)–(97) form the central
result of our application of the fermionic duality. It leads to a
remarkable conclusion: apart from the four coupling constants
�εα,�Uα , the physically motivated stationary particle num-
bers nz, ni are the only two variables for the complex depen-
dence of W on ε − μ, U, T , �T , and V . Although in full
accord with a golden-rule calculation of W , this systematic,
unambiguous reduction of all parameter dependencies seems
virtually impossible to achieve in such a brute-force approach.
Note that computer algebra is also of little help since the
duality makes use of parameter substitutions of the functions
involved. Instead, we highlight that we obtain Eqs. (94)–(97)
without at all knowing how |z) depends on the system param-
eters; in analogy to Ref. [20], we only use the duality (67),
positive recurrence (Sec. V D), the restriction to sequential
tunneling causing the pair transitions (0|W |2) = (2|W |0) = 0
to disappear, and, finally, detailed balance guaranteeing the
orthogonality (80).

C. Average charge occupations

The result (93) of the fermionic duality implies that, in
order to understand experimentally relevant parameter depen-
dencies, we only need to know the behavior of the stationary
average charge of the system nz, and, in particular, of the
dual system ni. The latter implies that much of the analysis
of the repulsive quantum dot model of interest relies on the
well-known [96] and experimentally demonstrated [97–99]
behavior of quantum dots with effectively attractive interac-
tion. In fact, we see below that it even dominates much of the
behavior of the original system. This includes the case of finite
thermal gradients �T and voltages for which we will assume
μL � μR, i.e., V � 0.

Remembering now that we have not yet explicitly deter-
mined |z) as a function of the system parameters,26 the advan-
tage is that we can already argue qualitatively, realizing that
the occupations nz, ni can be understood from basic consider-
ations of many-body energies relative to the electrochemical
potentials. Namely, for the system of interest, the repulsive
interaction U causes the average charge nz to be quantized
deep inside subsequent Coulomb blockade regimes,

nz = 0 : μL, μR 
 ε, (98a)

nz = 1 : ε 
 μL, μR 
 ε + U, (98b)

nz = 2 : ε + U 
 μL, μR, (98c)

25Note that ζ → 1 − ζ under the dual transform by Eq. (94c).
26At nonzero reservoir bias, the stationary state |z) differs from

the already known wide-band-limit expression by its separate depen-
dence on the four energy-dependent couplings (�εα, �Uα) instead of
just two (�α).
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respectively. In contrast, when only one many-body energy
ε (ε + U ) lies well within the bias window [μL, μR], the
occupation takes on a constant intermediate value nz ∈ [0, 1]
(nz ∈ [1, 2]). When both ε and ε + U lie well within [μL, μR],
we have the intermediate average value nz = 1 in the wide-
band limit (by electron-hole symmetry). One expects that
introducing energy-dependent coupling into this consideration
only affects these nonequilibrium intermediate values, unless
one of the many-body levels becomes effectively decoupled
from the reservoirs.

The behavior of ni is, instead, governed by the attractive
interaction −U < 0 in the dual system, quantizing ni to 0 and
2 in two subsequent inverted Coulomb blockade regimes:

ni = 0 : −(ε + U/2) 
 −μL,−μR, (99a)

ni = 2 : −μL,−μR 
 −(ε + U/2), (99b)

respectively, expressed in terms of the inverted many-body
energies and electrochemical potentials [see Fig. 4(b)]. For a
bias below the inverted Coulomb gap |V | � | − U | = U , this
leads to a direct, thermally broadened transition of ni between
0 and 2 when ε passes through

ε + U/2 = 1
2 (μL + μR) = μ − 1

2V =: μ̃. (100)

Transitions involving the one-electron state are allowed only
via thermal excitations, due to the inverted order of the
energies −ε − U < −ε for the 1 → 2 and 0 → 1 transitions,
respectively.

Clearly, at higher bias |V | � U , these transitions become
enhanced for27 −μL < −ε − U < −ε < −μR. Here, ni takes
on intermediate values, depending on details of the rates,
because the electron pairing is overcome by nonequilibrium
processes. Physically, we expect that energy-dependent cou-
plings will not qualitatively counteract these pairing effects
for |V | < U , unless we effectively decouple one of the many-
body levels.

To study the behavior of nz and ni quantitatively, we com-
bine the fermionic duality with the decomposition approach
of Sec. III D, that is, without ever explicitly calculating the
full state |z). Instead, we use W = ∑

α Wα [Eq. (16)] and
note that each reservoir-resolved kernel Wα separately obeys
the duality (67) with �ε,�U → �εα,�Uα . This enables us to
apply the same constructive procedure that led to Eq. (93)
for each Wα separately. The decisive difference is that the
reservoir-resolved stationary state |zα ) describes an equilib-
rium with a single reservoir α, and is therefore simply given
by Eq. (18). This decomposes each average charge28

27In the original variables, this nonequilibrium regime occurs at
intermediate values μR < ε < ε + U < μL.

28Our approach allows to express the kernel Wα only by �εα, �Uα

and the reservoir-resolved equilibrium occupations nzα = (N |zα )
and niα = (N |ziα ). One then identifies (c′|W = ∑

α (c′
α|Wα and

rewrites the obtained expressions in terms of ni, ζ and nz for the
total as well as for the reservoir-resolved system. Acting from the
right with the linearly independent vectors 1

2 [|N ) − |1)] and 1
4 |1)

leads to two independent equations determining the quantities nz and
ni (or ζ ) as given in Eq. (101a).

nz − 1 =
∑

α

ζα

ζ

[
nzα

2

�εα

�ε

− 2 − nzα

2

�Uα

�U

]
, (101a)

ni − 1 =
∑

α

1 − ζα

1 − ζ

[
niα

2

�εα

�ε

− 2 − niα

2

�Uα

�U

]
, (101b)

at arbitrarily biased reservoirs into the values obtained when
the system is in equilibrium with reservoir α separately:

nzα = 2f +
α (ε)

f +
α (ε) + f −

α (ε + U )
, (102a)

niα = 2f −
α (ε)

f −
α (ε) + f +

α (ε + U )
(102b)

≈ 2f −
α

(
ε + 1

2U
)∣∣

Tα→Tα/2 for U � Tα, (102c)

weighted by equilibrium values29 of the factors (94c),

ζα = niα − 1

niα − nzα

= 1

2
(f +

α (ε) + f −
α (ε + U )), (103a)

ζ : =
∑

α

ζα

[
nzα

2

�εα

�ε

+ 2 − nzα

2

�Uα

�U

]
. (103b)

In Fig. 5(a), we plot the dual charge ni as a function of the
level position ε − μ̃ as we vary30 the energy dependence of
the coupling through the asymmetry parameters �± defined
in Eq. (90) and illustrated in Fig. 4. Overall, Fig. 5(a) confirms
the above qualitative analysis, stating that ni is dominated
by statistical effects [Eq. (102c)] due to the strong negative
interaction −U . The energy dependence of the couplings
mainly determines the relative reservoir weights in the in-
termediate nonequilibrium regime μR < ε < ε + U < μL at
large biases |V | > U . Thus, in the following two applications,
we can indeed make use of the above-described, intuitive
understanding of the variables nz and ni, just as in Ref. [19]
for the wide-band limit.

D. Transient decay after a switch

1. Mixing due to energy-dependent coupling

Our first application of the central result (93) concerns the
transient time evolution of the quantum dot. This presents
the simplest nontrivial extension of our example in Sec. II to
the case of two modes with strong local Coulomb interaction
and two reservoirs. The transient decay is caused by a switch
between two values of the level position ε0 → ε, as sketched
in a simplified way with only one reservoir in Fig. 6.

Decay rates. We first consider the relaxation rates of the ex-
ponential decay of the state |ρ(t )) towards the stationary state
|z). Diagonalizing (93), we obtain the general expressions for

29One verifies from Eqs. (101a)–(103a) that for �εα = �Uα , we
retain the reservoir sums derived in Ref. [20] for the wide-band limit.

30The coupling asymmetries (90) are taken as independent param-
eters. Implicitly, they depend on ε as discussed in Sec. VI E. Note
also that in general in the nonlinear regime, the specific form of the
coupling asymmetry as a function of energy depends on the bias and
reservoir temperatures (see Refs. [100,101]).
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FIG. 5. (a) Average dual occupation ni [Eq. (101a)] for TL = TR = 0.1 U as a function of the level position ε relative to μ̃ and the cross
asymmetry �− of the energy dependence of the coupling [Eq. (90)]. Left panels: moderate bias |V | < U . The sharp step between ni = 0
and 2 around ε − μ̃ = −U/2 is hardly affected by �−, even for significant left-right coupling asymmetry �+ �= 0 [Eq. (90)] due to the
pairing effect in the dual system. Right panels: high bias |V | > U . An intermediate nonequilibrium regime μR < ε < ε + U < μL appears in
which the pairing effect is overcome. Without left-right coupling asymmetry (�+ = 0), the dual stationary probabilities are uniform so that on
average ni = 1, even for large cross antisymmetry |�−|. Pronounced deviations occur only when one many-body level is completely eliminated
(�− ≈ �+ for μL � μR). (b) Corresponding plots of the factor ζ in Eq. (94) which accounts for the relative number of available tunneling
processes (Sec. VI D 3). Upper panels: without left-right asymmetry �+ = 0, positive cross asymmetry �− extends the ζ = 1 regime. Here,
an electron likely tunnels into an empty dot from the left reservoir (�εL > �εR) with bias μL > ε, but then remains there for a long time even
though ε > μR, thereby leading to a preferred single occupation |z) = |1). Likewise, �UL < �UR implies the same preference when ε + U lies
in the bias window: one of two electrons on the dot tunnels out faster to the right then a second electron tunnels back into a single-occupied
dot from the left. By complementary arguments, negative cross asymmetries �− favor |z) = |0) or |2), and thereby extend the ζ = 1

2 regime.
Lower panels: positive left-right asymmetry �+ diminishes the effects of negative �−.

the two involved decay rates for any system parameter values
and for an arbitrary number of coupled reservoirs:

γ± = 1

2

[
γ eff

c + γ eff
p ±

√(
γ eff

p − γ eff
c

)2 + ��2δn2
i

]
. (104)

Due to the energy-dependent coupling, �� = �U − �ε , the
modes are mixed and the amplitudes are mixed, causing their
eigenvalues to repel each other. Remarkably, all nontrivial
parameter31 dependence of the strength of this mode mixing
is controlled by just one quantity, the dual charge fluctuations
δn2

i [Eq. (95a)]. This finding is a direct result of the duality-
based representation of the kernel (93). How this mixing
behaves is straightforwardly understood based on the attrac-
tive physics of the dual model (Sec. VI C). For a moderate
voltage bias |V | < U between the two reservoirs, the sharp
step 0 ↔ 2 of ni(ε) for |V | < U causes the dual fluctuation
δn2

i ∼ ni(2 − ni ) [Eq. (95a)] to vanish except for a peak
around the electron-pair resonance at ε + U/2 = μ̃ in the
dual system. Apart from this special level position, completely

31The parameters of W define the final state of the switch
experiment.

unexpected from the point of view of the original repulsive
model, there is negligible mixing between the effective decay
rates in Eq. (104):

γ± ≈ max / min
{
γ eff

c , γ eff
p

} + O
(
��2δn2

i

)
. (105)

To understand the physics underlying the effective rates
γ eff

c , γ eff
p , let us first look at the mixing of the corresponding

amplitudes.
Parity amplitude. In the wide-band limit, the effective “par-

ity” rate (94a) reduces to γ eff
p → γp = �. This is indeed the

decay rate for the mode given by the fermion-parity operator,
and has been noted to depend only on the lump sum of
couplings [18,77,84,91,92]. Beyond the wide-band limit, we
find it to still be independent of the temperatures and chemical
potentials for most system parameter values, except for ε close
to the pair resonance (100) where the constant value changes
from �ε and �U due to the steplike behavior of ni in Eq. (94).
Away from this step, the only parameter dependence comes
from the lump sums of, now energy-resolved, couplings �ε or
�U themselves.

In full agreement with γ eff
p being a decay rate to a good ap-

proximation, the corresponding left vector (p′| = (zi(−1)N |
is also still an approximate eigenvector of the kernel in this

235405-18



DUALITY FOR OPEN FERMION SYSTEMS: ENERGY- … PHYSICAL REVIEW B 98, 235405 (2018)

FIG. 6. Sequences of tunneling processes between the quantum
dot and the reservoir after a sudden upward (a) or downward (b) shift
of ε0 → ε by a gate-voltage switch. The rate expressions (94) then
give correspondingly γ eff

p ∼ �U (first electron out) and γ eff
c ∼ �ε

(second electron out) for ni ≈ 2 (a), and γ eff
p ∼ �ε (first electron

in) and γ eff
c ∼ �U (second electron in) for ni ≈ 0 (b). As before, the

barrier thickness represents its transparency �(E), the factor ζ ≈ 1
2

in the final transitions, accounted for in γ eff
c , stems from the fact that

the tunneling electron may have only one out of two possible spin
polarizations.

regime, up to corrections O(��2δn2
i ). Importantly, this fact

can directly be read from the duality-based construction of
the kernel (93), where the prefactor of the coupling of the
parity mode to the charge mode is suppressed by exactly this
small factor. Thus, much of what we know about the parity
rate remarkably remains true as long as V � U , due to strong
pairing effects in the dual model.

Charge amplitude. In contrast to the parity, the under-
standing of the “charge” mode needs to be revised. In the
wide-band limit [19,91,92], the charge deviation (c′| = (N | −
nz(1| is an exact left eigenvector of W and, as a result,
the time-dependent particle number n(t ) = (N |ρ(t )) shows
single exponential decay. For this reason, γ eff

c = γc = ζ �

has been referred to as “charge decay rate.” We now find
that for energy-dependent couplings, the covector (c′| mixes
with (p′| to an extent that grows linearly in ��/(�ε + �U ),
and that is not suppressed by the factor δn2

i [see again the
revealing form of the kernel (93)]. In contrast to the parity
amplitude (zi(−1)N |, the mixing is thus sizable for most
system-parameter values. This rules out any interpretation of
γ eff

c as an effective “charge” rate, despite our tentative labeling
by the index c.

Finally, considering the nonequilibrium regime μR < ε <

ε + U < μL at large |V | > U , even the parity rate can no
longer be understood as in the wide-band limit. In particular,
for small cross asymmetry |�−| 
 1, the stationary proba-
bilities of the original and dual model are both uniform and
thus coincide, |z) ≈ |zi ) (P0 = P2 = 1

4 but P1 = P↑ + P↓ =
1
2 due to spin). This implies large nonequilibrium dual charge
fluctuations δn2

i ∼ 1 around the average ni = 1, causing the

exact decay rates γ± [Eq. (104)] to strongly differ32 from
the effective rates γ eff

c and γ eff
p . We note that in this regime, the

overlap (zi|z) of the dual stationary state with the stationary
state is maximal: the general upper bound (76) set by duality
and detailed balance is saturated,33 an indication that |zi ) can
no longer define a maximally unstable initial state.

2. Maximally unstable state and steps toward stationarity

From the previous subsection, it is clear that the physics
underlying the decay rates in the wide-band limit according
to Refs. [91,92] need to be reconsidered, in particular for
the effective rate γ eff

c . We focus on the regime |V | < U

where one can associate γ eff
p , γ eff

c with the specific transitions
during the transient decay towards the stationary state
limt→∞ |ρ(t )) = |z).

The key idea is that any nonstationary initial state |ρ(0))
is unstable with respect to the tunneling of electrons. Since
the quantum dot can host at most two electrons, the stationary
state |z) can be reached from any initial state |ρ(0)) by the
tunneling of either one or two electrons in sequence. As
noted in general, the dual stationary state |zi ) corresponds
to the most unstable initial state relative to |z) [Eq. (78) and
text below]. In particular for U � T , if ρ(0) = zi is initially
prepared, then on average more than one electron sequentially
tunnel in/out to reach the stationary state |z).

This determines how strongly the rate γ eff
p influences

the transient evolution: the amplitude function (p′|ρ(0)) of
exp(−γ eff

p t ) compares an arbitrary initial state with the most
unstable one since (p′| ≈ (zi| by Eq. (96). Duality makes
clear why this is a good approximation for |V | < U : due
to the attractive interaction governing the dual stationary
state, (zi(−1)N | ≈ (zi| projects mostly on either the empty or
doubly occupied state [Eq. (96)]. The decay rate γ eff

p thus only
appears with significant amplitude when |ρ(0)) ≈ |zi ) = |0)
or |2), respectively. In agreement with this, corrections in
Eq. (96) are important only when the charge can fluctuate in
the dual system (∼δn2

i ).
In Fig. 6, we illustrate the decay to a stationary state

for which two electrons are required to tunnel on average:
in this case, the rate γ eff

p (γ eff
c ) is always tied to the first

(final) electron tunneling due to their opposite ordering of the
weights ni/2 and (2 − ni )/2 [Eq. (94)]. Thus, instead of being
associated with the decay of a particular dot observable, the
effective rates γ eff

c , γ eff
p rather represent the average effect of

the first and final tunneling event in the temporal sequence of
tunneling events on ρ(t ).

A possible source of confusion in Fig. 6(b) is that
the contribution to n(t ) = (N |ρ(t )) of the final transition
∼ exp(−γ eff

c t ) decays much faster than of the first one
∼ exp(−γ eff

p t ). This does not mean that causality is broken.
The faster decaying contribution rather reflects that transport
is correlated: the decay n(t ) → 2[1 − exp (−γ eff

p t )] hinges

32Consequently, there is no “most unstable state” anymore as for
the medium bias regime. Therefore, the processes clearly related to
either γ eff

p or γ eff
c for |V | < U mix in a nontrivial way.

33Note that in order to calculate this bound one has to consider the
probabilities of the energy eigenmodes P0, P↑, P↓, P2.
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on average on the first tunneling event, the second electron
following almost immediately on the scale given by the rate
γ eff

p of the first (bunching).
For |V | > U in the nonequilibrium regime μR < ε < ε +

U < μL, there is no simple relation between the decay rates
and individual transitions towards stationarity. Also in this
regime, this becomes clear from duality. Namely, tunneling
processes in the attractive dual model are able to undo the
pairing effects by inducing large charge fluctuations δn2

i ∼ 1,
and this correlates with the mixing of the decay rates γ eff

p and
γ eff

c due to energy-dependent coupling [Eq. (104) ff.].

3. Number of available decay processes

As long as the above, temporal distinction can be made, the
factor ζ [Eq. (94c)] accounts for the number of available pro-
cesses in the second transition [rate γ eff

c , Eq. (94b)] towards
the stationary state |z). To demonstrate this, Fig. 5(b) shows
ζ as we vary the level position ε and the energy dependence
of the coupling. For moderate bias |V | � U (left panels) there
are three regimes visible which differ by the final state |z) of
the transient decay.

ζ ≈ 1
2 (white): Reaching the final state |z) ≈ |2) or |0)

always requires a final transition from |1) with rate γ eff
c ∼ �U

(�ε). Since this final transition starts in one definite spin state
out of two possible spin states, only a fraction ζ ≈ 1

2 of the
available processes contribute by spin conservation relative to
a process starting from a zero-spin state.

ζ ≈ 1 (red): The final state |z) ≈ |1) is reached on average
after at most one tunneling transition. In this case, the γ eff

p

decay has negligible amplitude since there is only one final
transition, leaving only the decay with rate γ eff

c ≈ �ε (�U )
when starting from |ρ(0)) ≈ |0) or |2). Here, ζ ≈ 1 reflects
that tunneling of either spin polarization contributes.

1
2 < ζ < 1 (orange): In this regime, |z) is a mixture of

|1) and either |0) or |2) due to thermal broadening and
nonequilibrium, resulting in intermediate values between the
two previous cases.

Finally, we turn to large biases |V | � U [right panels in
Fig. 5(b)] and μR < ε < ε + U < μL, where the clear tem-
poral association between decay rates and tunneling processes
breaks down. Here, a fourth regime appears:

ζ ≈ 0 (blue). As �− → −1, the vanishing of ζ causes the
rate γ eff

c to vanish, i.e., an approximate second zero eigen-
value emerges. This reflects that the singly occupied state
|1) becomes a quasistationary state34 with vanishing charge
fluctuation. The reason is that in the limit �UL,�εR → 0, a
single particle that is on the dot can neither escape to the right
nor be accompanied by a second particle from the left.

E. Stationary charge and energy transport in linear response

Our second application of the central result (93) concerns
stationary thermoelectric transport in linear response. In the
wide-band limit, the fermionic duality has also been used
to analyze this problem [20], simplifying the analysis of the

34Referred to as “dark state” in quantum optics, or “probability
sink” in classical statistics.

linear and nonlinear response of the particle current IN and
heat current J through the quantum dot to the applied volt-
age −V = μL − μR and temperature gradient �T = TL −
TR. Using rate equations, these currents have been obtained
by separately considering the corresponding flow from the
reservoir α = L,R into the dot35:

Iα
N = (N |Wα|z), I α

E = (H |Wα|z), (106a)

J α = Iα
E − μαIα

N . (106b)

Here, we extend this analysis to energy-dependent coupling,
focusing entirely on the linear Seebeck coefficient S =
limV,�T →0 V/�T |IN=0, the voltage V required to compensate
a particle current induced by a temperature gradient �T , and
the linear thermal conductance K = limV,�T →0 J/�T |IN=0
in absence of a net charge current.

1. Coefficients in the wide-band limit

As a reference, we start from the duality-based expressions
of these quantities in the wide-band limit, as obtained by
Ref. [20]:

SWBLT = ε − μ + 2 − ni,eq

2
U,

(107)

KWBL = �L�R

�

U 2

4T 2
δn2

z,eqδn
2
i,eq.

Regarding the Seebeck coefficient S, this shows that the only
contribution from the strong Coulomb interaction is governed
by the equilibrium average ni,eq of the dual stationary particle
number. Based on duality, it is immediately quantitatively
clear that this leads to the experimentally observed [103–
105] sawtoothlike step as function of the level position, right
around ε − μ = −U/2 where ni jumps sharply between 0 and
2 [Fig. 5(a)]. In Ref. [20], we compare this interpretation with
the usual explanation of this effect [78,79].

The behavior of the linear thermal conductance K gives,
according to Eq. (107), an even more interesting twist to
the theoretical explanations from earlier studies [80,106].
Whereas the fluctuation-dissipation theorem dictates that the
electrical conductance G ∼ δn2

z,eq is proportional to the equi-
librium charge fluctuations δn2

z,eq, the heat conductance K

[Eq. (107)] is additionally proportional to the dual fluctuations
δn2

i,eq. In fact, the latter fluctuations dominate the former since
the sharply peaked behavior of δn2

i,eq around ε − μ = −U/2
deduced from Eq. (95a) suppresses any feature of the regular
Coulomb resonances in the fluctuations δn2

z,eq (see Ref. [20]).
One might suspect that the above surprising qualitative and

quantitative insights critically depend on the assumed wide-
band limit. Using our linear-response formula (19) together
with 2 × 2 kernel matrix (93), we now show that this is not
the case. The key is that precisely by avoiding brute-force
derivatives of nonequilibrium quantities, we can again express
all parameter dependencies of the transport quantities other
than the couplings compactly in terms of the equilibrium
charge nz,eq and its dual ni,eq, as well as their fluctuations. As

35See, e.g., the appendix to Ref. [102] for a derivation of these
expressions in the rate-equation limit.
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these quantities do not depend on �εα,�Uα at equilibrium,
this enables us in the following to analyze the effect of the
energy-dependent couplings separately from the environment
statistics entering nz,eq, ni,eq.

2. Seebeck coefficient beyond wide band

As in the wide-band limit, the Seebeck coefficient for
energy-dependent couplings can be expressed as a character-
istic energy Eeq = ST consisting of the excess energy of the
quantum-dot level ε − μ plus an interaction contribution with
nontrivial ε dependence:

ST = ε − μ +
2−ni,eq

2
�UL�UR

�U

ni,eq

2
�εL�εR

�ε
+ 2−ni,eq

2
�UL�UR

�U

U

= ε − μ + (1 + �)(2 − ni,eq)

(1 − �)ni,eq + (1 + �)(2 − ni,eq)
U.

(108)

The energy dependence of the couplings is entirely captured
by the single coupling-asymmetry factor

� = τε − τU

τε + τU

, (109)

determined by the net timescales τε = 1
�εL

+ 1
�εR

and τU =
1

�UL
+ 1

�UR
for tunneling at energy ε and ε + U , respectively.

These times are dominated by the slowest process, and, when
multiplied by the temperature T , can be understood as quanti-
fying the highest effective tunneling resistance. In particular,
these times enter Eq. (109) such that a left-right asymmetry in
the junction alone does not lead to a nonzero �. Thus, in the
linear regime, only an asymmetry in the energy dependence
of the couplings matters. This is in contrast to the nonlin-
ear regime analyzed above [Eq. (101)], where the (energy-
dependent) couplings to different reservoirs contribute with
different weights.

More explicitly, while we recover the wide-band limit
result (107) for � = 0, a strong energy asymmetry � → ±1
effectively suppresses one of the two Coulomb resonances,
making the dependence of S on ε purely linear. The value
of ST then coincides with the single many-body energy that
effectively remains, meaning ST ≈ ε for � → −1 or ST ≈
ε + U for � → +1.

At intermediate asymmetries 0 < |�| < 1, the sharp step
in ni,eq(ε) enters the behavior of the Seebeck coefficient, as
plotted in Fig. 7 with ε − μ and � as independent parameters.
For low T/U = 0.1 (left panels), the width and shape of
this sawtooth step are hardly affected. The only effect of
finite-energy asymmetry, even up to sizable |�|, is that the
central root S = 0 shifts away from its position in the wide-
band limit ε → μ − U/2 by an amount �εS . Analytically, we
obtain this shift by first solving S = 0 for �(ε) to find � ∼
(ε − μ + U

2 ) + O[(ε − μ + U
2 )3], and by then inverting the

result. This shows that the electron-hole symmetry breaking
is approximately linear in �:

�εS

U
≈ 1

2

[
U

4T

[
1 + tanh

(
U

4T

)]
− 1

]−1

× �. (110)

FIG. 7. Linear Seebeck coefficient S [Eq. (108)] and thermal
conductance K [Eq. (112)] as a function of the level position ε and
the coupling asymmetry � [Eq. (109)]. The physical scale of the heat
conductance K0 is defined in Eq. (112). We have furthermore divided
K by the fluctuations δn2

z,eq since these are strongly suppressed
between the Coulomb resonances, and otherwise add very little
structure to the resonant behavior of K (ε).

The estimate holds up to � ∼ 0.9 in the plot for T/U =
0.1 (white line feature), which corresponds to an order of
magnitude in the coupling ratio �U/�ε .

We conclude that the energy dependence of the coupling
does not prevent the pairing physics of the dual attractive
model from dominating the observable properties of the orig-
inal model of interest, which here leads to the sharp step in
S(ε). This is also consistent with our observations in Fig. 5
for T = U/10.

The right panels in Fig. 7 show the effect of an increased
temperature T/U = 0.2. As long as the sawtooth step is
present, it remains relatively sharp with the effective T/2
broadening [20] of the dual charge ni [Eq. (102c)]. However,
the step disappears already for smaller asymmetries |�| �
0.5, i.e., coupling ratios �U/�ε � 3 or �U/�ε � 1/3. This
agrees with Eq. (110) indicating that the factor at which
the shift �εS linearly increases with � is a function of
U/4T ; it means that a temperature increase T = U/10 →
2T = U/5 almost corresponds to an order of magnitude in
this ratio. In fact, for large enough temperatures, the central
root even merges with one of the T -broadened roots close
to the Coulomb resonances ε − μ = 0,−U at a threshold
asymmetry 0 < |�th| � 1. We can estimate this threshold
by the solution of �εS/U ≈ ±(1/2 − T/U ), with Eq. (110)
yielding |�th| ≈ 0.8 for T = 0.2U , which is in reasonable
agreement with Fig. 7. Physically speaking, the above ob-
served T dependence reflects that rising temperatures tend to
average the contributions from the two Coulomb resonances
ε − μ = 0,−U over a wider range of level positions. This
enhances the effect of energy asymmetries � �= 0 favoring
processes at either resonance, and hence of the effective
single-resonance behavior of S in the limit |�| → 1.
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Next, we note that while Fig. 7 treats the asymmetry
� as an independent parameter, and thereby gives a useful
overview of all the possible effects of energy-dependent cou-
pling, � actually depends on ε through the energy profiles
of the tunnel barriers �εα and �Uα [Eq. (88)]. We see, for
instance, that if both junctions α are coupled with an expo-
nential energy profile �α (E) ∝ e(E−E0 )/D , as, e.g., assumed
in Refs. [28,107], this corresponds to an energy-asymmetry
factor � = tanh(U/2D) which is independent of ε and profile
parameter E0. The independent variation of � that we have
assumed in the discussion so far then practically corresponds
to varying D. Note that in the case of a (near) exponential
energy profile and a known U , an estimate of the tunnel barrier
energy-profile parameter D is possible from a measurement of
S. Namely, the Seebeck coefficient in the middle between the
two Coulomb resonances ε − μ = 0,−U directly gives the
value of the energy-asymmetry factor at that energy:

�|ε=μ−U/2 = 2
ST

U

∣∣∣∣
ε=μ−U/2

. (111)

We stress that this simple result is not due to particle-hole
symmetry, which is broken for � �= 0. It arises due to the
simplifications incurred by the fermionic duality.

If the energy profile is instead assumed to be linear
[2,108], �α (E) ∝ (E − E0)/D for both α, then �(ε) =
[2(ε − E0)/U + 1]−1. Experimentally varying ε in this
subexponential case, we traverse a curve (ε,�(ε)) in Fig. 7
starting at �(ε = 0) �= 0 and bending towards � → 0 for
±(ε − E0) � U . For the opposite case of superexponential
energy dependence, the asymptotes instead tend to |�| → 1,
with the sign depending on the precise function.

3. Thermal conductance beyond wide-band limit

The result for the thermal conductance beyond the wide-
band limit reads as

K =
�εL�εR

�ε
× �UL�UR

�U

ni,eq

2
�εL�εR

�ε
+ 2−ni,eq

2
�UL�UR

�U

U 2

4T 2
δn2

z,eqδn
2
i,eq

= K0
(1 − �)(1 + �)

(1 − �)ni,eq + (1 + �)(2 − ni,eq)
δn2

z,eqδn
2
i,eq.

(112)

It is plotted in the lower panels in Fig. 7 as function of ε

and � for the same parameter sets as above. Note that in the
figure, we have already scaled K by the fluctuations δn2

z,eq,
realizing from the above discussion that δn2

z,eq mostly leads to
an overall suppression of K while not adding any features to
K (ε) as long as U � T .

The main observation is that the peak in K obtained in the
wide-band limit persists with some modifications. Regarding
the effect of the energy-dependent couplings, we note that
it enters the heat conductance in two ways. First, it sets the
overall scale of the peak

K0 =
(

1

τε

+ 1

τU

)
×

(
U

2T

)2

. (113)

The addition of inverse tunneling times τε and τU , dominated
by the fastest process, supports the picture of two parallel

transport channels that is, e.g., illustrated in Ref. [20]; it
highlights that the thermal conductance in a weak-coupling
situation is entirely due to Coulomb interaction and can be
understood as a two-particle resonance in the inverted model.
We hence again observe the above-mentioned “twist” in the
explanation for the parameter dependence of K .

The second way in which energy-dependent couplings
affect the thermal conductance is through the fraction next
to K0 in Eq. (112); it both shifts and suppresses the peak
generated by the dual fluctuation δn2

i,eq as seen in Fig. 7. To
understand the suppression, we note that the dual fluctuation
has its maximum as function of ε when ni,eq ≈ 1. Thus, for
moderate peak shifts, the denominator in Eq. (112) remains
constant and leaves the numerator 1 − �2 to suppress the peak
amplitude.

What remains to be analyzed is thus how much the peak
is shifted for growing asymmetries |�| > 0 and different tem-
peratures. Similar to the shift of the central root of the Seebeck
coefficient S, Fig. 7 suggests an approximately linear relation
between � and the peak-position shift �εK of K/(K0δn

2
z,eq)

away from the wide-band position ε − μ = −U/2. Indeed, by
solving ∂ε[K/(K0δn

2
z,eq)] = 0 for � and proceeding as for the

Seebeck coefficient, we obtain the simple relation

�εK

U
≈ 1

2
× 2T

U
×

[
1 − f

(
U

2T

)]
× �, (114)

with f (x) = [exp (x) + 1]−1. The shift is a function of U/2T ,
eventually increasing |�εK | for a fixed � at higher tempera-
tures, in agreement with Fig. 7. However, the shift is not as
pronounced as the shift of the Seebeck coefficient S, the latter
being instead a function of U/4T . For instance, Eq. (114)
gives �εK/U ≈ 0.1� for T = 0.1U and �εK/U ≈ 0.2� for
T = 0.2U . Physically, this again reflects that K cannot be
tied to a single Coulomb resonance. Therefore, the effect of
a finite-energy asymmetry � �= 0 favoring either of the two
Coulomb resonances ε − μ = 0 or −U is less pronounced
than for the Seebeck coefficient.

In conclusion, despite the challenge of dealing with many
parameters (ε, U, T , V, �T , �εα, �Uα), the fermionic du-
ality enabled a transparent derivation and complete physical
analysis of the linear thermoelectric effects in a strongly
interacting quantum dot for any energy profile of the coupling.

VII. SUMMARY AND OUTLOOK

In this paper, we have extended the recently discovered
fermionic duality relation in two ways, by allowing for strong
energy dependence of the system-reservoir coupling matrix
and by accounting for the full density matrix of probabilities
and coherences. Most importantly, our results confirm that
both the techniques and insights of the earlier developed
fermionic duality [18–20] extend far beyond the wide-band
limit. This promotes it further to a general tool for signifi-
cantly simplifying quantum transport calculations for strongly
interacting systems.

In particular, we have obtained insight into the spectrum of
eigenvalues and eigenvectors of general fermionic quantum
master equations. We therefore exploit a mapping between
two systems related by our duality, which have energies
with opposite signs, in particular for the strong interactions,

235405-22



DUALITY FOR OPEN FERMION SYSTEMS: ENERGY- … PHYSICAL REVIEW B 98, 235405 (2018)

allowing pairing effects in one system to explain physical
parameter dependencies in the other. We also established an
explicit formula relating the stationary states of a fermionic
rate equation for such two related models when additionally
detailed balance holds (Kolmogorov criterion), even at large
voltage and/or thermal bias.

We applied our approach to a strongly interacting quantum
dot and clearly identified the effects specific to the break-
down of the wide-band-limit approximation. Importantly, we
achieved this directly on the level of the time-evolution kernel
of rate equations, before computing final expression for the
decay rates, modes, amplitudes, and transport quantities of
interest.

For the transient decay induced by an instant switch of
the energy level of a quantum dot coupled to reservoirs,
we showed that the mixing of wide-band-limit decay rates
is highly confined: it appears only at parameters where the
attractive dual quantum dot shows a resonance due to elec-
tron pairing. The corresponding mixing of eigenvectors can
nevertheless be strong. For example, the so-called “charge”
mode becomes a completely ill-defined concept beyond the
wide-band limit due to strong interaction effects. Remarkably,
despite the strong energy dependence of the coupling, one
of the exact time-evolution amplitudes remains very close to
the “parity” amplitude in the wide-band limit, which could be
rationalized by fermionic duality.

For linear thermoelectric transport through the quantum
dot we derived simple analytic formulas for the Seebeck and
Fourier-heat coefficients that clearly distinguish the quantum-
statistical effects from those due to the energy dependence
of the couplings. This allowed us to quantify and physically
understand how and why the breaking of electron-hole sym-
metry affects these observables in different ways, when going
far beyond the wide-band limit.

As an outlook, we foresee that insights obtained by com-
bining detailed balance and fermionic duality, in this paper
limited to discrete, classical open systems, should be gener-
alizable to quantum systems under quantum detailed balance
[11,109]. It will furthermore be of interest [110,111] for the
future whether fermionic duality can be usefully formulated
for setups in which both energy-dependent couplings and
higher-order tunneling effects are crucial.
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APPENDIX A: STATE LINEARIZATION BEYOND THE
WIDE-BAND LIMIT

We here prove the state linearization formula (19) from the
main text:

∂x |m0)|eq = 1

W

∣∣∣∣
eq

∑
α

Wα|eq∂x |m0,α )|eq. (A1)

The starting point is the lead sum (16),

W =
∑

α

Wα, (A2)

with reservoir index α. Furthermore, we assume a nondegen-
erate eigenvalue 0 for W and at least one eigenvalue 0 for
each Wα . This implies that there is only one stationary state
|m0) and at least one reservoir-resolved stationary state |m0,α )
fulfilling

W |m0) = 0, Wα|m0,α ) = 0. (A3)

Finally, we assume that each reservoir α has at least one
stationary state |m0,α ) that equals |m0) at equilibrium:

|m0)|eq = |m0,α )|eq ≡ |m0,eq) ∀ α. (A4)

The nondegenerate zero eigenvalue for W implies that a non-
Hermitian, reflexive generalized inverse W−1 exists [81,82]
such that

1

W
W = W

1

W
= I − |m0)(1|. (A5)

The right-hand side projects onto the space orthogonal to
the left and right zero spaces. If W is diagonalizable,
this generalized inverse written in our notation [Eq. (38)]
reads as

1

W
=

∑
k>0

1

λk

|mk )(ak|. (A6)

Linearizing the first equation in (A3),

0 = ∂x[W |m0)]|eq
(A3)=
(A4)

[∂xW ]|eq|m0,eq) + W |eq∂x |m0)|eq,

(A7)
we insert Eq. (A2) to obtain

W |eq∂x |m0)|eq
(A7)=
(A2)

−
∑

α

[∂xWα]|eq|m0,eq). (A8)

Applying the generalized inverse from the left, we use

(1|∂x |m0)|eq = ∂x (1|m0)︸ ︷︷ ︸
=1

|eq = 0, (A9)

to advance to[
1

W
W

]∣∣∣∣
eq

∂x |m0)|eq
(A5)= [I − |m0,eq)(1|]∂x |m0)|eq

(A9)= ∂x |m0)|eq. (A10)

Thus,

∂x |m0)|eq
(A8)=

(A10)
− 1

W

∣∣∣∣
eq

∑
α

[∂xWα]|eq|m0,eq). (A11)

Repeating the above procedure with the second equation in
(A3), we find

[∂xWα]|eq|m0,eq)
(A4)= ∂x[Wα|m0,α )]|eq − Wα|eq∂x |m0,α )|eq

(A3)= −Wα|eq∂x |m0,α )|eq. (A12)

Inserting (A12) into (A11) yields the desired result (A1).
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APPENDIX B: DUAL KERNEL

We now illustrate how the dual kernel W̄ and its Hermitian conjugate are properly constructed for the fermionic duality (32)
with explicitly energy-dependent couplings �αν;��′ (E) [Eq. (11)].

We start from expression (28) for the kernel W in terms of the fermionic superoperators defined in Eq. (25). First, we take the
super-Hermitian adjoint of this expression and apply the superoperators P , where we use the relations (27) for the superoperators
G

q

η� and L† = L,PLP = L according to
Eq. (30). Subsequent energy inversion then leads to

PW †(−L, {−μα})P = −1

2πi

∫ ∞

−∞
dE

∑
��′
ηq

∑
αν

�
−η

αν;��′ (E)
[
f −η

α (−E) − qf η
α (−E)

]
G

q

−η�′
1

ηE + L − i0+
G+

η�

= 1

2πi

∫ ∞

−∞
dE

∑
��′
ηq

∑
αν

�
η

αν;��′ (−E)
[
f −η

α (E) − qf η
α (E)

]
G

q

−η�

1

ηE − L + i0+
G+

η�′ , (B1)

where f η
α (E)|μα→−μα

= f −η
α (−E) and [�η

αν;��′ (E)]∗ = �
−η

αν;��′ (E) [Eq. (29)] have been used in the first step, and the second

step follows by relabeling the summation indices � ↔ �′, then using �
−η

αν;�′�(E) = �
η

αν;��′ (E), and finally by transforming the
integration variable E → −E.

The crucial point which still prevents us from adding W and the expression in Eq. (B1) to prove the duality (32) is the minus
sign in the energy-dependent couplings �

η

αν;��′ (−E). One solves this by defining the dual kernel from the start with an inverted
barrier energy profile �̄

η

αν;��′ (E) = �
η

αν;��′ (−E). Namely, with W = F (L, {μα}, {�η

αν;��′ (E)}), we write

W̄ = F (L̄, {μ̄α}, {�̄η

αν;��′ (E)}) = F (−L, {−μα}, {�η

αν;��′ (−E)})

= 1

2πi

∫ ∞

−∞
dE

∑
��′
ηq

∑
αν

�̄
η

αν;��′ (E)
[
f −η

α (−E) − qf η
α (−E)

]
G+

−η�

1

ηE − L̄ + i0+
G

q

η�′

= −1

2πi

∫ ∞

−∞
dE

∑
��′
ηq

∑
αν

�
η

αν;��′ (E)
[
f −η

α (E) − qf η
α (E)

]
G+

−η�

1

ηE − L − i0+
G

q

η�′ . (B2)

Calculating PW̄ †P analogously to Eq. (B1), we indeed find
the desired duality W + PW̄ †P = −Γ with the coupling su-
peroperator Γ given by Eq. (33). In other words, for general
energy-dependent couplings, the dual model is not only de-
fined in terms of a mere inversion of local energies L → −L

and chemical potentials μα → −μα , but also in terms of
energy-inverted barriers �

η

αν;��′ (E) → �
η

αν;��′ (−E), as illus-
trated in Fig. 4: when evaluating these energy-inverted barrier
profiles at inverted local energies, the two energy sign changes
compensate each other.

Interestingly, recontemplating the definition of the cou-
plings �αν;��′ (E) given in Eq. (11), the inverted dual barrier
profile �̄

η

αν;��′ (E) = �
η

αν;��′ (−E) can be realized on a micro-
scopic level by defining the dual model also in terms of in-
verted reservoir energies −εκαν , prior to taking the continuum
limit. This is achieved by Hres → H̄res = −Hres, both in the
reservoir density of states entering �αν;��′ (E) and in the initial
reservoir state ρres

0 [Eq. (12)]. The energy inversion in ρres
0

is then necessary to still obtain the same energy signs in the
Fermi functions f η

α (E) in Eq. (B2).

APPENDIX C: GENERATOR OF THE DUAL
MASTER EQUATION

The dual master equation (35) in Sec. IV B reads as

∂t ρ̄(t ) = (iL̄ + W̄ )ρ̄(t ) = (−iL + W̄ )ρ̄(t ) . (C1)

Note the different, unexpected, sign of the Liouvillian in this
dual quantum master equation: the dual equation does not
follow by inverting all energies L → L̄, but only those in
the kernel W → W̄ . This means that in the solution ρ̄(t ) of
Eq. (C1), the coherences are “precessing” with the same ori-
entation (dictated by iL̄ = −iL) as in the solution ρ(t ), even
though in the computation of the kernel W̄ , the coherences are
precessing in the opposite direction [by setting L → L̄ = −L

in Eq. (28)]. While formally perfectly valid, this requires
attention when considering ρ̄ as the state of a physical system.

APPENDIX D: CROSS RELATIONS BETWEEN
EIGENVECTORS IN THE WIDE-BAND LIMIT

The wide-band-limit duality (32)

(−iL + W ) + P (iL̄ + W̄ )†P = −� (D1)

establishes a relation between the generator of the quantum
master equation of interest

∂tρ(t ) = (−iL + W )ρ(t ), (D2)

and a dual master equation

∂t ρ̄(t ) = (iL̄ + W̄ )ρ̄(t ). (D3)

Using this, we can bypass the algebraic solution of the left
eigenvalue problem by simple parameter substitutions:
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(i) Find a right eigenvector |mk (L,W )) of the generator
of interest −iL + W :

(−iL + W )|mk (L,W )) = λk (L,W ) |mk (L,W )). (D4)

(ii) From this construct a right eigenvector
|mk (−L̄, W̄ )) = |mk (L, W̄ )) of the dual generator iL̄ + W̄

by simple parameter substitution W → W̄ :

(iL̄ + W̄ )|mk (−L̄, W̄ )) = λk (−L̄, W̄ ) |mk (−L̄, W̄ )). (D5)

(iii) Right multiply the duality relation (D1) by P:

(−iL + W )P = −P[� + (iL̄ + W̄ )†] , (D6)

using P2 = I. Now, apply this to |mk (−L̄, W̄ )):

(mk (−L̄, W̄ )|P (−iL + W )

= −(mk (−L̄, W̄ )|P[� + λ∗
k (−L̄, W̄ ) I]. (D7)

We have thus found one of the left eigenvectors of the genera-
tor of interest of −iL + W :

(ak′ (L,W )| = (mk (−L̄, W̄ )|P = ((−1)Nmk (−L̄, W̄ )|,
(D8)

which generally belongs to a different eigenvalue (k′ �= k):

λk′ (L,W ) = −[� + λ∗
k (−L̄, W̄ )]. (D9)

(iv) Following the corresponding steps, one can equally
derive a right eigenvector from a left one with the same
relation between their eigenvalues:

|mk′ (L,W )) = P |ak (−L̄, W̄ )) = |(−1)Nak (−L̄, W̄ )).
(D10)

Note that the above formulation is tailored for the weak-
coupling limit and hence differs slightly from that in [18].
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