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Jülich Supercomputing Centre - Forschungszentrum Jülich GmbH, Leo Brandt
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This chapter describes a new heterogeneous architecture created at the Jülich
Supercomputing Centre (JSC), its motivation and the development path that
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led to its final realization. Because it covers a broader scope involving several
hardware platforms, the chapter is structured in the following way: first an
overview of the Jülich Supercomputing Centre is given, to explain its context
and background. In section 1.2 a historical view of the architectures and main
systems co-developed at JSC is given, which led to the actual Modular Super-
computing architecture. Section 1.3 describes the JSC application portfolio
and how the newly developed architecture aims to match it. An overview of
the systems built following the Modular Supercomputing approach is given
in section 1.4, elaborating on their detailed hardware implementation in sec-
tion 1.5. The software and programming environments implemented to sup-
port the new architecture are described in sections 1.6 and 1.7, respectively.
Section 1.8 treats the cooling and facility infrastructures. Finally, section 1.9
concludes the chapter with a look into the future of the Modular Supercom-
puting architecture.

1.1 The Jülich Supercomputing Centre (JSC)

The Forschungszentrum Jülich (FZJ) [32] is with a staff of over 5,000
employees one of Europe’s largest research centers. It pursues cutting-edge
interdisciplinary research to address the grand challenges facing society in the
fields of health, energy and environment, and information technologies. As
a member of the German research Helmholtz Association [29] (HGF), FZJ
hosts world-class instruments used by internal and external researchers to
conduct their work: supercomputers for simulations, unique analytical and
characterization equipment, imaging techniques for medicine, nanotechnology
tools, etc.

The Jülich Supercomputing Centre [33] (JSC) within FZJ plays a key role
in the above-mentioned activities. Founded in 1987, JSC has extensive ex-
pertise in providing supercomputer services and support to national and in-
ternational user communities. With over 200 employees, JSC is the largest
of the three national supercomputing centres in Germany. In 2009 JSC be-
came the first European supercomputing center with Petaflop capability in
PRACE (Partnership for Advanced Computing in Europe [20]), which bun-
dles European computing centres to collectively offer computing resources to
users.

The operation of large scale HPC-systems is only one of the aspects that
JSC covers to provide supercomputing services to the wider scientific com-
munity. Additionally, JSC strives to guarantee optimal user support, contin-
uously developing the simulation methodology, parallel algorithms and new
programming and visualisation techniques, as well as carrying out intensive
own research in core areas of the computational sciences. Researchers who ap-
ply for computing time at the JSC’s systems are supported by a continuously
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growing number of domain-specific Simulation Laboratories (SimLabs [51]).
At present, JSC runs nine SimLabs covering diverse fields such as Biology,
Plasma Physics, Climate Sciences, and Neuroscience. The SimLabs offer sup-
port to specific scientific communities, and contribute through co-design to
the research and development of HPC technologies.

Furthermore, JSC actively participates in designing and building its next
generation supercomputers. Key in this context are the in-house development
of open source software and tools, and the development of innovative HPC
architectures. For this purpose tight, long-term collaborations (the so-called
Exascale Laboratories) have been established with the world-leading technol-
ogy providers IBM, Intel, and NVIDIA. The Exascale Labs, in combination
with German- and European-funded R&D initiatives, enable JSC applying
co-design strategies and exploring new concepts and technologies.

1.2 Supercomputing architectures at JSC

Through very close collaboration with the providers, JSC is able to address
its users’ requirements when procuring production systems. To achieve the
best possible price-performance ratio the focus is put in the selection and
optimal integration of the best suited off-the-shelf components. In particular,
JSC has since long designed the architecture of its systems employing its
expertise in cluster configuration, network topologies, and cluster management
software [53].

New concepts and technologies are first tested in prototypes and, once val-
idated, employed in the next generation large scale production systems. For
this purpose a number of small to medium size computing systems is being
operated at JSC. Current examples are an Intel Xeon Phi (KNL) system for
the lattice-QCD community (QPACE3 [48]), the two pilot systems for the Hu-
man Brain Project [27] (JURON and JULIA), and the DEEP prototypes [45].
The latter will be explained in more detail in section 1.5.

Based on the experience gather with prototypes, the design of the JSC
production systems is chosen. The following three subsections describe how
this work has led to an architectural evolution at the computing centre: from
a dual supercomputing approach to a Modular Supercomputing architecture.

1.2.1 The dual supercomputer strategy

Back in 2004, JSC constructed a modern computer room to host its new
JUMP system: an IBM p690 Cluster with a total of 1,312 processors and 5
Terabytes internal memory (128 gigabytes per node). JUMP achieved initially
a maximum performance of 5.6 TFlop/s (it became number 21 in the TOP 500
list [54] at the time of its inauguration), to be later scaled-up to a total of
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General purpose cluster branch The JUMP system was replaced in 2009
by JUROPA, a large compute cluster increasing the power of its predecessor
by more than a factor of 25. This cluster was designed and built by JSC
together with partners from industry. The operating system software running
on the machine was ParaStation, developed jointly by ParTec (a Munich based
software company) and JSC. With a peak performance of about 300 TFlop/s
and 79 Terabyte main memory, JUROPA was the 10th fastest computer of the
world at the time of deployment.

JUROPA was substituted in July 2015 by the 2.2 PFlop/s JU-

RECA Cluster [34], which continues in operation today. Its configuration
is described in detail in section 1.5.3.

Massively parallel branch Given the success of JUBL and to keep-up
with the large user demand, JSC deployed already by end of 2007 the IBM
BlueGene/P system JUGENE, which was the second fastest computer on
the world at the time of installation (222.8 TFlop/s peak performance). After
a later scale-up [5], JUGENE reached 1 PFlop peak performance and was kept
in operation until 2012.

At that time the IBM BlueGene/Q system JUQUEEN [52] was installed.
With almost 6 PFlop/s performance, nearly half a million processors (28,672
nodes with 16 cores each) and 448 Terabytes main memory (16 GB/node),
JUQUEEN became the fastest system in Europe at the time of installation.
This water-cooled system was also among the most energy efficient super-
computers in the world, with a performance/power ratio of approximately
2 Gigaflop/s per Watt. To help users migrating their codes and leverage per-
formance, porting and tuning workshops were organised. In this context, the
High-Q Club [30, 6] was established: a showcase for production codes able to
scale up to the entire JUQUEEN, i.e. capable of using all its 458,752 cores.

JUQUEEN continues in operation today and its decommissioning is
planned for Q1/2018.

Storage system Data movements between the JSC machines are minimised
by running a common GPFS file system on all of them. This storage system
is mounted from the central Jülich Storage Cluster (JUST ) [31], which is
in fact the only physical connection between the two branches of the dual
supercomputing approach. To keep pace with the performance increase of the
compute systems, also JUST is regularly upgraded. The last JUST upgrade
was done in 2013, close after JUQUEEN’s installation [6]. As a result, the
storage bandwidth increased from about 60 GByte/s to 200 GByte/s (by
increasing the number of disks), and a much better protection against failures
was achieved (thanks to the installation of the GNR (GPFS Native Raid)
software). The next generation of JUST is planned for early 2018.
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application can run on a near-optimal combination of resources and achieve
excellent performance. Secondly all the resources can be put to good use by
a system-wide resource manager allowing combining the set of applications
in a complementary way, increasing throughput and efficiency of use for the
overall system.

Until recently the type of kernels to be offloaded onto accelerators was very
limited due to their inefficient data-exchange capabilities with other acceler-
ators. In the Booster, however, accelerators communicate directly with each
other through the high-speed network, allowing for full codes with intensive
internal communication to run on the system. In this way, the Booster can
be regarded as a massively parallel system on its own, so that highly scalable
codes running well on BlueGene should fit also very well to the Booster. Appli-
cations with low/medium scalable parts (as the ones described in section 1.3)
can run the highly scalable parts on the Booster and leave those less scalable
to profit from the high single-thread performance of the Cluster.

The Cluster-Booster architecture enables for the first time mapping the
intrinsic scalability patterns of applications onto the system hardware. In this
way, the limitation posed by the less-scalable parts of codes is alleviated, and
the overall scalability of the full code should improve.

The first two prototypes of the Cluster-Booster architecture were devel-
oped and built within the European-funded research projects1 DEEP [44]
(Dynamical Exascale Entry Platform) and DEEP-ER [43] (DEEP-Extended
Reach). The DEEP prototype and its software stack were designed to sup-
port mainly HPC applications. In DEEP-ER additional non-volatile mem-
ory (NVM) layers were integrated and network-attached memory technologies
were prototyped. Both extensions enabled advanced scalable high-performance
I/O and resiliency strategies. The precise hardware and software configura-
tions of the DEEP and DEEP-ER prototypes are described in sections 1.5.1
and 1.5.2, respectively.

The Cluster-Booster approach is now going into production, with the re-
cent installation of a Booster attached to the JURECA Cluster. The JU-
RECA Booster, a 5 PFlop Intel Xeon Phi (KNL) system, has been deployed
end of 2017. Its precise hardware configuration is described in section 1.5.3.

1Along this chapter the term DEEP projects will be used when referring globally to
the research projects DEEP, DEEP-ER, and DEEP-EST. These three European funded
projects are strongly connected with each other, but do focus on different research topics.
The DEEP project (2011-2015) introduced the Cluster-Booster concept, building the first
hardware prototype and developing its full software and programming stack. The DEEP-ER
project (2013-2017) focused on I/O and resiliency: it built a small-size, memory-enhanced
Cluster-Booster prototype and implemented advanced I/O and resiliency software. The
DEEP-EST project (2017-2020) will realise a Modular Supercomputing prototype address-
ing the requirements of HPC and HPDA users.
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The Cluster-Booster machines deployed until now (see section 1.5) are in
principle Modular Supercomputers with two modules. However, their designs
and software stacks was not foreseen for further extensions. The real gen-
eralisation of the concept will be first realised in the DEEP-EST (DEEP
- Extreme Scale Technologies) research project, which started in July 2017
and will run for three years. One of the most important contributions ex-
pected from DEEP-EST is the development of resource management software
and scheduling strategies to deal with any given number of compute mod-
ules. To demonstrate its capabilities, a three-module prototype will be built,
which shall cover the needs of both HPC and high performance data analytics
(HPDA) workloads.

The implementation of the Modular Supercomputing architecture in a
large-scale production system will start already in parallel to DEEP-EST.
The installation of the JUWELS Cluster is planned already in Q2/2018,
with further modules coming around the 2020 time-frame.

1.3 Applications and workloads

The provision of supercomputer resources at JSC is executed by the John
von Neumann Institute for Computing (NIC). This independent institution
organises and coordinates half-yearly a peer-review process with international
expert-referees that evaluate the project-applications and allocate the comput-
ing time according to their scientific excellence. This process, which has been
meanwhile adopted by other German and European HPC centers, ensures an
effective usage of the HPC infrastructure. Users come mostly from German
and European universities and research institutes, with a smaller proportion
of industrial provenance. The relative quantity of regional, national, European
and international users is determined by the funding sources that contribute
to cover the costs of the computers procurement and operation. This leads
to JUQUEEN (which is funded by national sources), being used mostly by
German and European users, while JURECA (funded by the Helmholtz As-
sociation) serves mainly regional and national users.

The main role of JSC is enabling outstanding research in fields encom-
passing astrophysics, computational biology and biophysics, chemistry, earth
and environment, plasma physics, computational soft matter, fluid dynamics,
elementary particle physics, computer science and numerical mathematics,
condensed matter, and materials science. Accordingly, the application port-
folio running on the JSC systems is highly multidisciplinary, as outlined in
figure 1.4. These applications are very diverse not only with regards to the
research fields that they address, but also to the algorithms, numerical meth-
ods and parallelisation strategies that they employ. Therefore, all computer
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Traditional HPC applications are usually iterative and rely heavily on
a small number of numerical algorithmic classes (like the original Berkeley
seven dwarfs [4]) that operate on relatively small data sets and accrue very
high numbers of floating point operations across iterations. HPC systems have
been optimised according to these requirements, and it felt justified to rank
these machines purely on their Flop/s performance for DGEMM [54]. With the
years this has led to rather monolithic systems where the amount of memory
per core is steadily decreasing.

However, the complexity and memory requirements of HPC codes are in-
creasing, leading to a dissonance with these traditional systems. In addition,
the desire to support the HPDA workloads rapidly emerging from the Big Data
community clearly requires a change in systems architecture, since these will
exhibit less arithmetic intensity and require additional classes of algorithms to
work well (see e.g. advance deep learning neural network algorithms). More-
over some scientific fields like brain research are expected to make use of
both technologies – HPC and HPDA – to the same degree in the future. The
Modular Supercomputing Architecture (see section 1.2.3) has been designed
precisely to provide a platform best fitting diverse, increasingly complex, and
new-coming applications.

To make sure that the implementations of first the Cluster-Booster and
now the Modular Supercomputing architecture really became usable and ben-
eficial for a large and multidisciplinary portfolio of applications as the one
shown in figure 1.4, a number of co-design applications were included in the
DEEP projects.

1.3.1 Co-design applications in the DEEP projects

A total of 15 application teams bringing full-fledged HPC and HPDA ap-
plications are or have been actively involved in the DEEP projects. Their
requirements strongly influence the choice of hardware components for the
prototypes, which functionality the software and programming environment
provide, and how the architecture itself is evolving in time. At the same time,
code-modernisation has brought significant improvements to the applications
themselves, in terms of better performance, new capabilities, and higher re-
silience to failures. In this context, it is important to mention that the changes
included in the codes are not exclusive to run on a Modular Supercomputer,
but are more general and in the end beneficial on any modern HPC system.

The DEEP co-design applications are listed below, including their field of
research, the name of the application, and the institution driving the particular
application effort within the DEEP projects. More details on the codes are
available at the given bibliographic references.

• Neuroscience simulations: NEURON [37] by EPFL (Ècole Polytech-
nique Fédérale de Lausanne) and NEST [41] by NMBU (Norges Miljø-
og Biovitenskapelige Universitet).
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• Space weather simulation: iPiC3D [55] and xPic [35] by KU Leuven
(Katholieke Universiteit Leuven).

• Climate simulation: EMAC [12] by CYI (The Cyprus Institute).

• Computational fluid engineering: AVBP [10] by CERFACS (Centre
Européen de Recherche et de Formation Avancée en Calcul Scientifique).

• High temperature superconductivity: TurboRVB [17] by CINECA
(Consorzio Interuniversitario del Nord-Est per il Calcolo Automatico).

• Seismic imaging: RTM [8] by CGG (Compagnie Générale de
Géophysique) and FWI [46] by BSC (Barcelona Supercomputing Cen-
ter).

• Human exposure to electromagnetic fields: GERShWIN [39] by
INRIA (Institut National de Recherche en Informatique et en Automa-
tique).

• Computational earthquake source dynamics: SeisSol [50] by
LRZ (Leibniz-Rechenzentrum der Bayerischen Akademie der Wis-
senschaften).

• Radio astronomy: the SKA data analysis pipeline [47] by ASTRON
(Netherlands Institute for Radio Astronomy).

• Lattice QCD: CHROMA [38] by the University of Regensburg.

• Molecular dynamics: GROMACS [26] by NCSA (Bulgarian National
Center for Supercomputing Applications).

• Data analytics in Earth Science: piSVM and HPDBSCAN [25] by
the University of Island (Haskoli Islands).

• High Energy Physics: CMSSW [11] by CERN (Conseil Européen pour
la Recherche Nucléaire).

The above codes have demonstrated the high flexibility of the concept,
which enables very different use models on the system. Developers of mono-
lithic, high scalable applications (e.g. CHROMA) typically run their codes
fully on the Booster. Applications combining different physical models, such
as EMAC – which couples and atmospheric with a chemistry model – were dis-
tributed between various modules according to their concurrency levels (Clus-
ter and Booster in the EMAC case). Results obtained with xPic demonstrate
the benefit of mapping this way the specific characteristics of an application
onto the hardware modules [35]. Codes aiming at interactive supercomputing
such as CoreNeuron ran the simulation on the Booster, steering and visual-
ising it on the Cluster side. Also users running application pipelines employ
different modules for each component of their work flow. This is the case of the
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space weather application from KU Leuven, which analyses satellite data on
the Data Analytics Module, uses the Cluster to calculate the propagation of
the ejected solar particles from Sun to Earth, and distributes their interaction
with the Earth’s magnetosphere between Cluster and Booster.

The large variety of fields covered by the DEEP co-design applications is
well visible in the list above. Their co-design input, based on their diverse
requirements and code characteristics, has led to the system design described
in the following sections.

1.4 Systems overview

The Modular Supercomputing Architecture proposes a new way of
integrating heterogeneous hardware at system level. To demonstrate the po-
tential of this new philosophy and progressively refine and improve different
aspects of the concept, various prototype systems have been built before its
final realisation in a production machine.

1. The DEEP prototype: the first Modular Supercomputer ever built, with
one Cluster and two Booster modules. The second of these Boosters, a
small-size prototype called GreenICE Booster, was built to test a newer
generation network fabric and an innovative immersion cooling technol-
ogy (see section 1.5.1).

2. The DEEP-ER prototype: this second generation Cluster-Booster sys-
tem is of much smaller size than the previous one, but is enhanced with a
multi-level memory hierarchy that enable new I/O and resiliency strate-
gies.

3. The JURECA production system: the existing JURECA Cluster
has recently (end 2017) been complemented with the 5 PFlop JU-
RECA Booster, becoming the first Modular Supercomputer in produc-
tion.

Their hardware components (details in section 1.5) have been chosen tak-
ing the newest technology available at each point in time. The software stacks
(see sections 1.6 and 1.7) are very similar in all platforms and aim always at ex-
posing the standard functionality and programming environments commonly
available in HPC systems.

1.4.1 Sponsors

European, national (German), and regional (North Rhine-Westphalia)
funding sources have contributed to the development, construction and pro-
curement of the above mentioned Modular Supercomputers.
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design, construction, and bring-up phases for this system. There was how-
ever no alternative, since at the time no off-the-shelf cluster of autonomous
accelerators was available on the market.

The situation changed with DEEP-ER, thanks to new self-booting many
core processors appearing in the market. Therefore, this time the prototype is
based on standard components, what accelerated the whole process. Custom
hardware was built only for the network attached memory (see section 1.5.2),
which is included in figure 1.5 as part of the Booster.

The JURECA system has been developed in co-design with the provider
companies. To satisfy production quality and stability of the system, a much
more conservative philosophy was applied, based on the selection of off-the-
shelf components. This approach largely reduces the design and development
phases and simplifies the bring-up and installation processes.

1.5 Hardware implementation

The Cluster parts of the DEEP prototypes and JURECA are relatively
standard general-purpose systems, employing the newest Intel Xeon genera-
tion at the time of their deployment. Their Boosters are based on Intel Xeon
Phi many-core processors. The first generation (Knights Corner, KNC) was
used in DEEP to create a unique custom-hardware Booster, while the sec-
ond generation (Knights Landing, KNL) was integrated in DEEP-ER and
JURECA using off-the-shelf components.

Table 1.1 gives an overview of the hardware configuration for all the sys-
tems built at JSC following the Modular Supercomputing architecture. For
the sake of brevity, only the main compute parts of the systems are included
in the table. In the first generation DEEP prototype only the large scale
Cluster and Booster are described, leaving the small GreenICE Booster for
section 1.5.1. In the case of the JURECA Cluster only the compute nodes
are described. For the sake of presentation the GPU accelerated partition of
JURECA – which amounts to only 4% of the system – is skipped. For more
details on the JURECA Cluster configuration, including a description of its
12 visualization nodes and 12 login nodes, see [34].

The remainder of this section describes the hardware implementation of the
three systems in more detail. System software and programming environments
are explained in sections 1.6 and 1.7, respectively. Information on the room
infrastructure is given in section 1.8.

1.5.1 First generation (DEEP) prototype

The DEEP prototype consists of two modules (Cluster and Booster),
served by a common set of login nodes and external storage servers. All
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TABLE 1.1: Hardware Configurations
Feature DEEP DEEP-ER JURECA

(1st generation
prototype)

(2nd generation
prototype)

C
lu

s
t
e
r

Deployment date 2012 2015 2014
Integrator Eurotech SAR T-Platforms
Chassis architecture Aurora V5050
Node architecture Aurora Blade SuperMicro V-Class V210S/F

PCIe Gen 2 Gen 3 Gen 3
CPU Intel Xeon Intel Xeon Intel Xeon

processor number E5-2680 E5-2680v3 E5-2680v3
microarchitecture Sandy Bridge Haswell Haswell

cores(threads) 2×8(32) 2×12(48) 2×12(48)
frequency (GHz) 2.7 2.5 2.5
CPUs per node 2 2 2

memory per node (GB) 32 RAM 128 RAM 128/256/512 RAM
400 NVM

Network technology InfiniBand EXTOLL InfiniBand
generation QDR Tourmalet A3 EDR
topology fat-tree 3D torus full fat-tree

Compute Racks 1/2 (double sided) 1/3 29
Cluster node count 128 16 1,872
Cluster peak performance
(TFlop/s)

45 16 1800(CPU) +
440(GPU)

B
o
o
s
t
e
r

Deployment date 2012 2015 2014
Integrator Eurotech none (JSC) DELL
Chassis architecture Aurora
Node architecture Aurora Blade Intel Adams Pass C6320P

PCIe Gen 1 Gen 3 Gen 3
CPU Intel Xeon Phi Intel Xeon Phi Intel Xeon Phi

processor number 7120X 7210 7250F
microarchitecture KNC KNL KNL

cores(threads) 61(244) 64(256) 68(272)
frequency (GHz) 1.2 1.3 1.4
CPUs per node 1 1 1

memory per node (GB) 16 RAM 16 MCDRAM 16 MCDRAM
96 DDR4 96 DDR4
400 NVM

Network technology EXTOLL EXTOLL Omni-Path
implementation FGPA (Altera

Stratix V)
ASIC Tourmalet A3

topology 3D torus torus full fat-tree
Compute Racks 1 (double sided) 1/4 23
Booster node count 384 8 1640
Booster peak performance
(TFlop/s)

500 20 5000

T
o
t
a
l Racks 2 (double sided) 1 52

Total peak performance
(TFlop/s)

545 36 7200
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communication through a standard high-speed network, making them slaves
of a host CPU.

The DEEP team found a solution in using the Intel Xeon Phi (KNC) co-
processor in combination with the EXTOLL [18] interconnect. The EXTOLL
network is a switchless solution in which host interface, network interface
controller, and router are completely integrated in one-chip. Each chip gives
7 interconnect links, what naturally allows bulding a 3-D torus using six of
them. The 7th link provides further connection possibilities (e.g. short-cuts in
the 3-D torus) and has been employed in the DEEP Booster to attach the
interface nodes. Further details of the EXTOLL design and capabilities are
given in [16]. Each compute node in the DEEP Booster contains one KNC at-
tached via PCIe to an Altera Stratix V FPGA running the EXTOLL network
protocol. The FPGA implements EXTOLL’s NIC and acts as the PCIe root
port.

The physical connection between the Cluster and Booster sides of the
system is done via interface nodes. Each of them contains a general purpose
(Intel Xeon i7) server CPU, with an InfiniBand HCA and an EXTOLL NIC
pluged to a PLX PCIe switch. The CPUs of the interface modules run the
inter-module bridging protocol (see section 1.6.3) and play an initiator role
in the remote-booting process of the Booster nodes. Without a host CPU,
booting the KNC is achieved exploiting EXTOLL’s ability to transparently
forward PCIe packets [16].

The DEEP Booster rack is, as the Cluster, a double-sided, direct water-
cooled Eurotech’s Aurora rack. It holds 12 chassis, each containing 16 double-
node blades (i.e. 32 individual nodes) and two interface nodes. Compute
and interface blades are plugged into a passive backplane, through which
the chassis-internal network links are routed. The inter-chassis links are im-
plemented with copper cables. The Booster network topology is a (8×6×8)
3D torus. EXTOLL 7th links connect inside each chassis the Booster compute
nodes with the interface nodes, and through them with the Cluster part of
the Modular Supercomputer.

GreenICE Booster The ASIC version of EXTOLL (code-named Tour-
malet) was available too late for its integration in the large DEEP Booster,
so that FGPAs had to be employed to implement the EXTOLL network pro-
tocol. The main difference between the FGPA and the ASIC versions is that
the latter achieves about 7× higher link bandwidth and 8× lower latency.
To evaluate the use of this high-speed network in a Booster-like system, a
small prototype – called GreenICE Booster – was built in the last months of
the DEEP project [7]. It differs from the large DEEP Booster previously de-
scribed not only in its network implementation, but also in its overall physical
integration and cooling.

Each GreenICE Booster node consists of a KNC (Intel Xeon Phi 7120D)
and an EXTOLL network interface card (NIC) (a Tourmalet PCIe card [19]
in which the EXTOLL ASIC is embedded). The EXTOLL NICs are inter-
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1.5.2 Second generation (DEEP-ER) prototype

The DEEP-ER prototype consists of one Cluster and one Booster mod-
ules integrated in a single, standard 19” rack (see Part b) of figure 1.6), which
also holds the storage system (one meta-data, two storage servers and 57 TB
storage in spinning disks). A uniform high-speed EXTOLL interconnect runs
across Cluster and Booster, connecting them internally, between each other,
and with the storage. The Tourmalet A3 product generation has been selected.
It relies on an ASIC-based NIC that provides six4 links of 100 Gbit/s band-
width each, and contains logic for highly efficient message transmission and
DMA.

The DEEP-ER system is smaller than its predecessor (all together 24 nodes
with a total 36 TFlop/s peak performance) but is enhanced with advanced
memory technologies, in particular non-volatile and network attached memo-
ries (NAM). With them, a multi-level memory hierarchy has been built, which
provides scalable I/O performance and enables the implementation of innova-
tive I/O and resiliency techniques (see 1.7.3). The total memory capacity of
the system is 8 TByte.

Given the size of the system and the strong focus of the DEEP-ER project
on software development, the construction of the prototype was kept as sim-
ple as possible, employing off-the-shelf, air-cooled hardware components. A
climate machine in the computer room, provides the needed cooling capacity
for the prototype.

DEEP-ER Cluster The DEEP-ER Cluster is composed of 16 SuperMicro
servers (1U high ×19” wide). Each server hosts an Intel Xeon (Haswell) pro-
cessor, one EXTOLL Tourmalet card, and and a non-volatile memory device
(see 1.5.2). The latter are connected to the processor board via PCIe gen3.
Copper cables running between the Tourmalet cards build-up a 4×2×4 torus,
with links going towards the storage servers, the Booster part, and the NAMs.

DEEP-ER Booster The DEEP-ER prototype profited from the evolution
of the Intel Xeon Phi processor line. The second generation of this product,
code-named Knights Landing (KNL) is a self-booting many-core processor,
what greatly eases the construction of a Booster. A further important feature
for DEEP-ER is KNL’s larger memory capacity, with high bandwidth 16 GB
MCDRAM, and the possibility to additionally plug 6 memory DIMMs. In the
prototype these were populated with a total of 96 GB DDR4 memory, fitting
the requirements established by the co-design applications.

The 8 servers that constitute the Booster part of the system are of the
model code-named (Adams Pass), from which four of them fit into a 2U
server. However, in our case only the two lower serves could populate each
chassis. The reason is that the NVMe cards had to be located on the upper

4The 7th link, though available also in the Tourmalet ASIC, is not easily accessible in
the current PCIe board and has therefore not been used in the DEEP-ER Booster.
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slot (connected via a flat PCIe cable), since there was no enough space within
the server enclosure to fix both the NVMe device and the EXTOLL Tourmalet.
The network topology chosen for the Booster is a (2×2×2) torus.

Memory technologies All nodes in the DEEP-ER prototype (in both
Cluster and Booster) feature a non-volatile memory (NVM) device for
efficiently buffering I/O and storing checkpoints. The chosen technology is
Intel’s DC P3700, an SSD replacement device with 400 GByte capacity that
provides high speed, non-volatile local memory, attached to the node with 4
lanes of PCIe. Extensive experiments and a wide range of measurements with
I/O benchmarks and application mock-ups have been performed, which show
substantial performance increases over conventional best-of-breed SSDs, in
particular for scenarios with many parallel I/O requests, and over state-of-the
art I/O servers.

DEEP-ER has also introduced an innovative memory concept: the net-
work attached memory (NAM). It exploits the remote DMA capabilities
of the EXTOLL fabric, which enable remotely accessing memory resources
without the intervention of an active component (such a CPU). Packed into a
PCIe add-on card, the NAM combines Hybrid Memory Cube (HMC) devices
with a state-of-the-art Xilinx Virtex 7 FPGA to create a high-speed mem-
ory device that is directly attached to the EXTOLL fabric, and is therefore
globally accessible by all nodes in the system. The FPGA implements three
functions: the HMC controller, the EXTOLL network interface with two full-
speed Tourmalet links, and the NAM logic. The HMC controller has been
developed by UHEI and its design has been released as Open Source [28].

A libNAM library has been implemented to give system and application
software running on the DEEP-ER prototype access to the NAM memory
pool, and to enable the execution of any pre-defined functions in the NAM
logic. As a first NAM use-case, a checkpointing/restart function has been
implemented. It uses the NAM FPGA to pull the required data from the
compute nodes and locally calculate the parity information.

The DEEP-ER prototype holds two NAM devices, each with 2 GByte
capacity. Their small size is due to limitations of current HMC technology.
Future implementations can, however, increase capacities and may trigger a
rethinking of memory architectures for HPC and data analytics. In fact, the
NAM-concept is going to be further developed within the successor project
DEEP-EST.

1.5.3 JURECA

The JURECA Cluster, running since 2015 as JSC’s general purpose pro-
duction cluster, has received a Booster module that is attached to it since end
of 2017.
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a Intel Omni-Path Host Fabric Adapter and a Intel XL710 Dual Port 40 G
NIC.

1.6 System Software

The software environment used in the DEEP prototypes and the one in-
stalled in JURECA have many points in common. The few differences between
them come mostly from the more conservative philosophy inherent to a pro-
duction system as JURECA, compared to the more experimental character of
the DEEP research prototypes (newer, higher-risk approaches can be tried out
when full-time operation is not a requirement). The most important software
components are summarised in table 1.2.

1.6.1 System administration

The cluster management software running on the general-purpose clusters
at JSC is ParaStation V5 [9], an Open Source middleware developed and main-
tained by the ParaStation consortium, in which JSC is one of the key members.
ParaStation contains multiple components covering the most important func-
tionalities for management of large-scale, high-performance computer, These
range from low level (e.g. process management for parallel and serial jobs,
support for various high-speed network, hardware monitoring, resource man-
agement), to the higher layers of the programming environment (e.g. MPI,
high-performance parallel file copy).

Its MPI programming environment (ParaStation MPI) is based on MPIch
and relies on its own communication library, named pscom. It is highly scalable
and extendible through a plugin system and supports many different intercon-
nects without application re-linking. The best communication path between
each two nodes is chosen automatically at application start-up. Within the
DEEP projects pscom has been extended with new plugins for EXTOLL and
the EXTOLL-InfiniBand network-bridging protocol (see section 1.6.3. This
way, ParaStation MPI covers all possible communication paths within the
DEEP prototypes. For JURECA, new pscom plugins for the Booster’s Omni-
Path network and the Omni-Path to InfiniBand bridging protocol have been
recently implemented.

1.6.2 Schedulers and resource management

One of the main differences between DEEP’s and JURECA’s software en-
vironments is the utilization of different packages for resource management
and scheduling. JURECA employs SLURM [49], while the Torque [3] and
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TABLE 1.2: Software configuration

Feature DEEP prototypes JURECA

Login Node OS Linux CentOS 6.9 Linux CentOS 7
Compute Node OS Linux CentOS 7 Linux CentOS 7
Cluster Management ParaStation ClusterSuite ParaStation ClusterSuite
Parallel Filesystem GPFS 4.2 (/home) GPFS 4.2

BeeGFS 2015.03 (/work)

Compilers Intel 2017.2.17 Fortran, C/C++ Compiler
GNU 5.3 GNU 5.4.0
PGI 13.4 PGI 17.3

Parallel Programming ParaStation MPI 5.1.9 ParaStation MPI 5.1.9
OpenMP OpenMP
Intel MPI 5.1 Intel MPI 2017.2.174
OmpSs MVAPICH2 (2.2-GDR)

NVIDIA CUDA 8
OpenCL
OpenAcc

Notable Libraries Intel Math Kernel Library 2017.2.174
SIONlib 1.7.1 SIONlib 1.7.1
HDF5 1.8.18 HDF5 1.8.18
netcdf 4.2 netcdf 4.4.1.1
PETSc 3.7.4 PETSc 3.7.6 (and 3.7.5)
SCR 1.1.8
Exascale10

Job Scheduler Moab / SLURM SLURM
Resource Manager Torque/SLURM + ParaS-

tation psmgmt
SLURM + ParaStation
psmgmt

Debugging Tools Intel Inspector
TotalView

Performance Tools Scalasca 2.0b3 Scalasca 2.3.1
Intel Advisor 17.1 Intel Advisor 17.2
Intel Inspector 17.1 Intel Inspector 17.3
Intel VTune 17.1 Intel VTune 17.4
Vampirtrace 5.14.3 TotalView 2017.0.12
Extrae/Paraver 2.5.1 Allinea Performance Re-

ports
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Maui [2] combination is used in the DEEP and DEEP-ER prototypes. This
is the result of a strategic decision taken at JSC shortly before the deploy-
ment of the JURECA Cluster. At that time, and to profit from SLURM’s
much wider use and active development in the HPC community, JSC decided
to move from Torque-Maui/Torque-Moab into SLURM for all its production
cluster systems. Sticking to the new policy, the DEEP prototypes originally
installed with the old management software have been migrated to SLURM.
The modifications to the resource management required to support a Modu-
lar Supercomputer, which had been implemented in Torque/Maui within the
DEEP project, are currently being ported to SLURM.

Independently of the underlying software, in order to properly support a
Modular Supercomputer the resource management system must be able to
handle its heterogeneity. In particular it must be able, for any particular job,
to simultaneously allocate nodes within several compute modules, while being
aware of their different node configurations.

Figure 1.10 shows schematically three fictive application-workloads with
different profiles running on a Modular Supercomputer composed of 5 compute
modules.

• Workload 1: a classic HPC application with a large highly scalable code
part running on the Booster and a smaller low scalable part running on
the Cluster.

• Workload 2: a typical HPDA application, which runs mostly on the data-
analytics module, using the Cluster module for pre-processing and the
Graphics module for visualisation of the results.

• Workload 3: a neuroscience application starting on the Cluster module,
running simulations on the Neuromorphic module, and using GPGPUs
on the Graphics module to run arithmetic-intensive kernels.

The management and scheduling systems employ heuristics to determine
the optimal distribution of user-codes on the system, and to order them in the
queue. Goals of the optimisation algorithms are to give all applications their
required resources, and globally achieve maximal system utilisation. From
the system perspective the latter is more important, as it leads to a higher
scientific throughput. Full system utilisation is possible with a good mix of
diverse applications or, looking it from the opposite perspective, with a system
design tailored to the specific application portfolio.

To explain how the users interact with the scheduler in a Modular Super-
computer, let’s consider as an example Workload 1 in figure 1.10: an applica-
tion that starts its execution on the Cluster part of a Modular Supercomputer
and runs part of its code on the Booster module. In that case, the user places
a request to the job scheduler via a modified version of the qsub command:

qsub -l nodes=cn:cluster+bn:booster "mpiexec -np n <exec>"





28 Contributed CHPCV3 Chapter

data has to be transfered between application parts running on separate mod-
ules. DEEP’s Cluster-Booster protocol provided significant performance ben-
efits compared to a standard store-and-forward implementation. A detailed
discussion of the design and implementation of this protocol, and benchmarks
of the results obtained can be found in [14].

For the JURECA system an own bridge-protocol is being developed at
JSC, together with its partners ParTec and Intel. It will run on JURECA’s
interface nodes and seamlessly connect the InfiniBand EDR network of the
JURECA Cluster, with the Omni-Path fabric of its Booster.

1.6.4 I/O software and file system

Some of the first DEEP users found the memory and storage capacity of
the first generation DEEP prototype was too small, specially on the Booster
side of the machine. Therefore, the second generation prototype (DEEP-ER)
introduced a memory hierarchy (see 1.5.2) as basis to an scalable I/O in-
frastructure. The resulting I/O software platform combines the parallel I/O
library SIONlib with the BeeGFS parallel file system. Together, they enable
the efficient and transparent use of the underlying hardware and provide the
functionality and performance required by data-intensive applications and
multi-level checkpointing-restart techniques.

The I/O library SIONlib [23, 24] acts as a concentration-layer for applica-
tions to most efficiently use the underlying file system. SIONlib compacts all
the data that applications performing task-local I/O need to store into one
or very few large files, easily manageable by the file system. SIONlib runs on
JURECA and the DEEP prototypes. In particular, it plays a key role on the
second generation (DEEP-ER) system, where it builds a bridge between the
I/O and resiliency components of the software stack. SIONlib is used to copy
local checkpoints into the NVM of a companion (buddy) node for redundancy,
and to efficiently store checkpoint-data in the global file system. Both func-
tions work in combination with the scalable checkpointing library SCR (see
section 1.7.3).

The file system on JURECA is GPFS. Though the DEEP prototypes are
also connected to this central JSC infrastructure (used for the /home directo-
ries), their effective (/work) global parallel file system is BeeGFS [21]. BeeGFS
provides a solid, common basis for high-performance, parallel I/O operations.
Advanced functionalities, such as a local cache layer in the file system, have
been added within the DEEP-ER project. The cache domain – based on
BeeGFS on demand (BeeOND) [22] – stores data in fast node-local non-
volatile memory devices and can be used in a synchronous or asynchronous
mode. This speeds up the applications’ I/O operations and reduces the fre-
quency of accesses to the global storage, increasing the overall scalability of
the file system.
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1.7 Programming model

An important amount of the work performed in the DEEP projects was
related to the development of a programming environment that maximally re-
duces the effort of porting applications to the new platform. The components
of the programming model were consciously selected to be the de-facto stan-
dard in HPC: MPI+OpenMP. Adjustments and extensions have been imple-
mented on their lower layers to properly support the Modular Supercomputing
architecture.

This approach aims at hiding the hardware complexity from the end-user.
Runtime environments supporting the hardware features of each module have
been implemented. For example, the MPI library running on each module is
specifically optimized for the network fabric installed on it, and it automat-
ically calls the low-level network bridging protocol whenever an application
communicates between two modules with different fabrics. Admittedly, in such
a case the interface nodes increase the communication latency. The impact of
this restriction is however minimal for the performance of the overall appli-
cation, since the programming model for a Modular Supercomputer foresees
partitioning applications at boundaries involving low-frequency communica-
tion and limited data volume. This is a consequence of the fact that large
portions of the application – comprising internal inter-node communication –
run on each compute module, so that collective operations happen mostly
within the modules, and not between them. Therefore, in this scenario the
term kernel, which is commonly used to describe parts of codes running on
accelerators, is not appropriate. On a Modular Supercomputer the term part
has been chosen to describe the portion of an application offloaded from one
compute module to another.

1.7.1 Inter-module MPI Offloading

The actual offloading process between modules is kept as close to ex-
isting standards as possible. The dynamic process model of MPI-2, namely
MPI Comm spawn, has been chosen to perform the offloading mechanism (see
figure 1.11). It allows spawning processes from one module to another and
provides an efficient way of exchanging data between them using MPI seman-
tics.

MPI Comm spawn is a collective operation performed by a subset of the pro-
cesses of an application starting on a specific module. Its call requires as input
the binary-name and the number of new processes to be started. A new inter-
communicator is returned, providing a connection handle to the children. Each
child calls then MPI Init, as usual, and gets access to the inter-communicator
via MPI Get parent. Both parts of the applications – the part containing the
main() function, and the offloaded part – have their own MPI COMM WORLDs
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be recovered from its buddy and the application can continue with minimum
time-loss. SCR keeps track of the association between host nodes and buddies;
SIONlib takes care that all MPI processes running on a single node jointly
write their checkpoint-date into a single file in the buddy-node; and BeeOND
saves the data itself on the cache-file system on the local NVM, transferring
it asynchronously to the permanent global storage.

Last, but not least, SCR and SIONlib have been extended to enable the use
of the DEEP-ER network attached memory (NAM) pool. Together, they call
libNAM to trigger parity computation on the NAM. This enables application
developers to transparently perform checkpointing/restart to/from the NAM
without modifying their codes.

1.8 Cooling and facility infrastructure

The DEEP prototypes and the JURECA system are manufactured by dif-
ferent hardware providers with diverse integration approaches, what translates
into the use of different cooling technologies.

• DEEP prototype (first generation): Eurotech’s Cluster and Booster
modules use direct water cooling for all nodes. The small GreenICE
Booster uses two-phase immersion cooling to extract heat from elec-
tronics, plus a water cooling loop to condensate the immersion-coolant.
Power supplies, login nodes and external storage are air cooled.

• DEEP-ER prototype (second generation): completely air-cooled.

• JURECA Cluster and Booster: air cooling with water-cooled rack doors.

Physically, the DEEP and JURECA systems are located in two different
computer rooms at JSC, which present also quite different infrastructures.
JURECA sits in the same large hall than JUQUEEN and JUST, while the
DEEP prototypes are hosted in a smaller room specially reserved for experi-
mental systems. Since the cooling technology and room infrastructure in the
production hall is rather standard, here only the free cooling infrastructure of
the DEEP room is described.

Free cooling in the DEEP computer room One of the objectives of
the DEEP projects is to investigate means to keep the power consumption
of HPC systems at bay. In this context, the first generation DEEP prototype
was designed to employ free cooling.

The use of dry coolers instead of chillers to keep the cooling liquid of a
system at an acceptable temperature (up to 40◦ C) saves a significant amount
of power. However, the use of warm-coolant also poses some challenges in
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room down to the cellar of the building, where pumps and heat exchangers are
located. One of the heat exchangers puts the primary cooling loop in contact
with the secondary loop. This runs from the cellar to the outer part of the
building, where a dry cooler is located. The dry cooler is ultimately respon-
sible for keeping the temperature of the secondary loop below 35◦ C, what
guarantees an inlet temperature in the primary loops below 40◦ C. A second
heat exchanger brings the primary loop in contact with the central cool water
distribution of Forschungszentrum Jülich. This connection is foreseen only as
backup, for the very rare occasions (the few hottest days in the summer) in
which the outside air temperature becomes too high to operate the system
using only free cooling.

The primary cooling loop of the DEEP Booster is split into two branches:
one for the large Booster, and one for the small GreenICE Booster. Valves
and control sensors at various parts of the infrastructure guarantee that the
coolant is kept at the desired temperature and pressure at each point of the
loop. Additionally, probes of the primary loop coolants are taken regularly
to analyse their chemical composition. Conductivity and pH are particularly
carefully controlled.

1.9 Conclusions and next steps

The Modular Supercomputing architecture is the result of more than a
decade experience gathered at the Jülich Supercomputing Centre (JSC) in the
co-development, operation, and maintenance of high performance computers.
The motivation behind this new approach to heterogeneous computing is to
enable a most efficient use of the computing resources, while providing appli-
cation developers with all necessary tools to take the step from Petascale to
Exascale computing.

JSC recognized very early that no single technology could ever satisfac-
torily fulfill the requirements of all its diverse user communities. Specially,
if the resulting HPC system should become both user-friendly and energy
efficient. Therefore, JSC initiated a dual supercomputing approach by simul-
taneously operating two production machines: a general purpose cluster and a
massively parallel computer. Users were channelled to the system best suiting
their needs: low/medium-scalable with high data-management to the cluster,
and high-scalable to the massively parallel. However, an intermediate type of
applications was identified, which could profit from some characteristics of
both architecture branches. This lead JSC to create the Cluster-Booster ar-
chitecture, which basically brings the dual supercomputing approach into one
single platform. This concept has been implemented already in two prototype
systems (DEEP and DEEP-ER), and is currently going into production with
JURECA.
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The Modular Supercomputing architecture generalizes the idea of segre-
gating heterogeneous resources into individual, interconnected compute mod-
ules. Advantages are expected – as demonstrated with the Cluster-Booster
approach – from the high flexibility that the concept offers to users, its per-
fect match for very diverse application requirements [35], and the possibility
to naturally integrate exotic technologies not yet widely available in the HPC
environment.

The DEEP-EST research project will create a first incarnation of the Mod-
ular Supercomputer architecture and demonstrate its benefits. The exact con-
figuration of the DEEP-EST prototype, which shall be installed in 2019, will
be determined in close co-design between applications, system software and
system component architects. It will include three modules: a general pur-
pose Cluster module and an extreme scale Booster (together supporting the
full range of HPCs applications), and a Data Analytics module (specifically
designed for high-performance data analytics (HPDA) workloads). Goal is to
cover the needs of both HPC and HPDA user communities, contributing to
the convergence of both worlds. It shall also allow methodologies applied on
HPC and HPDA to be combined for solving increasingly complex simulation
and data analysis scenarios. Proven programming models and APIs from HPC
(MPI and OpenMP/OmpSs) and from HPDA will be extended. Added to a
significantly enhanced resource management and scheduling system, the re-
sulting software stack shall enable straightforward use of the new architecture
and achieve highest system utilisation and performance. Six ambitious, full-
fledged applications from HPC and HPDA domains will drive the co-design,
serving to evaluate the DEEP-EST prototype and demonstrate the benefits
of its innovative Modular Supercomputer architecture.

Already now JSC is preparing the first step towards the implementation
of the concept at large scale. In fact, the JUWELS system will be a Modular
Supercomputer. Its first module, a general purpose Cluster, will be installed in
Q2/2018. In the next few years, it will be complemented with further modules,
with hardware and software designs tailored to JSC’s user’s needs.
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[9] Jülich Supercomputing Centre. JUST: Jülich Storage Cluster web-
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