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Abstract

Tungsten is the most promising first wall material for nuclear fusion reactors. One disad-
vantage, however, is its intrinsic brittleness. Therefore tungsten fiber reinforced tungsten
(Wf/W) is developed for extrinsic toughening. Wf/W can be produced by chemical va-
por deposition (CVD), e.g. by reducing WF6 with H2 using heated W-fibers as substrate.
However, it still needs to be optimized regarding relative density and fiber volume fraction.
The decisive factor is the tungsten deposition rate, which depends on the temperature and
the partial pressures. For this dependence, however, there are controversial results in the
literature. In this article a new rate equation is presented, in which different literature
equations are partially adapted and combined. It adjusts the WF6 reaction order between
one and zero, depending on the temperature and the H2 and WF6 partial pressure. For
validation, a simplified experimental setup with a single fiber was designed, which provides
very well defined boundary conditions while varying the CVD process parameters heating
temperature, pressure, gas flow rate and gas inlet composition. The experimental runs were
simulated with COMSOL Multiphysics. The model was successfully validated by measure-
ments of the WF6 consumption rates (< 2 to 100%), deposited tungsten masses and spatially
high-resolved tungsten deposition rates.
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Nomenclature

i, j Placeholder for species (WF6, H2, HF or W)

Dij Binary diffusion coefficient [m2 s−1]
Deff,i Effective diffusion coefficient [m2 s−1]
EA Activation energy [Jmol−1]
k0,1,2 Constants for deposition rate equation [m s−1 Pa−(n+1/2)]
kB Boltzmann constant [1.381× 10−23 J K−1]
Mi Molar mass [g mol−1]
∆mW Deposited mass of W [g]
N Number of gas species [-]
n Reaction order
Ptot Total pressure [Pa]
pi Partial pressure [Pa]
R Gas constant [8.314 Jmol−1K−1]
RW Deposition rate of W[m s−1]
Rexp Experimental RW [m s−1]
Rsim Simulated RW [m s−1]
RWF

6
dep. RW, dependent on pWF

6
[m s−1]

RWF
6
indep. RW, independent on pWF

6
[m s−1]

S Reactive sticking coefficient [-]
T Temperature [K]
TH Heater temperature [K]
T ∗ Reduced temperature = kBT/ǫij [-]
∆t Deposition duration [s]
UWF

6
Consumption rate of WF6[-]

V̇i Volume flow rate [sccm]
xi Mole fraction [-]

ǫij Lennard-Jones potential parameter [J]
ρ0i Standard density [g/cm3]
σij Collision diameter [m]
Ω Collision integral [-]
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1. Introduction and motivation

The development of high-performance materials is essential for revolutionary future en-
ergy systems. For example, dealing with the enormous nuclear fusion power is one of the
ultimate challenges in the design of a fusion power plant [1, 2, 3]. In the current designs,
the fusion ash and other plasma contaminants are diverted out of the fusion vessel by di-
vertors, which are the plasma facing components that must withstand the most extreme
conditions. For a cost-efficient fusion power plant, the divertor material must provide rea-
sonable operational lifetime despite enormous heat and particle fluxes, high-energy neutron
bombardment, plasma erosion and thermal cycling [4]. In addition, the material is required
to have a high thermal conductivity, should not produce long-living radioisotopes due to
transmutation, and should not trap much hydrogen. Pure tungsten (W) is currently the
main candidate material as it best meets these requirements. A major concern, however,
is its intrinsic brittleness and its susceptibility to further embrittlement while exposed to
neutron bombardment and overheating [5].

To overcome this disadvantage, tungsten fiber-reinforced tungsten (Wf/W) is currently
being developed. Potassium doped drawn W fibers are coated by an Y2O3 interface and
afterwards embedded into a W matrix. The interface allows for several crack dissipating
mechanisms that lead to a pseudo-ductile composite behavior, even for a brittle matrix and
brittle fibers – similar to fiber reinforced ceramics. Two different production routes are devel-
oped [5]. On the one hand, randomly orientated W short fibers are mixed with a W powder
and sintered under high temperature and pressure [6, 7, 8]. On the other hand, arranged long
fibers are used as a substrate for a chemical vapor deposition (CVD) process [9, 10, 11]. The
main advantages of the latter route are significantly lower production temperatures, having
no mechanical impact during fabrication, and an enhanced fiber reinforcement due to the
allowance for purposefully fiber positioning. However, the process is more complex and a
fully dense composite with a sufficiently high fiber volume fraction (30 - 40%) could not be
achieved yet. During deposition, the process gas needs free access to all growing surfaces
as long as possible. Otherwise, if the growing matrix seals open domains too early, pores
will remain, as it happened in the Wf/W composite shown in Figure 1. These pores weaken
the mechanical properties and the thermal conductivity. A deep process understanding is
necessary to optimize the relative Wf/W density via the CVD process parameters and via
the geometric fiber setup. For achieving this understanding, a CVD model is currently being
developed.

This article presents the first development step of this model, which focuses on the
influence of the CVD process parameters on the W deposition rate. The article starts
with a review about the CVD of W and its reaction kinetics, pointing out the still open
questions. In the next sections, a new experimental design and a new model for the CVD
of W are described. The simulation results are validated regarding the W deposition rate,
the deposited mass and the WF6 consumption. Finally, it is shown that the proposed
solution is not only able to explain the results of this study but also to explain the apparent
controversies found in the literature.
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W deposition rate RW. As a result, Equation 2 was found and widely accepted.

RW = k0 exp

(

−
EA

RT

)

[pH
2
]1/2[pWF

6
]n (2)

with the symbols explained in the section Nomenclature.
Simplified rate equations, such as the one above, have the advantage of being able to

predict RW with a relatively small amount of input data. Once the semi-empirical constants
EA, k0 and n are known, (theoretically) only T , pH

2
and pWF

6
are needed. Thus, the efforts

to find reasonable values for EA, k0 and n were high. However, especially the search for the
value of n led to a controversial discussion: Mostly it is stated that n is zero [19, 20, 21, 22]
or that it is zero as long as there is sufficient WF6 [23, 24], with the H2 dissociation being
the rate-limiting step. For this case, several authors used an Arrhenius plot (ln(RW) vs.
1/T ) to obtain EA and k0, as listed in Table 1.

Table 1: EA and k0 from different publications. The k0 unit conversion is based on a W density ρW,bulk of
19.25 g/cm3 [25, 26])

EA k0 k0
[kJ/mol] [×10−6 Pa−1/2m/s] [Pa−1/2mol/m2/s]

67.0 15.4 ± N.A. 1.57 ± N.A. [23]
69.0 16.3 ± 4.8 1.70 ± 0.49 [19]
73.0 68.0 ± N.A. 6.93 ± N.A. [21]

On the other hand, Van de Putte et al. [27] observed, n=1/6 for low pWF
6
and n=0

for high pWF
6
, within the same experimental setup for a fixed T and two different similar

total pressures Ptot. Bryant and Oosterlaken et al. observed n being 1/6 [28, 18], whereas
Oosterlaken et al. measured pi in situ 17mm above the reaction surface via laser Raman
scattering.

However, McInerney et al. proposed n=1 or n=1/6 [29] depending on the WF6 surface
concentration. They investigated RW within nano-trenches for different trench aspect-ratios,
T and WF6 flow rates. Further, they found a way to express n as a function of RW and the
reactive sticking coefficient S, without a need for the near-surface pWF

6
. Since the trench

widths were smaller than the free mean path of the WF6 gas molecules, the WF6 flow into
the trench was simulated under consideration of geometric view factors, which took into
account that the trench walls partially shaded the adsorption sites. The guess for S was
refined with transient simulations iteratively, until the final RW-profiles, within the trenches,
matched to experimental scanning electron microscopy (SEM) results. They concluded that
the WF6 adsorption limits the rate if the WF6 surface concentration is very low (n = 1),
and that HF desorption limits the rate if the surface is saturated with WF6 (n = 1/6).

On the other hand, Creighton suggested that HF desorption is very unlikely the rate-
limiting step as it happens very fast and with a low activation energy [30]. Creighton also
observed a decrease in RW for a pWF

6
above a certain threshold, which can only be described
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with a negative n. Further, Creighton reported that if the ratio of H2 to WF6 continues
to decrease, the RW can become zero or even negative due to etching of W atoms caused
by WFx sub-fluoride desorption. Finally, Creighton suggested that the experimentally often
observed zeroth order of n is nothing else than the transition from a positive n to a negative
n. However, Creighton was not able to describe the observed deposition rates quantitatively.

Arora and Pollard derived a 1D model using statistical mechanics, transition state theory
and bond dissociation enthalpies, to identify the major reaction pathways and rate constants
[31]. Taking into account 21 sub-species and 65 surface processes, they reported the rate-
limiting steps to be either the conversion of WF4 to WF3, or the removal of adsorbed F by
H2.

With better computers it became feasible to enhance the simplified or even detailed rate
equations with fluid dynamics and heat transfer simulations, including reactor geometries.
Thus, more realistic inner surface conditions could be calculated based on the external pro-
cess conditions, leading to a better matching and understanding. Kleijn et al. implemented
Equation 2 with n = 0 in the commercial fluid flow simulator Phoenics for the optimization
of CVD processes for blanket W depositions [24].

Later on, Kleijn’s group implemented the detailed rate equations from Arora and Pollard
[15, 16, 17]. Their approach of combining the Arora model with CVD reactor simulations
allowed for describing the selectivity loss of the W deposition. The term selectivity loss
refers to the phenomena that W deposits, at high pressure and high temperature, not only
on metallic but also on oxidic surfaces, which needs to be avoided for the ULSI circuit
production. In addition, it covers the negative n for WF6:H2 over-stoichiometry as observed
experimentally by Creighton [30]. However, it does not result in n = 0, as experimentally
observed for changing pWF

6
over 2-3 orders of magnitude.

In summary, many different observations and conclusions have been made regarding
the tungsten deposition kinetics, still leaving the open question: Which model, which rate
equations and which values for n, EA and k0,1,... should be used? To find the answer, new
W deposition experiments with very carefully monitored process conditions were performed,
which are described in the next section.

3. Experimental procedure

The goal of the experimental design was to get RW results for a wide range of process
parameters (heater temperature TH , total pressure Ptot, and gas flow rates V̇ inlet

i ) with high
precision and spatial resolution. In addition, a large range of UWF

6
values (< 5 to 100%)

should be obtainable. The experimental setup is shown in Figure 2.
Each sample was a unit consisting of a stainless steel (EN 1.4571) tube, a coaxially

mounted W fiber, and two fiber holders (EN 1.4571). The W fiber had an outer diameter
(OD) of 150µm, while the tube had an OD of 10mm and a wall thickness of 1mm. Both
had a length of 220mm. For each process parameter set, a new uncoated sample-unit was
connected to the vacuum system of the CVD chamber via swagelok compression fittings.
Secondly, for high thermal contacts, cylindric heaters were clamped around half shells filling
up the space to the tube. The half shells (EN 1.4571) had a inner diameter of 10mm, an
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Figure 2: Experimental setup for the CVD of W inside a steel tube and on a coaxially aligned W fiber. a)
Photograph, b) 3/4 slice of the sample-unit and the half shells allowing for thermal contact from the heaters
to the tube, c) Close-up of the upper fiber holder.

OD of 48mm, a lengths of 53mm and an axial distance of 13 mm. Thus, each sample unit
can be considered as a ”hot-wall reactor” heated from the outside along two zones. The
first and upper zone acted as a pre-heating zone (533K), while in the second zone TH was
varied during the parameter study. The thermocouple, used for controlling TH (Figure 2, b,
▽-symbol), was inserted tightly into a groove that was cut into the inside of the main heater
filler material (14mm long, from the bottom).

During heating up to thermal equilibrium, V̇ inlet
H

2

and Ptot were set to values as in the
corresponding following experimental run. Additionally, only during heating up, an Ar gas
flow (=2· V̇ inlet

WF
6

) was applied. In this way, TH did not change significantly by switching from
Ar to WF6, which started the deposition. The used process parameters are listed in Table 2.

The W deposition thicknesses were evaluated based on optical microscopy. Each coated
fiber was carefully taken out of the tube being still fixed to its upper holder, in order to
preserve the axial position as mounted inside of the tube. The fibers were captured in one
piece against a bright background. The inside coated tubes were filled with embedding ma-
terial, sliced lengthwise and polished down to the half before capturing. A python script
was written to measure the W thickness for each pixel column along pictures with a height
of > 700 pixel, a lengths of > 100 000 pixel and a resolution of 1.36µm/pixel. An example re-
sulting from this thickness measurement is provided in Figure 3. The complete experimental
results will be shown comprehensively after the model description, while being compared to
the simulation results.
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The total W mass gain ∆mW,exp was obtained by weighting each sample-unit (tube, fiber,
fiber holders), together with its swagelok nuts and cutting rings, before and after deposition.

The experimental WF6 conversion rate UWF
6
,exp was estimated according to Equation 3.

UWF
6
,exp equals the converted WF6 mass divided by the total WF6 mass, which was sent

into the heated tube.

UWF
6
,exp =

converted mWF
6

sent in mWF
6

∼=

∆mW,exp ·
MWF

6

MW

V̇ inlet
WF

6

·∆t · ρ0WF
6

(3)

The converted WF6 mass was estimated via ∆mW,exp and the mol ratio of WF6 and W. The
total amount of sent in WF6 mass was calculated via V̇ inlet

WF
6

multiplied by the deposition

duration ∆t and the standard density of gaseous WF6 (12.4 kg/m3 [32]).
The T distributions inside of the samples, where the W deposition took place, have

the largest impact on RW, and are therefore crucial for the presented study. Since it is not
possible to know them just from a single value (TH , controlled by a single fixed thermocouple
on the outside of the tube), an additional modified setup has been designed to measure the
inner T -profiles as a function of the process parameters (TH , Ptot, V̇

inlet
i ). In this setup,

graphite greased thermocouples with an OD of 0.5mm were moved along the inner of two
stainless steel capillaries with an inner diameter of 0.6mm. One capillary was tightly fitted
into a round groove, which had been eroded into the inner tube surface. The other one was
placed in the tube axis replacing the W fiber (Figure 4). The wall thickness of the capillaries
was chosen at only 0.1mm to measure the T closely, but still feasibly, below the reaction
surface. The fixed capillaries and movable thermocouples penetrated the ”L”-connection at
the bottom (Figure 2, a). Below, the thermocouples were clamped both to the same digital
calliper. T -profiles were acquired by opening the calliper in 3-4mm steps manually, and
thus pulling the tips out, while the T and positional values were recorded by a script.

capillaries

thermo-

couples

Figure 4: 3/4 slice of the modified sample head to measure the inner T with a high spatial resolution.

All T profile measurements were carried out subsequently, using the same described
modified setup. After moving the thermocouple tips, it took for each single data point
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4.1. Fluid dynamics

The gas mixtures are considered as contina. For the mono-species H2, WF6, and HF, the
heat capacity was fitted to tabulated data from Barin (Ed.) [35], while the gas density, dy-
namic viscosity, and thermal conductivity are calculated from the Lennard-Jones parameters
ǫ/KB, σ and µD as in [36]. The spatially resolved gas mixture properties are calculated by
COMSOL Multiphysics [33], based on the mono-species values and the local mass fractions.
Similar equations can be found in [24]. Further, the gas flow was assumed to be laminar.
This assumption was verified as final step again, by calculating via Equation 4 the Reynolds
number Re to be ≪ 2000, as described in [34].

Re =
dvρ

η
(4)

with the inner tube diameter d=8mm, and the cross-sectional-averaged gas velocity v, the
gas mixture density ρ and dynamic viscosity η taken for each ID from the simulation results.

The ordinary molecular diffusion (concentration gradient driven) is modelled following
the Wilke-approximation [37]. Fairbanks and Wilke proposed that the effective diffusion
coefficients Deff,i can be described with Equation 5.

Deff,i = (1− xi)

(

N
∑

i=1,j 6=i

xj

Dij

)−1

(5)

The binary diffusion coefficient Dij can be estimated via the kinetic gas theory [36]. Kui-
jlaars specified the following empirical formula for Dij [15] by using the empirical correction
from Wilke and Lee [38]:

Dij = (6.77− kM0.0492) kM
T 3/2 × 10−4

Ptotσ2
ij Ω(T

∗
ij)

(6)

with kM =
√

1
Mi

+ 1
Mj

and with Ω(T ∗
ij) being the collision integral, which is a stepwise defined

function of the reduced temperature T ∗ = kB T/ǫij, tabulated in e.g. [36]. To reduce the
needed model input and the computational effort, Ωij(T

∗) was fitted as a function of T for
each species pair in the mixture of H2, WF6 and HF. These fits were inserted into Equation 6
and fitted again to simplified functions depending only on T and Ptot. The result of this
procedure is shown in Equation 7. The error of using Equation 7 instead of Equation 6 is
less than 0.64% for T between 300 and 1200K.

Dij =
2
∑

k=0

ak · T
k

Ptot

(7)

with a0, a1, a2 listed in Table 3.
In addition, it was tested to describe the ordinary diffusion using the more computational

costly Stefan-Maxwell formulation [39] instead of the Wilke-approximation. Further, also
thermal diffusion [36] was included. Both attempts resulted, for the present experimental
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Table 3: Polynomials a0, a1 and a2 to calculate Dij according to Equation 7.

a0 a1 a2
ij [Pa m2s−1] [Pa K−1m2s−1] [Pa K−2m2s−1]

H2 WF6 −2.518 1.521× 10−2 1.459× 10−5

HF WF6 −6.384× 10−1 2.922× 10−3 5.583× 10−6

H2 HF −4.832 2.885× 10−2 3.498× 10−5

setup, in a negligible difference compared to using only the Wilke-approximation as described
above. The reason is that this setup is dominated by convection in combination with only
very small T gradients perpendicular to the inner surfaces.

4.2. Heat transfer

COMSOL Multiphysics in-built functions were used for simulating thermal conduction,
convection and radiation [33]. The heater temperature TH was not simulated directly, but
instead a simulated heating power was controlled to match TH at the same position, at
which the controlling thermocouple was placed in the experiment. This was necessary to
simulate the convective cooling of the inner surfaces by the inflowing gas. The simulations
were conducted transiently, whereby the growing W coating was taken into account by a
deforming mesh. The deposited W changes the effective heat conductivity, especially in axial
direction. This effect leads to an increasing heating power during the deposition process,
which was observed in the simulation as well as experimentally.

The real values of the thermal losses to the surrounding, and especially of the gap
conductance between the outside of the steel tubes and the inside of the clamped half
shells, are not accessible for validation. However, their values become narrowed down by
many experimental results, which are accessible. For example, a higher gap conductance
increases the maximum and the broadness of the T -profiles and thus increases also the WF6

consumption. Further, a higher gap conductance reduces the influence of the convective gas
cooling and therefore shifts the axial position of the W coating on the fiber towards the
center of the heating zone.

Therefore, firstly the thermal losses and the gap conductance were chosen to satisfy
19 sets of experimentally recorded T -profiles (at tube and fiber position). The T -profiles
include measurements without gas flow or with only H2 flow for different TH and Ptot. They
include further the measurements for the process parameters as in Table 2 for #1089, #1091,
#1095 – 1100 (lower RW). Secondly, the T -profiles were modelled for the missing IDs with
just the process parameters as changing input. Finally, the values for the thermal losses
and the gap conductance were refined to satisfy additionally the experimental data of all
15 WF6 consumption rates and axial positions of the W coating thickness peaks along the
fibers.

It was found that the gap conductance has to increase with TH , which is meaningful,
since a higher thermal expansion leads to a higher contact pressure.
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4.3. Chemistry and rate equations

Negative n are of no concern for the synthesis of Wf/W, since the H2 to WF6 ratio is
kept > 3. In addition, the avoidance of a selectivity loss does not need to be considered for
Wf/W. Therefore, it was decided to neglect detailed sub-reactions and sub-species, such as
WFx with x< 6. Gas bulk reactions were neglected as well. Instead, fast-solving simplified
rate equations (8, 8a and 8b) were used to describe the chemical reactions at the surface.
The finding of Equation 8 is the major outcome of the presented article and will be validated
and discussed in the following sections. Equation 8a was used as suggested by McInerney
et al. [29], since no further adjustment was necessary. Equation 8b, however, was adjusted
in its semi-empirical constants EA and k0 with respect to the experimental and simulated
data from this work. The adjusting procedure is described in the last section, before the
summary. This section order was chosen, because the procedure, which inhabits several
complicated iterative steps, is easier to understand after the experimental and modeling
results have been shown and discussed.

The species mass fluxes, towards (WF6, H2) and originating from (HF) the reactive
surface boundaries, as shown in Figure 5, are calculated via the stoichiometry, resulting
from Equation 1, in conjunction with the reaction rate (Equation 8). The heat of reaction
is calculated via the thermodynamic properties of the species as listed in Table 7 in the
appendix. Rsim (Equation 8) was smoothly set to zero starting at pWF

6
< 0.3Pa or < 473K,

to achieve faster convergence without any physical relevance for this setup.
Further simulated quantities, used for validation, were ∆mW,sim and UWF

6
,sim. Since

the simulated sample cannot just be weighted as the real one, ∆mW,sim was obtained by
multiplying the simulated deposited W volume with the density of CVD W (19.25 g/cm3

[25, 26]). On the other hand, UWF
6
,sim is simply accessible via Equation 9.

Rsim = min(RWF
6
indep., RWF

6
dep.) (8)

with RWF
6
dep. from Equation 8a and RWF

6
indep. from Equation 8b.

RWF
6
dep. =









1

k1 pWF
6

+
1

k2 exp

(

−EA

RT

)

[pH
2
]1/2[pWF

6
]1/6









−1

(8a)

with EA = 64 kJ/mol, k1 = (32.63 ± 2.88) ×10−9 ms−1Pa−1 and k2 = (45.79 ± 1.28) ×10−7

ms−1Pa−2/3, [29].

RWF
6
indep. = k0 exp

(

−
EA

RT

)

[pH
2
]1/2 (8b)

with EA = (73.7 ± 0.9) kJ/mol and k0 = (3.99 ± 0.51)molm−2s−1Pa−1/2 = (38.22 ±

4.85) × 10−6 ms−1Pa−1/2.

UWF
6
,sim = 1−

V̇ inlet
WF

6
,sim ∆t

∫ ∆t

0
V̇ outlet
WF

6
,sim dt

(9)

13



with V̇ inlet
WF

6
,sim constantly being equal to V̇ inlet

WF
6

(Table 2), thus no integration is necessary.

And with V̇ outlet
WF

6
,sim decreasing over time, because as the W grows, the T -profiles become

slightly broader. This indeed led to, depending on the process parameters, an increase of
UWF

6
,sim between 0.02 and 3.3%, from the start to the end of a deposition.

5. Results and model validation

This section will firstly provide simulation result examples as color maps within the 2D
axial-symmetric geometry, followed by a detailed comparison of the simulated versus the
experimental results. Figure 6 shows how the gas mixture flows in from above and is heated
in the hot area where the CVD reaction takes place so that W is deposited while WF6 and
H2 are consumed.

These kind of plots are well suited as introduction, since they help to develop a first
process understanding, and to check the simulation for plausibility. However, to precisely
compare the simulated and experimental results, as next step, T and RW are plotted as
lines (simulated) and as symbols (experimental) along the fiber and the inner tube surface,
in z direction. Lines for pi are included as well to overview all important quantities, which
determine RW. In Figure 7 the comparison for the pinletH

2

-variation is depicted. The simulated
results match very well to the experimental results. The results were averaged over ∆t,
except for the experimentally acquired T , which was measured only once, as described in
the last part of the experimental procedure (section 3). The deposition rate RW rises with
increasing T within the main heating zone and with increasing pH

2
. The V̇ inlet

tot was chosen
high, so that pi stayed almost constant along the tube length. This was done in order to
nearly rule out the influence of depletion, aiming for a modeling simplification, to start
with. However, for such high V̇ inlet

tot , thermal effects need to be considered more carefully.
The different outlet pressures lead to different gas velocities. Consequently, especially on
the fiber, the different gas velocities lead to different amount of convective cooling (T drop)
and to an x-axis-shift of the RW-peak. But finally, this kind of effects, which were measured
experimentally, could also be correctly implemented into the model, as the results show in
Figure 7, right column.

The next plot-group, Figure 8, shows the model validation for the variation of TH . Besides
the higher TH , V̇

inlet
tot is significantly lowered, compared to the series, shown before. This was

done, to also investigate the effect of WF6 depletion on RW. The lowest sub-plot row shows
how pH

2
and pWF

6
decrease, while pHF increases. As expected, this conversion increases with

increasing TH . As it can be seen in the left sub-plot column, for TH =913K, RW collapses
to zero still within the hot area. This collapse leads to an intersection with the RW curve
for 873K, since here UWF

6
is only 90% so that RW does not suffer from fully WF6 depletion

and stays, towards the end of the main-heating zone, higher than RW for TH =913K. This
can be observed experimentally and is also covered well by the model.

Regarding RW on the fiber, the same can be observed in the right sub-plot column, but
less pronounced. The reason for this is that UWF

6
is slightly lower on the fiber due to a

smaller surface area and due to a slightly narrower T peak, caused by the convective cooling
from the incoming gas.

14



Figure 6: 2D simulation results in the final time step with color maps for a) T and b) pWF
6
, for different

V̇ inlet
tot (#1101 and #1094). The vectors depicts the gas flow direction with the lengths being proportional

to the flow rate. At the fiber surface (radius r = 0.075 cm) and the inner tube surface (r = 0.4 cm) the
simulated W coatings can be seen within the hot area.
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rate equations are limited to pWF
6
< pH

2
/3, because for higher pWF

6
there is not yet suffi-

cient data. Further, the experimental pWF
6
variation of Creighton [30] is not included due

unknown T and due to unusual high RW for the reported pressure regime.
Taking into account the work by the various authors together with the new findings of

this work, the overall understanding of the W deposition kinetics is proposed as following.
Figure 12 shows a sketch, which is divided into four zones for the different reaction orders.

W
[m

/s
],

 l
o
g
 s

ca
le

I II III IV
higher

H2

higher T

Partial pressure WF6 [Pa], log scale

H2 WF6

I 0 1

II 1/2 1/6

III 1/2 0

IV n.a. < 0

Figure 12: Schematic behavior of RW versus pWF
6
, divided by black dashed vertical lines into four zones

of different reaction orders nH
2
and nWF

6
. The colored dashed vertical lines mark the repositioning of the

zone transitions for changing T or pH
2
. In this sketch, the curves are based on equations only in the zones

I – III.

Zone I. For pWF
6
<< pH

2
, RW increases linearly with pWF

6
[24, p.95], [29, 30]. Here the

surface is saturated with H2 so that nH
2
goes against zero and the incoming F atoms of each

adsorbed WF6 atom can be directly carried away by already on the surface dissociated H
atoms [30, 42]. Thus WF6 adsorption is the rate-limiting step.

Transition zone I → II. With increasing pWF
6
the amount of H on the surface is reduced

continuously. Thus, near the transition for I → II, nWF
6
changes smoothly from 1 to 1/6 and

nH
2
from 0 to 1/2 [29]. In fact, Creighton’s investigations of the pH

2
dependence [30, Fig. 3]

showed the existence of this transition with nH
2
values between 0 and 1/2 experimentally.

Zone II. The rate-limiting step in this zone is suggested to be HF desorption [18, 29] or the
conversion of WF4 to WF3 [31].

Transition zone II → III. Finding the existence of the transition from zone II to III [Fig-
ure 9a, Figure 11] and a quantitative description [Equation 8, is a major outcome of the
present article. However, it should be noted that the transition is in reality smoother than
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it results from Equation 8 (s. Figure 9a). It is possible to smoothen the transition by using
Equation 10.

R′
sim =

(

1

[RWF
6
dep.]m

+
1

[RWF
6
indep.]m

)−1/m

(10)

with m = 1 resulting in that R′
sim significantly underestimates Rexp, and with m → ∞

resulting in that R′
sim converges to Rsim (Equation 8). A value in between would result in a

better match. However, Equation 10 is not involved in the presented simulations, because it
strongly increases the computational effort while having only a small influence on the results,
and this only at the transition. In addition, more experimental data would be required first,
to acquire a value for m.

Zone III. Most results in the literature and this work can be found for this zone with nWF
6

= 0 and H2 dissociation being the rate limiting step [23, 19, 20, 21, 22, 24]. The height and
broadness of the plateau in Figure 12, as a function of T and pH

2
, is determined by the semi-

empirical constants EA and k0. This zone provides typical and stable process conditions for
ULSI technology without oversaturation of any of the species, so that RW is least affected by
depletion. Therefore, also pore infiltration processes, such as the synthesis of Wf/W, should
be driven here, for the most possible uniform pore filling. With the help of the presented
model V̇ inlet

WF
6

can be determined to be as low as possible, for lower production costs, and as
high as necessary to safely stay in Zone III.

Zone IV. For pWF
6
higher than a value in between pH

2
/3 and pH

2
, F becomes the majority

surface species and hinders H2 adsorption and dissociation, so that RW decreases again
[30, 31]. As shown by Creighton, this can lead to the extreme that RW becomes even
negative due to etching [30].

7. Simulation enhanced input for the Arrhenius plot

This section describes the procedure for obtaining the values for EA and k0, as they were
given in Equation 8b. Generally, RW data is needed together with its corresponding T and
pH

2
data. For RW, Rexp,max along each fiber and tube were taken (Table 5, Table 6), since

here, transient effects play a minor role, in contrast to the flanks of the RW-curves. However,
the corresponding T and pH

2
cannot be obtained trivially.

Step 1. As first estimation, T was set to TH , and pH
2
was estimated via Ptot multiplied by

V̇ inlet
H

2

divided by V̇ inlet
tot . This data was used to create an Arrhenius plot (ln(R/pH

2
) vs. 1/T )

with two data points (fiber, tube) for each of the 15 process parameter sets. The result
is shown together with literature data in Figure 13a. Using Python SciPy [43] for linear
fitting, EA results here in (75.9 ± 1.6) kJ/mol, and k0 in (10.34 ± 1.08)µms−1Pa−1/2.

Step 2. The estimation of T and pH
2
at the position, where Rexp,max was measured, can lead

to large errors. For example, the T at the fiber surface of #1096 was significantly lower than
TH , due to convective cooling (similar to the final result, shown in Figure 7). Furthermore,
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Table 4: Influence of different Arrhenius plot input on EA and on the relative k0 fitting error, as explained
in the three steps in this section.

Input for EA
∆k0
k0

Step T pH
2

filter [kJ/mol] - Fig.

1 TH inlet, estimated none 75.9 0.23 13a
2 simulated at Rsim,max none 72.8 0.18
3 simulated at Rsim,max pWF

6
indep. 73.7 0.13 13b

8. Summary and conclusions

The dependence of the W deposition rate (RW) on the WF6 partial pressure (pWF
6
)

is discussed controversially in the literature. The experimental results and considerations
of Van der Putte [27] and Creighton [30] indicated already that the pWF

6
dependence is

determined by pWF
6
and pH

2
. However, no quantitative description was available. This is

the gap of knowledge, which was addressed in this article. A new model was developed and
validated by new experiments. For the commonly used case of H2 overstoichiometry, the
resulting rate equation describes well the most experimental data in the literature and all
the data in this article.

The rate equation (Equation 8a) from McInerney et al. [29], which depends on pWF
6
, is

found to be valid only at low pWF
6
. On the other hand, the commonly used rate equation,

which is independent of pWF
6
(Equation 8b), is found to be valid only at higher pWF

6
(but

< 3 pH
2
). The transition location between the low and high pWF

6
regime depends mainly on

the temperature (T ) and negligible on pH
2
. This dependence can be included self-consistently

by taking always the minimum of Equation 8a and Equation 8b, which describes the reac-
tion limiting step. The resulting combined rate equation (Equation 8) was implemented in a
transient 2D axial-symmetric COMSOL Multiphysics model, including the complex coupling
of energy and mass transport phenomena with chemical reaction kinetics. In addition to the
validation of RW via optical microscopy, simulated T -profiles were validated by measuring
near-surface T -profiles in high spatial resolution. Furthermore, the simulated partial pres-
sures were validated indirectly via the WF6 consumption rate, deduced from experimentally
WF6 flow rate and W mass gain measurements.

For the low pWF
6
regime, the semi-empirical constants EA, k1, and k2 from Ref. [29] led

to a good agreement. However, for the high pWF
6
regime, new values are suggested for EA

and k0. By simulating T and pH
2
at the actual reaction location, the input for an Arrhenius

plot was improved, which lowered the fitting error significantly. In this way, EA and k0
resulted in (73.7 ± 0.9) kJ/mol and (38.22 ± 4.85)µms−1Pa−1/2, respectively.

The new rate equation, presented and validated in this article, makes it possible to
predict RW quantitatively as function of T , pH

2
and pWF

6
for a much larger pWF

6
range

compared to what was previously available in the literature. This is particularly necessary
to comprehensively model the production of Wf/W, since here, pWF

6
should start high, but
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eventually decreases to zero within the pore structure.
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10. Appendix

Table 5: Inside the steel tube: Rexp,max, Rsim,max, and T and pi at Rsim,max.

Rexp,max Rsim,max T@Rsim,max pH2
@Rsim,max pWF6

@Rsim,max

ID [nm/s] [nm/s] [K] [kPa] [kPa]

1086 121.7± 8.4 125.1± 8.3 874.6± 6.6 6.85± 0.16 0.51± 0.06
1088 62.5± 3.3 66.9± 5.8 875.4± 6.5 1.92± 0.03 0.19± 0.0
1089 28.8± 2.3 32.3± 4.8 874.7± 6.6 0.56± 0.07 0.06± 0.01
1090 139.4± 5.1 134.4± 11.1 871.4± 6.9 8.52± 0.01 0.35± 0.02
1091 133.2± 7.0 129.8± 9.9 873.3± 6.8 7.61± 0.07 0.73± 0.04
1092 120.7± 6.4 118.4± 8.2 873.9± 6.8 6.25± 0.14 1.36± 0.05
1093 127.6± 9.8 121.1± 9.5 871.8± 6.9 6.86± 0.06 1.58± 0.03
1094 189.5± 9.7 196.7± 15.0 910.1± 7.2 7.69± 0.05 0.75± 0.03
1095 24.5± 1.5 25.6± 3.1 767.2± 7.3 4.91± 0.07 0.6± 0.01
1096 18.1± 1.0 17.7± 2.4 765.3± 7.6 2.49± 0.07 0.62± 0.02
1097 34.8± 2.1 36.8± 4.2 768.6± 7.1 9.77± 0.06 0.56± 0.0
1098 33.4± 1.9 37.3± 4.2 769.5± 7.0 9.78± 0.06 0.15± 0.01
1099 34.2± 2.9 34.9± 4.3 765.3± 7.6 9.7± 0.03 2.41± 0.0
1100 33.9± 2.1 36.2± 3.6 773.3± 6.6 8.21± 0.02 0.9± 0.02
1101 185.2± 10.3 182.3± 10.4 913.3± 7.0 6.16± 0.21 0.34± 0.08
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Table 6: At the W fiber: Rexp,max, Rsim,max, and T and pi at Rsim,max.

Rexp,max Rsim,max T@Rsim,max pH2
@Rsim,max pWF6

@Rsim,max

ID [nm/s] [nm/s] [K] [kPa] [kPa]

1086 120.4± 3.4 120.9± 8.7 871.8± 7.2 6.79± 0.18 0.58± 0.05
1088 60.9± 1.9 65.1± 6.1 872.9± 7.0 1.92± 0.03 0.2± 0.0
1089 29.1± 1.0 31.5± 4.9 872.2± 7.1 0.56± 0.07 0.06± 0.01
1090 133.1± 2.5 125.3± 11.4 865.3± 7.5 8.51± 0.02 0.4± 0.02
1091 128.3± 3.1 123.4± 10.3 869.0± 7.4 7.57± 0.09 0.79± 0.03
1092 115.3± 3.0 112.5± 8.6 870.0± 7.4 6.15± 0.16 1.42± 0.05
1093 113.0± 3.0 109.5± 9.7 863.4± 7.7 6.79± 0.08 1.62± 0.03
1094 169.1± 4.0 173.9± 15.2 898.7± 8.0 7.64± 0.07 0.82± 0.03
1095 22.4± 0.6 21.2± 3.0 755.0± 7.9 4.92± 0.07 0.6± 0.01
1096 13.6± 0.4 12.5± 2.0 743.0± 8.5 2.48± 0.07 0.62± 0.02
1097 33.3± 0.7 32.9± 4.1 761.1± 7.6 9.78± 0.05 0.58± 0.0
1098 34.4± 0.8 34.7± 4.2 764.6± 7.4 9.79± 0.06 0.17± 0.01
1099 26.4± 0.8 24.5± 3.6 742.5± 8.5 9.72± 0.03 2.42± 0.01
1100 35.2± 0.9 34.7± 3.7 770.4± 6.9 8.22± 0.02 0.92± 0.02
1101 177.5± 4.3 176.2± 10.8 911.5± 7.4 5.96± 0.22 0.43± 0.07

Table 7: Material and species properties used in the model, formated for copy-paste

magnitude;[unit]; species; value; reference
density ρ;[kg/mˆ3]; W(s); 19 250; [25, 26]
density ρ0;[kg/mˆ3]; WF6(g); 12.4; [32]
dipol moment µD;[D]; H2(g); 0; not polar
dipol moment µD;[D]; HF(g); 1.826178; [44]
dipol moment µD;[D]; WF6(g); 0; not polar
emissivity ǫrad;[-]; Steel 1.4571; 0.35; intern
emissivity ǫrad;[-]; W(s); 0.3±0.1; intern
heat capacity cp;[J/mol/K]; H2(g); (3.300+2.231e-4*T+9.555e-8*Tˆ2+3.143e1/T)*R; fit to [35]
heat capacity cp;[J/mol/K]; WF6(g); (2.167e1-1.510e-3*T+3.079e-7*Tˆ2-2.069e3/T)*R; fit to [35]
heat capacity cp;[J/mol/K]; HF(g); (3.080+4.544e-4*T+1.990e-8*Tˆ2+8.849e1/T)*R; fit to [35]
heat capacity cp;[J/mol/K]; W(s); (2.882+4.094e-4*T+4.918e-8*Tˆ2-2.514e1/T)*R; fit to [35]
heat capacity cp;[J/kg/K)]; Steel 1.4571; 500; [45]
molar enthalpy h;[J/mol]; H2(g); (3.450e-3+1.258e-8/2*T+5.657e-11/3*Tˆ2-1.030/T)*RT; fit to [35]
molar enthalpy h;[J/mol]; WF6(g); (1.417e-2+3.152e-6/2*T-7.055e-10/3*Tˆ2-2.116e2/T)*RT; fit to [35]
molar enthalpy h;[J/mol]; HF(g); (3.434e-3+2.377e-8/2*T+5.261e-11/3*Tˆ2-3.381e1/T)*RT; fit to [35]
molar enthalpy h;[J/mol]; W(s); (2.793e-3+2.509e-7/2*T+6.878e-12/3*Tˆ2-8.554e-1/T)*RT; fit to [35]
molar entropie s;[J/mol/K]; H2(g); (3.490*ln(T)-6.012e-5*T+1.043e-7/2*Tˆ2-4.156)*R; fit to [35]
molar entropie s;[J/mol/K]; WF6(g); (1.312e1*ln(T)+8.529e-3*T-1.565e-6/2*Tˆ2-3.618e1)*R; fit to [35]
molar entropie s;[J/mol/K]; HF(g); (3.498*ln(T)-8.707e-5*T+1.096e-7/2*Tˆ2+9.911e-1)*R; fit to [35]
molar entropie s;[J/mol/K]; W(s); (2.788*ln(T)+5.122e-4*T+7.961e-9/2*Tˆ2-1.211e1)*R; fit to [35]
potential characteristic lengths σ;[Å]; H2(g); 2.827; [36]
potential characteristic lengths σ;[Å]; HF(g); 3.148; [46]
potential characteristic lengths σ;[Å]; WF6(g); 4.973+9.284e-4*T+6.582e-7*Tˆ2-7.315e-10*Tˆ3; [47]
potential energy minimum ǫ/kB ;[K]; H2(g); 59.7; [24]
potential energy minimum ǫ/kB ;[K]; HF(g); 330; [46]
potential energy minimum ǫ/kB ;[K]; WF6(g); 819.9-1.06*T+6.19e-4*Tˆ2-6.62e-8*Tˆ3; [47]
thermal conductivity k;[W/m/K]; Steel 1.4571; 11.3+0.0127*T; intern
thermal conductivity k;[W/m/K]; W(s); 207.24-0.269*(T+273)+3e-4*(T+273)ˆ2+1e-7*(T+273)ˆ3; [25]
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