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Abstract: Electrochemical Impedance Spectroscopy (EIS) is a valuable tool for the characterization

of electrical, thermal and aging behavior of batteries. In this paper, an EIS measurement technique

to acquire impedance spectra with high time resolution is examined, which can be used to gather

impedance data during dynamic operating conditions. A theoretical analysis of the used multi-sine

excitation signals is performed in detail and a practical measurement system is presented and

validated. Afterwards, EIS measurements during the charging process of a lithium-ion battery are

performed and discussed.

Keywords: EIS; electrochemical impedance spectroscopy; lithium-ion batteries; characterization;

diagnostics; differential voltage analysis; impedance spectra; multi-sine

1. Introduction

In recent years, Electrochemical Impedance Spectroscopy (EIS) has proven to be a valuable tool for

the characterization of electrical, thermal and aging behavior of battery cells and other electrochemical

systems, such as supercapacitors [1]. Its results are widely used to parameterize battery models for

state estimation in various applications [2]. While it has almost exclusively been used in a laboratory

environment in the past, most recently there has been some progress to adapt and integrate EIS

techniques into Battery Management System (BMS) for online monitoring of large battery systems [3–5],

for example, as used in electric vehicles. This allows a much more precise online monitoring of the

battery state, by being able to adapt models to the real aging behavior of the individual battery cells,

or by monitoring the internal battery temperature with EIS measurements [6,7].

The working principle of the most commonly used form of Electrochemical Impedance

Spectroscopy is to excite the battery with an electrical current of a defined frequency and to measure

the voltage response (galvanostatic excitation). The acquired waveforms are then transformed into the

frequency domain by means of the Discrete Fourier Transform (DFT). Dividing the complex frequency

domain values of voltage and current at the excitation angular frequency ω allows calculation the

impedance value of the battery cell for this frequency [8,9]:

Z =
U · ejωt+φu

I · ejωt+φi
=

U

I
· ejωt · eφu−φi = |Z| · eφz (1)
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By sequential excitation at different frequencies, a full impedance spectrum can be acquired.

This spectrum defines the complex transfer function of the observed system (the battery cell).

The underlying assumption of EIS is that the observed system can be treated as a causal, Linear

Time-invariant (LTI) system. For batteries, this assumption is only valid under special circumstances.

This somewhat limits the use of EIS if the battery cell is actively charged or discharged, as—depending

on the measurement—the prerequisite of stationarity is not strictly fulfilled any more. By shortening

the measurement time for a complete spectrum considerably, EIS could therefore be used under

more operating conditions. This paper proposes a multisine impedance spectroscopy technique for

lithium-ion batteries, which allows observation of the transient change of the impedance spectrum

in real-time during operation of the battery cell. This enables the use of EIS for new purposes under

“in-operando” conditions, for example, fault detection or measurement during various non-equilibrium

operating conditions.

After deriving the necessary prerequisites for the acquisition of valid impedance spectra and their

implications on the proposed method, the design of multi-sine excitation signals and the necessary

measurement signal processing techniques is discussed. Afterwards, a practical measurement system

is presented and validation tests are discussed in detail.

2. Usage of Multi-Sine Signals for Electrochemical Impedance Spectroscopy

Multi-sine signals have been used for impedance spectroscopy and transfer function

measurements already for quite some time in different fields, like biomedical applications [10,11],

material characterization [12] and also for battery measurements [8,13,14]. Barsoukov et al. [8]

presented multi-sine measurements on NiMH battery cells, as well as half cell measurements on

lithium ion cathode and anode materials for different levels of discharge. Schmidt [14] used a multi-sine

EISmethod for acquiring impedance spectra in the region 0.1 Hz to 1000 Hz during discharge operation

to validate an impedance model of a lithium ion battery cell.

The general difference of multi-sine EIS compared to conventional stepped-sine, or also called

“frequency sweep”, EIS lies in the fact that multiple frequencies can be excited in the same time by

using multiple superimposed sine waves of different frequency. In the time domain, such a signal

consisting of n frequency components can be described as:

s(t) =
N

∑
k=1

ak · sin (2π fkt + φk) (2)

The chosen values of amplitude ak, frequency fk and phase angle φk for each individual

components, as well as the overall number N of frequency points, are the degrees of freedom when

designing the excitation signal. Boundary conditions and design guidelines for these values for

impedance spectroscopy on lithium-ion batteries are derived in subsequent chapters.

3. Prerequisites for Validity of Impedance Spectra

A basic requirement for the definition of a complex transfer function of the observed

electrochemical system is that it fulfills the criteria of linearity, stationarity and causality [15].

For impedance spectroscopy, the practical meaning of linearity is that the amplitude and phase response

of the system under test do not depend on the magnitude of the perturbation signal. Also, the system

must not exhibit hysteresis in its response at ω → 0 [15]. For batteries, the nonlinear behavior due

to diffusion and charge transfer effects means that this condition cannot be strictly fulfilled for any

excitation signal. Barsoukov et al. [8] state that, at room temperature, a voltage magnitude response

less than the thermal voltage of about 25 mV should be used. In practice, values of about 10 mV [8] for

lithium-ion batteries, and even lower values down to 3 mV for lead acid batteries are used. For pure

galvanostatic excitation, this means that the amplitude of excitation current has to be chosen before

the measurement so that the voltage response stays within the chosen range. For single-sine EIS,
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this can be easily achieved either if the approximate impedance magnitude is known beforehand,

or if the excitation amplitude can be controlled online during the measurement. For multi-sine

excitation, it is not immediately obvious how to achieve a limited voltage response, as shown in the

next chapter. Other requirements for valid impedance spectra are stationary and causal behavior of

the test object or its transfer function, respectively. For battery cells, this practically implies that the

internal state of the cell, be it temperature, state of charge or aging state, must not change significantly

during the measurement (“steady-state” approximation). For example, special care has to be taken in

regions of very high or low state of charge for lead-acid batteries, where depletion processes inside

the cell can lead to large concentration gradients and therefore to rather large overpotentials [16].

Multi-sine EIS, due to its potentially faster measurement time, could therefore be advantageous in

cases, where temporal changes in system behavior can be expected. However, plausibility checks of

the acquired spectra have to be performed, for example, by utilizing the Kramers-Kronig relation [15]

or the “Z-Hit” algorithm [17].

4. Design of Multi-Sine Excitation Signals

4.1. Frequency Distribution and Spacing

The goal of impedance spectroscopy measurements is to extract information about the frequency

domain behavior of the battery under test and the underlying electrochemical and physical processes.

However, information about the latter is not distributed equally over the resulting impedance

spectrum: for lithium-ion batteries, the influence of the solid-electrolyte interphase, electrolyte- as

well as solid-state diffusion and charge transfer processes behavior occur at different frequency

ranges, which are partly overlapping each other [18]. Charge transfer and solid state diffusion takes

place at both electrodes simultaneously, and therefore both electrodes contribute to the spectrum.

Additionally, the shape of the spectra changes dramatically with temperature and state-of-charge

(SoC) [19]. For stepped-sine EIS, given enough measurement time, a dense frequency grid can be

measured sequentially. For multi-sine EIS, the maximum useful number of frequency points for a

excitation signal s(t) is limited by the finite power of the overall signal, which is the sum of the power

of the individual components of a signal with the base period T0 = 1
min( fk)

.

P =
1

T0

∫ t+T0

t

∣

∣

∣

∣

∣

N

∑
k=1

ak · sin (2π fkt + φk)

∣

∣

∣

∣

∣

2

dt < ∞ (3)

The amplitude of the voltage response to each excitation signal component has to be large

enough to be measurable with the finite accuracy of the used data acquisition system. This is

especially important for online diagnosis, as the cell voltage measurement resolution of typical battery

management systems is quite limited, usually to about 100–500 µV. Therefore, only a relatively

low number of frequency points should be used to reduce the resulting measurement errors due to

quantization and other error sources. Choosing these points should be done with the goal to maximize

the acquired spectral information. Sanchez et al. propose in [11] to choose a denser grid of frequency

points in regions with high impedance dispersion, which equals to a high rate of impedance change

over frequency. Alternatively, fixed distributions can be used. Typically, logarithmic distributions

are used for impedance spectroscopy on batteries, as these achieve a better coverage of the spectrum

than an equally spaced distribution with the same amount of frequency points. For multi-sine signals,

second-order harmonic distortions due to the excitation of nonlinearities can be a problem. From this

point of view, the chosen frequency points should optimally not be integer multiples of each other.

However, if not all frequency points are integer multiples of the base frequency, spectral leakage can

occur during windowing, as for a given window length incomplete periods of some frequency points

are then included in the Fourier transformed signal. A working compromise can be to take special care
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that the excitation signal at the base frequency does not cause harmonic distortions, for example by

proper scaling of the amplitude.

The useful lower limit for the frequency of a multi-sine signal depends on the condition under

which the measurement is performed, as already derived in the last section. The upper limit also

depends on the actual battery under test. At high frequencies, most types of batteries typically

show some degree of inductive behavior, which depends on the geometric properties of the cell.

For lithium-ion batteries, different type of cell formats exist, most importantly cylindric, pouch and

prismatic cell types. While for small pouch cells, the impedance may not show inductive behavior for

frequency ranges up to several kHz, for cylindric or prismatic cell the capacitive electrochemical

behavior at higher frequencies may be masked by the inductive influence of the jelly roll and

current collector geometry [20]. However, impedance measurements at these frequencies may still be

worthwhile, as the range of about 300 Hz [21] up to about 1 MHz [20,22] is linked to the solid electrolyte

interphase (SEI) of the anode. At low temperatures, these features can be sufficiently pronounced in

the spectra to be distinguished from the geometric influence [22].

Another constraint for measuring impedance at higher frequencies, especially in an on-board

EIS system integrated into the BMS, is the achievable sampling rate and therefore analog bandwidth.

While it is theoretically sufficient to fulfill the Nyquist-Shannon criterion to fully recover a signal from

discrete sampling points, noise and non-ideal nature of analog filters typically lead to the necessity

of some degree of oversampling. To reduce complexity and cost of the data acquisition system,

Schmitz et al. [23] made an interesting proposal: As typically the exact frequency points are not of

interest for impedance spectroscopy, undersampling can be utilized purposefully: by choosing the

frequency distribution in a way that the resulting aliasing frequencies for the chosen, sub-Nyquist

sampling rate are known and unique, the information from higher spectral components can be

recovered by Fourier transformation of the signal at the aliasing frequencies.

However, this means that special care has to be taken that no high-frequency distortions,

for example due to electromagnetic interference, distort the signal at the same aliasing frequencies.

Therefore, sufficient band-pass filtering of the signal before quantization is still necessary.

For the spectral analysis of measured time domain signals, usually the Fast Fourier Transform

(FFT) algorithm is used. The frequency resolution of the FFT is inversely proportional to the number

of sampling points: For example, at a sampling rate of 6 kHz a sampling period of 100 ms results

in N = 600 acquired samples. The result of the FFT are N/2 = 300 spectral components. Each of

these components, commonly called “bins”, holds information about a certain frequency range of

fbin =
fnyquist

N/2 , which results in a spectral resolution of fbin = 10 Hz in this example. To achieve a

higher frequency resolution either a higher sampling rate or a longer sampling interval must be

used. For impedance spectroscopy on batteries, a high frequency resolution is crucial because of

the typically high number of excitation points at low frequencies below 10 Hz. However, combined

with a high excitation signal bandwidth, and therefore high necessary sampling rate, this leads to

a high number of needed sampling points for sufficient frequency resolution, which in turn limits

the temporal resolution of the acquired spectra. This fundamental trade-off can only be resolved

by using alternative techniques like Wavelet transforms [24], which make both a high time- and

frequency-resolution possible.

4.2. Time-Domain Behavior: Amplitude Response Limitation and Crest Factor Optimization

As already stated above, it is required to limit the response amplitude during EIS to achieve linear

operation of the battery under test. This can be achieved by appropriately choosing the amplitude of

the excitation signal. The amplitude ak of each individual component of a multi-sine signal, as defined

in Equation (2), could be chosen independently from the other components to achieve the desired

voltage response magnitude for each frequency point. The amplitude could either be set before the

start or be actively controlled during the measurement. The latter could be achieved in a similar way

as described in [9] for single sine excitation. Given the magnitude of the Fourier transformed voltage
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response signal at frequency fk and comparing it to the desired response magnitude Videal, fk
, a new

excitation amplitude ak,new can be determined by using the calculated impedance value of the last

measurement cycle:

ak,new =
Videal, fk

|Z( fk)|
(4)

However, solely choosing the amplitude values separately for each frequency component has the

drawback of not being able to limit the voltage amplitude response to the overall multi-sine excitation

signal. Depending on the initial phases φk of the excitation signal, the resulting amplitude response

can be much larger than desired, or clipping could occur if the excitation circuit is not able to source

the desired peak currents with changing output voltage.

Additionally, the resulting envelope curve of the multi-sine signal can be scaled, so that

the following condition is fulfilled in each period T0 of the lowest frequency component of the

multi-sine signal:

max(|V(t)|) ≤ Videal,env + V(t), for 0 < t ≤ T0 (5)

V(t) denominates the moving average over one period, which, given that the excitation signal s(t)

has a mean value of zero, equals the battery cells’ open circuit voltage (OCV) if the voltage response

is linear. A scale factor applied to the overall excitation signal can be defined to fulfill Equation (5),

which again can either be defined a priori or be tuned by a control-loop during the measurement:

rscale = 1 −
V(t)

max(|V(t)|)
=

Videal,env

max(|V(t)|)
(6)

sscaled(t) = rscale ·
N

∑
k=1

ak · sin (2π fkt + φk) (7)

This still leaves the possibility to choose the individual amplitudes ak to achieve a sufficient

signal-to-noise ratio for each frequency if the impedance magnitude varies considerably over the

observed frequency range.

Equation (7) offers another degree of freedom to shape the time domain form of the excitation

signal: By changing the initial phase values φk of the individual components, the so called crest

factor (CF) of the resulting signal can be influenced. This values describes the difference between the

maximum and minimum amplitude value of the observed signal, divided by its root-mean-square

(RMS) value [25]. This relationship can be expressed by the following equation:

CF =
max(|s(t)|)

√

1
T

∫ t+T0
t s(t)2 dt

(8)

As multi-sine signals are used in many different areas of applications besides impedance

spectroscopy, and minimizing the crest factor limits the peak power value of the signal, there has

been a significant number of publications which are proposing strategies for crest factor optimization.

The exact theoretical solution, which consists in selecting the optimal starting phases of the frequency

components, is still an unsolved mathematical problem, according to literature [26]. Therefore,

the proposed strategies are either a simplified analytical description of the problem, or the use of

nonlinear numerical optimization methods.

One of the first optimization strategies, besides just choosing random initial phase values,

was proposed by Schroeder in [25]. By choosing the initial phase values of a flat-power spectrum

signal according to the following equations, decent crest factor values can be achieved, at least for

signals with a uniform distribution of frequency components:

φk = φ1 −
πk2

N
, k ∈ 2, ..., N, (9)
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where N denotes the number of frequency components and k is the integer harmonic with respect to the

lowest frequency component. However for multi-sine signals with non-uniform frequency distribution,

this strategy does not produce significantly better results than simple random choosing of the phase

values [27]. More sophisticated methods, based on genetic optimization [28], parameter variation

approaches [10] or other iterative algorithms [29,30] were also proposed.

To assess the influence of signal bandwidth together with the nonlinear distribution of frequency

points on the achievable crest factor, three different synthetic multi-sine signals were generated

and crest factor optimization for these signals was performed with different optimization strategies.

The properties of these signals are shown in Table 1. Regarding frequency range and distribution,

Signal A is a multi-sine signal with good properties for EIS measurements on batteries, with a frequency

range from 1 Hz–1 kHz in 21 frequency points (7 per decade). These are distributed quasi-logarithmic,

which means that unique integer values are chosen, whereas a pure logarithmic distribution would

have multiple points in the range of 1 Hz to 2 Hz. Signal B has the same frequency range, but a linear

distribution. Signal C is a high bandwidth signal with frequency points up to 1 MHz.

Table 1. Multisine signals for crest factor (CF) optimization.

Signal A Signal B Signal C

fmin 1 Hz 1 Hz 1 kHz
fmax 1 kHz 1 kHz 1 MHz
Frequency distribution quasi-logarithmic linear logarithmic
Number of frequency points 21 21 21
Number of samples 96,000 96,000 96,000
Length 1 s 1 s 1 ms

The analytically calculated values according to Schroeder, as defined in Equation (9), are used

as initial phase values for the other optimization strategies. As can be noted in Figure 1, using these

values on their own only gives acceptable results for the linear frequency distribution of Signal B.

For further optimization, three different generic nonlinear optimization methods and one specific CF

optimization strategies were tested: The considered generic methods are the pattern search algorithm

patternsearch [31], the downhill simplex algorithm fmincon and the genetic optimization algorithm

implementations of MATLAB R2015a. In addition, the algorithm proposed by Yang et al. [29] was

implemented, which is based on the concept presented by van der Ouderaa et al. [32]. The working

principle is as following:

• Step 1: Synthesize signal in frequency domain with initial phase values.
• Step 2: Transfer into time domain by inverse FFT.
• Step 3: Clip signal peaks according to a specified criterion.
• Step 4: Transfer into frequency domain by FFT.
• Step 5: Save phase new values for desired frequency components.
• Step 6: Repeat with new phase values.

The clipping in the time domain introduces additional harmonics in the frequency domain,

which are disregarded in the further analysis, as only the frequency components of the original

signal are used further. While it was initially proposed to use a fixed clipping value [32], Yang et al.

proposed a logarithmic clip function based on the iteration index [29]. As the results in Figure 1

show, this algorithm has generally a slightly performance in comparison to the generic optimization

strategies for the signals A and B. For Signal C, with its significantly higher bandwidth, it results in a

notably worse CF value. The generic optimization methods yield quite similar results, with the genetic

optimization strategy performing slightly better than downhill simplex and pattern search.
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possible to scale the signals to have identical RMS values (or identical peak values—but not both at the

same time), this leads to suboptimal results for either multi-sine or stepped-sine in real applications.

Table 2. Properties of evaluated excitation signals for shunt measurement.

Signal Stepped-Sine Multi-Sine

fmin 1 Hz 1 Hz
fmax 1 kHz 1 kHz
Frequency Distribution quasi-logarithmic
Frequency Points 20 20
Periods per Point 10 variable

RMS Current 122.6 mA (1) 236.9 mA
Amplitude per Frequency Point 173.9 mA 70.7 mA

Peak Current Amplitude 173.9 mA 605.2 mA (2)

Crest Factor 1.41 2.528

Signal Power (3) 97.4 µW 561 µW
Signal Length 58.91 s 1 s

Signal Energy (3) 5.74 mJ 0.56 mJ

(1) Pause intervals between frequency points excluded; (2) Maximum of absolute value; (3) At 10 mΩ

pure-ohmic load.

In this example, the peak current amplitude of the overall multi-sine signal is about 3.5 times

higher than for the stepped-sine, although on a per-frequency component base, the components of the

multi-sine signal have only an amplitude of about 70.7 mA, which is about 40% of the stepped-sine

amplitude. Consequently, the signal power of the multi-sine signal is nearly six times higher. However,

the multi-sine signal energy is more than 10 times smaller per acquired spectrum, which can be

advantageous for the application.

In Figure 6 results of the measurement are shown. Multi-sine and single-sine excitation generally

show very good conformance. The multi-sine measurements show a relative deviation from the

single-sine values of much lower than 0.5% for the magnitude |Z|. For the phase, the relative deviation

is higher for low frequencies, which is mostly due to the extremely low phase shift of less than 0.005◦

of the shunt resistor at low frequencies (which should ideally be zero). The standard deviation of

both measurement techniques is generally below 25 µΩ for the magnitude, with the exception of the

495 Hz and 704 Hz point in the single-sine measurement. These points also show a significantly higher

standard deviation. In the multi-sine measurement also a small offset is noticeable for these frequency

points. The origin of these deviations is possibly related to measurement noise of the EISmeter: In [33],

Baumhöfer analyzed the noise power spectral density (PSD) of current and voltage measurement

of the device. Different low-level peaks exist in the spectrum, some very near in frequency to the

values at about 495 Hz (near 10th harmonic of grid frequency) and 704 Hz, which show the highest

deviations in the performed measurement. However because of their rather low level, the impact on

measurement results is quite limited. Also, at least the difference in mean value can easily be removed

by instrument calibration.
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For this test, the identical stepped-sine measurement signal was used. The multi-sine signal was

scaled to two different magnitudes. A full overview is given in Table A1 in the Appendix A. The first

multi-sine signal used for this test, referred to as “Multi-Sine High Power”, is identical to the signal

used in the test on the precision shunt resistor in Section 6.2. The second signal is a reduced amplitude

version, referred to as “Multi-Sine Low Power”. The peak current amplitude of this signal was scaled

down to about 26% of the high power signal, and is now close to the single-sine amplitude value.

This leads to a reduction in signal power of 93% to 37.8 µW—Compared to 97.4 µW for the stepped

sine. The total signal energy of the low-power multi-sine signal is only about 0.6% of the stepped-sine

signal energy value.

The measurement results on the reference impedance device are shown in Figure 7 (right). The two

excitation methods show again very similar results. Although, deviations for Re(Z) and Im(Z) are

clearly visible for the low-power multi-sine. Detailed results are shown in Figure A1 in the Appendix A.

These figures show that, compared to the stepped-sine signal, the difference in magnitude is below

2.5% for the low power signal, and below 1% for the high power signal. The standard deviation for

low frequencies is significantly higher for both cases of the multi-sine signal. Most likely, the lower

number of considered periods for frequencies below 10 Hz in the multi-sine measurement leads to

higher influence of 1/f noise for these data points. Regarding the phase values, compared to stepped

sine the deviation from mean value for both multi-sine measurements is similar, and only slightly

better for the high power signal. The standard deviation also shows peaks at higher frequencies above

200 Hz, as was already seen in the shunt measurement.

In summary, the low power multi-sine signal still produces usable results for many applications,

and does not show a significantly higher standard distribution compared to the high power signal.

The difference in mean value however should be taken into account, but could, in theory, be corrected

by proper calibration.

7. Application of Time-Resolved EIS for Lithium-Ion Battery Characterization

In this section, an exemplary application scenario for the proposed time-resolved EIS measurement

technique is laid out and measurements on a lithium-ion battery cell are presented. The application

of fast EIS measurements is most useful during conditions of changing ambient or internal states,

for example during charging or discharging, or changing temperature for thermal characterization.

In laboratory setups, this can save significant amounts of time during characterization measurements.

As an example, EIS measurements during a 0.5 C constant-current/constant-voltage charge

procedure on a 3.3 Ah NMC/graphite lithium-ion pouch cell (Kokam SLPB526495) are conducted.

The charge process is temperature-controlled by placing the cell inside a temperature chamber

at 15 ◦C ambient temperature and application of a heating foil to the cell. A temperature sensor

(Maxim DS18B20) is placed on the cell surface on the opposite site of the heating foil. The setup is

shown in the left part of Figure 8.
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Figure 8. (Left): Test setup with heating foil and temperature sensor on battery cell. (Right): Temperature

behavior during 0.5 C charge.
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However, the useful lower limit regarding the measurement frequency range is still determined by the

rate of change of the battery state during dynamic operation conditions.

EIS Measurements on a lithium-ion cell during charging were performed, and the data was

compared to results from differential voltage analysis. A clear connection between changes in small

signal impedance and cell voltage slope could be shown. Future work should include a more detailed

analysis of the connection of the data acquired from DVA and EIS. Tests under different charging and

discharging conditions should be carried out, including measurements at low temperature. The change

of these parameters during cyclic aging experiments should be observed and compared to each other.

Also, the developed measurement method can be used to acquire EIS spectra at abuse conditions,

such as overcharging and high temperature operation to analyze the effects of these conditions to

the small signal impedance of the battery, which will be shown in a future publication. Afterwards,

these results can be used to design a onboard EIS system, which could significantly improve the

online-diagnostic capabilities of battery management systems, to improve the safety and lifetime

estimation of battery systems.
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Abbreviations

The following abbreviations are used in this manuscript:

BMS Battery Management System

DFT Discrete Fourier Transform

EIS Electrochemical Impedance Spectroscopy

FFT Fast Fourier Transform

LTI Linear Time-invariant

Appendix A

Table A1. Properties of evaluated excitation signals for reference impedance device measurement.

Signal Stepped-Sine Multi-Sine High Power Multi-Sine Low Power

fmin 1 Hz 1 Hz 1 Hz
fmax 1 kHz 1 kHz 1 kHz
Frequency Distribution quasi-log. quasi-log. quasi-log.
Frequency Points 20 20 20
Periods per Point 10 variable variable

RMS Current 122.6 mA (1) 236.9 mA 61.5 mA
Amplitude per Frequency Point 173.9 mA 70.7 mA 18.5 mA

Peak Current Amplitude 173.9 mA 605.2 mA (2) 157.2 mA (2)

Crest Factor 1.41 2.53 2.53

Signal Power (3) 97.4 µW 561 µW 37.8 µW
Signal Length 58.91 s 1 s 1 s

Signal Energy (3) 5.74 mJ 0.56 mJ 0.037 mJ

(1) Pause intervals between frequency points excluded; (2) Maximum of absolute value; (3) At 10 mΩ

pure-ohmic load.
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Figure A1. Impedance measurement of reference impedance device. From (left) to (right): Comparison

of mean values for multi- and stepped-sine, relative deviation for multi-sine, comparison of standard

deviation. (Top row): Magnitude of Z. (Bottom row): Phase of Z.
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