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Abstract 

We describe the first extensive energetic evaluation of GPCR dimerization on the atomistic level 

by means of potential of mean force (PMF) computations and implicit solvent/implicit membrane 

end-point free energy calculations (MM-PBSA approach). Free energies of association computed 

from the PMFs show that the formation of both the 1/8 and 4/5 interface is energetically favorable 

for TGR5, the first GPCR known to be activated by hydrophobic bile acids and neurosteroids. 

Furthermore, formation of the 1/8 interface is favored over that of the 4/5 interface. Both results 

are in line with our previous FRET experiments in live cells. Differences in lipid-protein 

interactions are identified to contribute to the observed differences in free energies of association. 

A per-residue decomposition of the MM-PBSA effective binding energy reveals hot spot residues 

specific for both interfaces that form clusters. This knowledge may be used to guide the design of 

dimerization inhibitors or perform mutational studies to explore physiological consequences of 

distorted TGR5 association. Finally, we characterized the role of Y111, located in the conserved 

(D/E)RY motif, as a facilitator of TGR5 interactions. The types of computations performed here 

should be transferable to other transmembrane proteins that form dimers or higher oligomers as 

long as good structural models of the dimeric or oligomeric states are available. Such computations 

may help to overcome current restrictions due to an imperfect energetic representation of protein 

association at the coarse-grained level. 
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Introduction 

Knowledge of the dimerization interfaces of G-protein coupled receptors (GPCRs) can be exploited 

to modulate their signaling behavior with small molecules targeting those interfaces. Here, we 

present an energetic evaluation of dimerization of the GPCR TGR5. TGR5 is the first GPCR known 

to be activated by hydrophobic bile acids and neurosteroids, such as taurolithocholic acid (TLC) 

and pregnanediol, respectively.1-6 Due to its role in various physiological functions, TGR5 is a 

target for the treatment of type II diabetes and metabolic syndrome, where TGR5 agonists may be 

beneficial. Furthermore, inhibition of TGR5 signaling may prove useful in cholangiocarcinoma, 

esophageal and gastric adenocarcinoma, and bile acid-induced itch.7-14 The development of TGR5 

antagonists is, hence, key to combat TGR5-associated types of cancer and itch in cholestatic liver 

diseases.15 

Especially in the latter case ligands with a low side-effect profile are of utmost importance. 

Specifically targeting GPCR homodimers with bivalent ligands has been shown to reduce side 

effects on other GPCRs.16,17 GPCR dimerization also has an influence on the trafficking from the 

endoplasmic reticulum to the plasma membrane, internalization, degradation, activation, and 

signaling, although the mechanisms are not completely understood.16,18-23 Specifically disrupting 

the dimerization via peptides or small molecules can be a powerful tool to investigate the influences 

of GPCR dimerization or enable a new way to pharmacologically target GPCRs.21 

We recently showed that TGR5 forms higher order oligomers, with interactions between the 

respective transmembrane helices 1 (TM1) and helices 8 (1/8 interface) as the primary dimerization 

interface.24 The substitution Y111A3.51 (position 3.51 denoted in the Ballesteros-Weinstein 

nomenclature25 according to the GPCR database26), although not impacting dimerization via the 

1/8 interface, abolishes oligomerization presumably occurring via TMs 4 and 5 (4/5 interface) or 
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TMs 5 and 6 (5/6 interface), which act as secondary dimerization interfaces (Figure 1).24 All three 

types of interfaces have been observed in crystal structures of other GPCRs.28-30 However, the exact 

nature of TGR5’s secondary interface remains elusive.24 

 

Figure 1. Schematic of TGR5 oligomerization. TGR5 protomers are represented as pentagons, transmembrane helices are 
represented as colored circles. The interference of the Y111A substitution with oligomerization is represented as red lightning bolts. 
In live cells, TGR5 forms dimers via the 1/8 interface, even in the presence of the Y111A substitution.24 TGR5 also forms higher-
order oligomers, likely dimers of dimers, with 1/8 as the primary dimerization interface and 4/5 or 5/6 as the secondary dimerization 
interface.24 Formation of higher-order oligomers via interface 4/5 or 5/6 is abolished in the Y111A variant.24 Figure was adapted 
from ref.24 

Here, to further characterize the TGR5 dimerization interfaces, understand pathways of TGR5 

dimerization, and the role of the Y111A3.51 substitution in oligomer formation, we present an 

energetic evaluation of TGR5 dimerization. We computed potentials of mean force (PMF) applying 

umbrella sampling in the context of all-atom molecular dynamics (MD) simulations in an explicit 

solvent / explicit membrane environment to analyze the dimerization pathways of TGR5. Similar 

studies have been conducted on different GPCRs utilizing coarse-grained instead of all-atom 
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simulations and applying either PMF computations31-33 or meta-dynamics approaches.34 Yet, 

despite recent advances in the development of coarse-grained force fields35-38 and in the coarse-

grained representation of protein-lipid interactions,39,40 the proper energetic representation of 

protein association at the coarse-grained level is still debated.41,42 From the PMF of dimerization, 

we computed binding free energies43 and equilibrium association constants using a scheme applied 

to coarse-grained simulations of GPCR dimerization.33,44 This approach has also been applied to 

study small-molecule binding to proteins.45,46 

Furthermore, employing dimer configurations from unbiased MD simulations started from 

structures located in the respective global minima of the free energy profiles, implicit membrane 

molecular mechanics Poisson-Boltzmann surface area (MM-PBSA) computations were performed 

to identify hot spot regions in the interfaces via per-residue decomposition of the effective binding 

energies. Together, these results represent the first extensive energetic evaluation of GPCR 

dimerization on the atomistic level and provide the structural foundation for developing small-

molecule inhibitors of or performing mutational analyses on TGR5 dimerization.  
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Methods 

Dimer models 

To create TGR5 dimer models, initially, a homology model of the TGR5 protomer in the active 

conformation was generated because previous results24 showed that the addition of an agonist had 

no influence on the di- or oligomerization of TGR5. In particular, no change in the distribution of 

Förster Resonance Energy Transfer (FRET) efficiencies was observed for TGR5 molecules tagged 

with fluorescent proteins at the C-termini,24 so that it is safe to assume that the orientation of TGR5 

molecules in a dimer does not change if the active state is adopted by TGR5. In turn, this finding 

excludes that TGR5 can adopt a dimer configuration in which a pronounced reorientation is 

necessary to adapt conformational changes upon activation. As particularly the intracellular end of 

transmembrane helix 6 (TM6) moves outwards upon GPCR activation,47,48 we performed the 

subsequent simulations starting from TGR5 molecules in the active state to take into consideration 

a potential influence of TM6 movements on interface formation and energetics. The adoption of 

the inactive state from the active state takes about 6 s.49 As this is ~30-times longer than any of 

our individual simulations, TGR5 is expected to stay in the active state. 

The active state model is based on the model of the inactive form of TGR5 generated previously 

by us5 and the active state structure of the β2-adrenergic receptor (PDB ID 3SN647). For generating 

the model, TMs 1-4 and 7 and the extracellular parts of TMs 5 and 6 (residues 176-195 and 218-

233, respectively), including the binding site, of the previous TGR5 model were used as template 

in a multiple sequence alignment, whereas for the intracellular parts of TMs 5 and 6 PDB ID 3SN6 

was used. MODELLER 9.1550 was then used to generate the active state model. The dimer models 

were subsequently created by aligning two TGR5 models onto the X-ray structures of GPCR 

dimers (PDB IDs 4DJH,28 3ODU,29 and 4DKL30) that have 1/8, 4/5, and 5/6 interfaces, 
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respectively. While no structural clashes were present in the TGR5 dimer models with 1/8 and 4/5 

interfaces, the intracellular parts of TMs 5 and 6 overlapped in the model with 5/6 interface. Note 

that the 5/6 interface was identified in a µ-opioid receptor dimer structure, where stabilizing 

mutations and an antagonist were present, preventing the adoption of an active state 

conformation.30 In turn, the homologous 30 δ-opioid receptor monomerizes upon activation by 

morphine.51 Thus, it seems safe to assume that the µ-opioid receptor dimer structure will also get 

distorted upon activation. Along these lines, preliminary modeling results of us indicate that, to 

resolve the clashes in the TGR5 dimer with 5/6 interface, the protomers would need to be separated 

by ~15 Å, resulting in a contact area of just four residues on each protomer, which should impact 

dimerization efficiency. Yet, no agonist-dependent effects on TGR5 dimerization were observed 

experimentally (see above).24 Hence, we omitted the TGR5 dimer with 5/6 interface from further 

analyses.  

Setup of simulation systems 

The orientation of the dimers in the membrane was determined with the OPM webserver.52 For 

each of the windows of the umbrella sampling simulations, a separate system was built. The 

membrane builder tool available on the CHARMM-GUI website53 was used for embedding the 

dimers in a pre-equilibrated bilayer of DOPC lipids54 using the replacement method.55 The required 

rectangular simulation box was generated with water layers of 12 Å thickness above and below the 

protein. The total system size of the largest of these systems is ~140,000 atoms, including TIP3P 

water molecules56 and 0.15 M KCl. The disulfide bridge between CYS 86 and 156 was included in 

the final models, and each protomer was capped with N-terminal acetyl (ACE) and C-terminal N-

methyl amide (NME) moieties. 

Molecular dynamics simulations 
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All MD simulations were performed using the AMBER 14 suite of programs,57 with the ff14SB 

force field for the proteins,58 the Lipid14 force field for the lipids,59 the TIP3P water model,56 and 

the Joung-Cheatham parameters for K and Cl ions.60,61 The particle mesh Ewald method62 was used 

to treat long-range electrostatic interactions, and bond lengths involving bonds to hydrogen atoms 

were constrained using the SHAKE algorithm.63 The time step for integrating Newton’s equations 

of motion was 2 fs with a direct-space, non-bonded cutoff of 10 Å. In the first step of minimization, 

250 cycles of steepest descent were followed by conjugate gradient minimization for a total of 2000 

cycles. Solute atoms were restrained by harmonic potentials with force constants of 

500 kcal mol-1 Å-2. In the second step, the force constants of the restraining potentials were 

decreased to 10 kcal mol-1 Å-2, and 2500 cycles of steepest descent minimization followed by up 

to 10.000 cycles with the conjugate gradient method were performed. For thermalization, during 

20 ps of NVT simulation, the system was heated to a temperature of 100 K using Langevin 

dynamics with a coupling constant of 1 ps-1 for temperature regulation. Heating to 303 K was 

carried out under NPT conditions using a Berendsen barostat with anisotropic pressure scaling and 

a reference pressure of 1 bar for 100 ps. Another 2.8 ns with harmonic restraints with a force 

constant of 10 kcal mol-1 Å-2 followed.  

The production runs were carried out with the GPU-accelerated version of PMEMD64 applying the 

same conditions except for the following changes. For the umbrella sampling simulations, centers 

of mass (COM) distance restraints with harmonic potentials were applied, while for MD 

simulations feeding into MM-PBSA computations no restraints were used. For the PMF 

calculations, 220 ns per umbrella window of restrained MD simulations were conducted resulting 

in a cumulated simulation time of ~13 µs in total. For the MM-PBSA calculation, 200 ns of 

unrestrained MD simulations per dimer configuration were performed. If not stated otherwise, the 

first 40 ns of each umbrella sampling simulation were discarded as prolonged equilibration time of 
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the TGR5 dimer in the analysis. The same holds for the first 20 ns of the unrestrained MD 

simulations used for subsequent MM-PBSA computations. 

Potential of mean force computations 

For the dimerization of TGR5 protomers, the distance r between the COM of the Cα atoms of TMs 

of each protomer was chosen as the reaction coordinate. To reconstruct a potential of mean force 

from the umbrella sampling65 simulations, the Weighted Histogram Analysis Method (WHAM)66,67 

was applied. Initially, the protomers were separated with a spacing of 1 Å in between each umbrella 

window; where a lack of overlap between windows was detected, additional umbrella windows 

with a 0.5 Å spacing were added (Figure S1 A and B). The average spacing between two windows 

is thus 0.69 Å for the 1/8 and 0.70 Å for the 4/5 interface. A force constant of the harmonic 

restraining potential of 6 kcal mol-1 Å-2 was sufficient to restrain the conformations close to the 

reference point. The final setup is summarized in Table 1. The errors at the reference points were 

calculated with the Monte Carlo bootstrapping method included in the WHAM implementation 

used here. The convergence of the resulting PMF was checked by calculating PMFs from different 

portions of the simulations. From 80 ns to the full 220 ns of umbrella sampling, the difference 

between PMFs decreased with increasing length of the simulations, yielding a maximum difference 

between PMFs in the step from 210 ns to 220 ns of ~0.4 kcal mol-1 for both PMFs (Figure S1 C 

and D). 

Table 1. Umbrella sampling windows and associated reaction coordinate for the two dimerization 
interfaces of TGR5. 

Interface rstart 
a Range (r) 

a Δr a Umbrella 
windows 

Avg. r/window a 

1/8 41.6 34.6 - 57.8 22.8 33 0.69 
4/5 34.4 30.9 - 50.5 19.6 28 0.70 

a In Å. 
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Estimation of association free energy 

From the PMF, the association free energy was estimated similar to ref. 68, following the approach 

for a two-body membrane system by Johnston et al..44 In short, the PMF is integrated along the 

reaction coordinate for dimeric states only. From this, an association constant (Ka; eq. 1) is 

calculated, which is transformed to the mole fraction scale (Kx; eq. 2) taking into account the 

number of lipids NL per surface area A.69 In our case, the largest simulated system was used to 

derive the parameters N
L
=185 in one leaflet and A = 1.46 × 10-4 μm2. The largest system was used 

as a reference frame for the number of lipids as this represents the bulk state for the monomeric 

system. With Kx, the difference in free energy between dimer and monomers (ΔG) is calculated 

according to eq. 3. In eqs. 1-3, r is the value of the reaction coordinate, w(r) is the PMF at r, rD is 

the maximum distance at which the protein is still considered a dimer, rmin is the distance at the 

global minimum of the PMF which was used as a lower boundary for integration, kB is the 

Boltzmann constant, and T is the temperature at which the simulations were performed. rD defines 

the boundary between monomeric and dimeric states and was derived from the PMF (Figure 2) as 

the midpoint between the global minimum in the free energy profile and the maximum following 

with increasing r.  
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Additionally, a factor that considers the restriction of the configurational space of the monomers 

upon dimer formation is included in terms of the angle sampled between the two chains in the 

dimeric state (eq. 4) and the accessible rotational space of the monomers, (2)2. A component 
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perpendicular to the membrane plane does not need to be considered, since the protomers are tightly 

embedded in the membrane. 

 

ห|ߗ|ห ൌ ሾmaxሺߠ௔ሻ െ minሺߠ௔ሻሿ ∗ ሾmaxሺߠ௕ሻ െ minሺߠ௕ሻሿ     eq. 4 

 

In eq. 4, the angle a is defined as the angle formed by the vectors connecting the COM of the TMs 

of protomer A, the COM of residues 17-42 of TM 1 of protomer A, and the corresponding COM of 

protomer B. The second angle θb was defined in the same manner for protomer B, respectively. 

The average angle was calculated per umbrella window for dimeric states. The maximum and 

minimum of theses average angles were used to calculate ||ߗ||. 

MM-PBSA computations 

Dimeric configurations at the distances corresponding to the global minima in the PMFs of 

dimerization were used as starting points for 200 ns of unrestrained MD simulations of both dimers. 

On snapshots extracted extracted every 40 ps from these simulations and stripped off waters, ions, 

and lipids, MM-PBSA computations with an implicit membrane model were conducted to obtain 

a per-residue effective energy contribution to the dimerization of TGR5. The first 20 ns of the MD 

simulations were not considered. 

To accomplish the MM-PBSA computations, we extended the functionality of the program FEW70 

in the AMBER program suite to allow calculations on two proteins with the previously published 

implicit membrane functionality.71 A function for correcting the non-polar contribution to the 

solvation free energy for residues lying inside the membrane plane was introduced and applied. 

This was necessary because the standard method72 treats the non-polar term as proportional to the 

solvent accessible surface area of the residue, which is only valid for residues in a polar 
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environment such as an aqueous solution. In a hydrophobic environment such as the inside of a 

phospholipid bilayer, the solvent accessible surface area would have a negligible or even reverse 

effect on the non-polar contribution.73 To account for this effect, we neglected the non-polar term 

for all residues lying inside the hydrophobic area of the implicit membrane model in a frame-wise 

manner. This added functionality is available as of version 18 of AMBER. Other approaches 

addressing the question of how to compute the non-polar part of solvation free energy in membrane 

environments reweight an effective surface tension term by Gaussian-distributed functions 

proportional to the distance of the atom from the center of the membrane.73,74 While these methods 

are expected to model the underlying conditions more realistically, they still require further 

evaluation and validation in regard to the transferability of the additional parameters to a given 

system. 

For computing the polar part of the solvation free energy, a five-slab membrane model with three 

dielectric constants ε was used with a total thickness of 38 Å and was placed in accordance with 

the explicit membrane used in the MD simulations. The dielectric constant of the solute was set to 

1, the bulk solvent dielectric to 80. The core membrane slab with a thickness 16 Å was assigned a 

dielectric constant of 2, and a 6 Å intermediate slab with a dielectric constant of 3 is located on 

each side of the core slab. The outermost slabs of 5 Å each representing the phospholipid head 

groups of the bilayer were assigned a dielectric constant of 160.71,75 Concentrations of 0.15 M of 

monovalent counterions were used to mimic the conditions in the explicit solvent simulations. FEW 

uses APBS76 to calculate the polar term of the solvation free energy and the “draw_membran2” 

program to create the membrane slabs.77 

Boundary conditions in APBS were treated by using a focusing approach with three steps, a large grid 

of 250 Å length, a medium grid of 200 Å length, and a small grid of 150 Å length in all dimensions. 
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129 grid points in all dimensions were used. Single Debye-Hückel (SDH) boundary conditions were 

used for the initial focusing step, and a cubic B-spline discretization method was chosen to map charges 

of the solute to the maps. Dielectric and ion-accessibility coefficients were defined by the molecular 

surface definitions (“mol” flag) with a 1.4 Å solvent molecule radius and 10 points Å-2 sphere density. 

Because the configurational entropy was not considered in the calculation of binding free energies, 

as done previously in related computations,78,79 the sum of all considered contributions is an 

effective free energy, denoted G
eff

. 
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Results 

Potentials of mean force of TGR5 dimerization 

To compare the two dimerization interfaces of TGR5 (1/8 and 4/5) with respect to dimerization 

energetics, umbrella sampling simulations and subsequent computations of a PMF of dimerization 

as a function of the protomer separation distance r were conducted. Separating the monomers along 

their COM axis does not introduce a strain by unnaturally pushing residues into one another, which 

could happen if, e.g., they were separated perpendicular to this axis. As a free rotation of the 

protomers is allowed, the protomers can in principle adopt the most favorable orientation along the 

reaction coordinate. Yet, due to the slow relaxation dynamics of proteins in membranes, e.g., about 

20 µs for rhodopsin,80,81 and sampling times of 220 ns per umbrella window, the sampling of 

orientational configurations will likely not be converged. Still, the impact of this is expected to be 

small when comparing free energy profiles of the two TGR5 dimer configurations due to 

cancellation of errors and because the starting configurations were derived from experimental 

dimer configurations. To check for the overlap of the frequency distributions of reaction coordinate 

values, the histograms of umbrella sampling windows were represented by the kernel density. The 

results show well overlapping histograms (Figure S1 A and B), which is a prerequisite for applying 

WHAM to extract a PMF from these distributions.67,68 The RMSD to the respective starting 

structures during each umbrella sampling simulation reached a stable plateau after 40 ns in the 

individual windows (similar to the RMSD determined in the unbiased simulations; Figure S2), and 

the average RMSD of the backbone atoms indicates overall moderate structural changes in the 

individual umbrella sampling windows with RMSD  3.7 Å for the whole protein and ~2.4 Å only 

considering the transmembrane helices for both dimeric configurations (Table S1 and Table S2). 

Hence, the first 40 ns of each window were omitted from further analyses. Other studies computing 
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PMFs of membrane systems also report relaxation times of 30-50 ns, which is in line with our 

results.68,82,83 For all simulations, the integrity of the membrane structure and the position of the 

dimers therein was evaluated in terms of the spatial distribution of the electron density of the 

membrane components, with systems for both interfaces showing highly similar and evenly 

distributed electron densities (Figure S3). Repeating the computations of the PMFs for parts of the 

simulation time demonstrated that, for both systems, the PMFs are converged after ~200 ns of 

simulation time per window (Figure S1). The error in the PMFs estimated from a bootstrap 

sampling is overall small with a maximum of 0.16 kcal mol-1 in the region r > 50 Å for the 1/8 

interface (Figure 2). For reasons of comparison, the PMF values at r = 50 Å and 58 Å, the 

monomeric states (states C and F in Figure 2) for the 4/5 and 1/8 configurations, respectively, were 

set to zero. 

The PMF of dimerization via the 1/8 interface has a global minimum of -8.1 kcal mol-1 at r = 35.8 Å 

(state D in Figure 2). For the 4/5 interface, the PMF has a global minimum of -6.4 kcal mol-1 at 

r = 33.8 Å (state A in Figure 2). The initial model with the 4/5 interface with r = 34.5 Å generated 

by superimposition of the TGR5 protomers onto the dimer structure of 3ODU29 was already close 

to the global minimum of the PMF, while the starting model with the 1/8 interface generated with 

the dimer structure of 4DJH28 was located at r = 40.5 Å. The distance disparity in the 1/8 interface 

model could be caused by the structural difference between the homology model of the TGR5 

protomer and the κ-opioid receptor (C atom RMSD of equivalent atoms = 5.0 Å), or the membrane 

environment of TGR5, which was not present in the crystallization of the template.28 

The configurational free energy for the 1/8 interface increases with increasing r until it reaches a 

local maximum of ~0 kcal mol-1 at r  47 Å (state F in Figure 2). This smooth increase in the 

energy is likely caused by helices 8 sliding along each other upon separation and by TM1 becoming 
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more perpendicular with respect to the membrane plane, which helps maintain interface 

interactions over a larger r range and prevents the formation of lipid-filled pockets between the 

protomers (Figure 2). In contrast, the configurational free energy for the 4/5 interface rises much 

more steeply and reaches a global maximum of ~3.3 kcal mol-1 at r  49 Å (state B in Figure 2). 

Apparently, the formation of protein-lipid interactions between both protomers and lipids that 

slipped in between are more disfavorable for the dimer with 4/5 interface (state B in Figure 2) than 

the gentle release of protein-protein interactions for the dimer with 1/8 interface (state E in Figure 

2); in the latter case, the density of lipids in between both protomers is much smaller because of 

the interactions between helices 8, which act similar to two approaching wedges separating the 

lipids between the protomers. In the shallow basins between B and C (E and F), the protomers form 

an increasing number of contacts with decreasing r up until a high (low) number of lipids have to 

be displaced in order to establish an interface contact resulting in a high (low) energy barrier for 

the 4/5 (1/8) interface. Finally, at r = 50 Å and 58 Å, the configurational free energies reach 0 kcal 

mol-1, related to a complete separation of the two dimers (states C and F, respectively, in Figure 

2). 

As the Y111A3.51 variant shows no multimerization of TGR5,24 the role of Y1113.51 in the 4/5 

interface is highly interesting. In this interface, Y1113.51 almost exclusively interacts with its 

symmetric counterpart at close r (32 Å to 36 Å) (Figure 3 A, B and C), while at a larger separation 

of the two protomers (r > 38 Å), it forms hydrogen bonds to the head group moiety of bridging 

DOPC lipids. At the intermediate distance of r = 36 Å to 38 Å still related to a dimeric 

configuration, both Y1113.51 are bridged by exactly one DOPC molecule in a large fraction of the 

snapshots (Figure 3 B and D). Thus, Y1113.51 indirectly mediates interactions between the 
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protomers even if no direct contact is present. This could explain, why the Y111A3.51 variant 

abolishes TGR5 oligomerization by preventing the formation of the 4/5 interface. 

To conclude, the PMFs of TGR5 dimerization show that either interface formation is favorable and 

that the 1/8 interface identified in live cell FRET experiments24 shows a smoother dimerization free 

energy profile than the 4/5 interface. This is caused by an energetically unfavorable lipid-filled 

pocket formation during the association of the 4/5 interface. Furthermore, Y1113.51 plays a vital 

role in the formation of the 4/5 interface by either forming hydrogen bonds with its counterpart in 

the other protomer or with head group moieties of DOPC lipids over an extended distance range. 
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Figure 2. The two dimeric configurations of TGR5 and the PMFs of dimerization. Center: PMFs of TGR5 dimerization (red: 
1/8 interface; blue: 4/5 interface) calculated from umbrella sampling simulations; error bars were determined according to the 
bootstrap error estimation in the WHAM implementation used here. The curves were aligned to a value of 0 kcal mol-1 at the largest 
value of the reaction coordinate, considering the dimers dissociated at these points. Letters in circles correspond to structures shown 
in panels A-F. Dimeric configurations of TGR5 with 4/5 interface at the global minimum (A) and the dissociated state (C) are 
shown in a side view or top view (looking from the extracellular side) perspective. D and F show the respective structures for TGR5 
with 1/8 interface. In the case of the 4/5 interface, the barrier in the PMF coincides with the formation of a layer of lipids between 
the protomers, which bind into cavities in the dimerization interface (B). The 1/8 interface on the other hand is wedge-shaped owing 
to H8 and TM1, which occludes lipids from the dimerization interface (E). Lipids are colored from red to yellow and white according 
to their distance to the COM of the two TGR5 protomers. 
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Figure 3: Interactions of Y1113.51 in the 4/5 interface. A, C: At close distance r, both Y1113.51 residues form a hydrogen bond 
across the dimer interface. B: The fraction of the corresponding simulations from umbrella sampling are shown in which a Y111-
Y111 hydrogen bond (black line, related to panel C) or a hydrogen bond to the one bridging DOPC molecule (D) is present (grey 
line). 

 

Constants and free energies of association 

From the PMFs, constants and free energies of association were calculated according to eqs. 1-4, 

applying the integration boundaries rmin and rD (Table 2). In doing so, the restriction of the 

configurational space in the dimeric state compared to two freely rotating protomers in the 

membrane was considered (Table 2):84 For freely rotating protomers in the membrane plane, the 

accessible rotational space is ||ߗ|| = (2)2, while ||0.17 = ||ߗ and 0.1 for the 1/8 and 4/5 interface, 

respectively, in the dimeric configurations. The resulting Kx and G (Table 2) relate to a state of 
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one TGR5 dimer in a membrane of 369 lipids, according to our simulation setup. A direct 

comparison to dissociation constants determined by live cell FRET experiments is not possible due 

to the arbitrary definition of the association constant KD1 there, which relates to the initial 

dimerization of the receptor via the primary 1/8 interface;24 an explicit determination of KD1 was 

not possible in these experiments. With respect to KD1, KD2, which relates to the dimerization of 

TGR5 dimers via a secondary interface, is seven-fold larger,24 demonstrating a weaker association 

via the secondary interface than the primary one. Our results qualitatively agree with this finding 

in that Kx of the 1/8 interface is larger than that of the 4/5 interface (Table 2). Furthermore, on a 

quantitative level, the ratio of Kx’s determined here is ~40, which is within a factor of ~6 to the 

ratio of the experimentally determined KD’s24 and, hence, within chemical accuracy at T  300 K 

(Table 2). This comparison lends remarkable support to the quality of the setup, parameterization, 

and execution of our simulations. 

To conclude, the calculated association constants for the respective interfaces show that the 

formation of the 1/8 interface is more favorable than that of the 4/5 interface, concordant with 

results of live cell FRET experiments.24 Additionally, the ratio of the calculated association 

constants is within chemical accuracy to the experimentally determined ratio.24 

Table 2. Thermodynamic quantities for each TGR5 dimer system.a 

Interface 1/8 4/5 

||Ω|| [rad] 0.17 0.10 
rmin [Å] 35.8 33.8 
rD [Å] 40.6 36.8 
Ka [µm2] 2.1 × 10-3 5.3 × 10-5 

Kx 5.3 × 103 1.3 × 102 

ΔG [kcal mol-1] -4.7  -2.5  
a Ka, Kx, ΔG, and ||Ω|| were computed according to eqs. 1-4. 
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Per-residue decomposition of effective binding energies 

To complement the previous investigations of TGR5 dimerization, the MM-PBSA approach 

considering an implicit solvent and implicit membrane environment in connection with a structural 

decomposition of the effective binding energy on a per-residue level85,86 was used to reveal putative 

regions of strong interactions (“hot spots”) in the dimer interfaces. These hot spot residues can be 

exploited in a knowledge-driven approach by identifying small molecules that mimic those residues 

and, thus, act as dimerization inhibitors.86 For this, MD simulations of 200 ns length were 

conducted (of which the last 180 ns were used for MM-PBSA analysis) at a separation distance 

corresponding to the global minimum of the respective PMFs. Within the timescale of our 

simulations, the dimers do not dissociate and only show small local conformational changes, which 

is reflected by RMSD values with respect to the starting structure in the 3-4.5 Å range for the 

protomers in both dimer configurations (Figure S2). Over the simulation time, the total effective 

energy of binding calculated by the MM-PBSA single trajectory approach (ΔGeff) remains largely 

stable with a slow drift towards lower energies as indicated by the slope of the linear regression 

function of -0.0584 kcal mol-1 ns-1 for the 1/8 and -0.0858 kcal mol-1 ns-1 for the 4/5 interface 

(Figure S4). Still, Geff fluctuates between -45 and -90 kcal mol-1 for the 1/8 interface and -65 

to -160 kcal mol-1 for the 4/5 interface (Figure S4). Both the magnitudes of these values and the 

fluctuations are well within the ranges reported in similar studies.86-88 From Geff values alone, the 

4/5 interface appears to be more favorable than the 1/8 interface. Note, however, that we did not 

consider configurational entropy contributions in the MM-PBSA computations, in order to avoid 

introducing additional uncertainty in the computations.87,89,90 Such contributions can have a 

pronounced effect, as, e.g., indicated by the ||ߗ|| values computed above (Table 2), where the 

restriction of the rotational space of the monomers disfavors formation of the 4/5 interface more 

than that of the 1/8 interface. 
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According to previous studies79,86 only residues i with ΔGeff, i < -2 kcal mol-1 were considered hot 

spots. As expected, the hot spot residues identified for both interfaces are highly symmetrically 

distributed in both protomers (Figure 4). Notably, residues located at the intracellular ends of 

helices and the respective adjacent loops were found to have the lowest ΔGeff, i. Here, it is 

energetically favorable for the solvent-exposed hydrophobic residues to form interactions with one 

another, which is reflected by, on average, 2.7 kcal mol-1 more favorable non-polar solvation 

energies of such residues compared to hydrophobic residues in the membrane. Projections of ΔGeff, i 

onto TGR5 protomers are shown in Figure 4. 

In the 4/5 interface, the residues with the highest contributions to the effective binding energy are 

mainly hydrophobic with the exception of H1935.67 at the intracellular and Y1675.41 at the 

extracellular end of TM 5 located in the polar head group regions (Figure 4 A, B). Y1715.45 is the 

only polar residue that is located in the center of the dimerization interface. In TM4 and the 

intracellular loop 2 between TM3 and TM4, several residues contribute highly favorably to 

binding, including several proline residues (P117IL2, P1204.38, P1214.39) as well as M1123.52, 

L1153.55, and L1264.44. Y1113.51 yields ΔGeff, i = -1.76 kcal mol -1. Although lower than 

the -2 kcal mol-1 cut-off chosen to define hot spots, mutation of this residue to alanine is expected 

to reduce TGR5 dimer formation via the 4/5 interface by ~20 times at T = 300 K, corroborating the 

above structural findings of its importance for interface formation. 

In the parts of the 1/8 interface located in the hydrophobic region of the membrane, hot spots are 

mainly small and / or hydrophobic residues, such as G161.34, L181.36, L201.38, L2827.55 and W2918.54 

(Figure 4 C, D). In the polar interface regions near the phosphate head groups, charged amino 

acids K151.33 at the N-terminal end of helix 1 and R2928.55 at the C-terminal end of helix 8 are hot 

spots. The cluster of hot spot residues on TM1 (G161.34, L181.36, L201.38) could allow the design of 
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an inhibitory peptide or peptide mimetic,91-94 which mimics the hot spot residues to disrupt the 

interface formation. 

To conclude, we identified hot spot residues in the 1/8 and 4/5 interfaces, of which three form a 

cluster in TM1. 
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Figure 4. Per-residue decomposition of effective MM-PBSA binding energies for both TGR5 
dimer interfaces. The distribution of hot spot residues for the first (A) and second (B) protomer 
of the 4/5 interface is shown as a graph and projected onto the structure, also for the first (C) and 
second (D) protomer of the 1/8 interface. Residues with ΔGeff,i < -2 kcal mol-1 (indicated by a dotted 
gray line) are considered hot spots. The standard error of the mean is < 0.1 kcal mol−1 for each 
residue; secondary structure of the TGR5 model is displayed at the top of the bar plots with black 
boxes showing α-helices. For the projections of ΔGeff,i, a representative structure of a TGR5 
protomer from the MD simulations used for these calculations is used, and residues are colored 
from red (-9 kcal mol-1) to white (0 kcal mol-1) to blue (4 kcal mol-1). 



25 
 

Discussion 

In this study, we have shown by PMF computations based on MD simulations at the atomistic level 

and subsequent computations of constants and free energies of association that the formation of 

both the 1/8 and 4/5 interface is energetically favorable for TGR5, and that formation of the 1/8 

interface is favored over that of the 4/5 interface. Both results are in line with our previous 

experimental findings,24 where FRET experiments in live cells showed that the 1/8 interface of 

TGR5 is the primary dimerization interface. Furthermore, FRET distances derived from models of 

dimers of dimers indicated the presence of either the 4/5 or 5/6 interface as a secondary interface. 

Here, by modeling of respective dimer configurations of TGR5 in the active state, together with 

experimental findings that the activation of TGR5 does not influence its oligomerization,24 we ruled 

out the presence of the 5/6 interface. Hence, our results suggest that the 4/5 interface is the 

secondary interface for TGR5 oligomer formation. 

Structural analyses of TGR5 dimer configurations related to characteristic points in the PMFs 

revealed the formation of a lipid-filled pocket when TGR5 molecules approach to form the 4/5 

configuration. Associated with this is an energy barrier of ~3.3 kcal mol-1, indicating that this lipid-

separated/lipid-bridged TGR5 dimer state is disfavorable. In comparison, in the 1/8 interface, the 

two wedge-shaped interfaces can separate the lipid layer between the protomers more easily, which 

results in a smaller energy barrier and smoother free energy profile. As a consequence, more lipid-

separated/lipid-bridged TGR5 dimer configurations are accessible in the latter case, which directly 

relates to the larger Kx (or lower G) via the integration in eq. 1. As such, our computations indicate 

that differences in lipid-protein interactions contribute to the experimentally observed and 

computed differences in constants and free energies of association. This is in line with other studies, 

which showed an impact of the local lipid composition on the association of GPRCs.95-98 We 

computed ΔG values (Table 3) that are comparable in magnitude to previous studies of GPCR 
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dimerization with similar setups 33,44 and experimental studies on protein-protein interactions in 

lipid bilayers. 99,100 A direct comparison to dissociation constants determined by live cell FRET 

experiments is not possible because the association constant KD1 there, which relates to the initial 

dimerization of the receptor via the primary 1/8 interface, was fixed at an arbitrary value.24 Factors 

that might influence the magnitude of our computed G are not precise enough starting 

configurations of dimeric TGR5, angular distributions of the bound state used for calculating the 

correction term ||Ω|| (eq. 4) that are too narrow due to insufficient sampling, and imbalanced 

protein-lipid, protein-protein, and lipid-lipid interactions.  

Application of the MM-PBSA method to study protein-protein interactions and identify hot spot 

residues79,101 using an implicit solvent is well established.102 By using MM-PBSA computations 

with an additional implicit membrane representation,70,71 we identified several hot spot residues 

that are specific for both interfaces of TGR5. Most of the hot spot residues are clustered at the polar 

interface regions near the phosphate head groups. This allows for the design of small-molecule 

inhibitors of dimerization, exploiting strategies developed by us78,85,103 and others104-106 to translate 

knowledge about the location and orientation of hot spots into a molecular design. Similarly, self-

inserting peptides mimicking TMs have been successfully employed to inhibit the dimerization of 

GPCRs.91-93,107,108 Furthermore, knowledge of hot spot residues that are specific for the interfaces 

could be utilized to disrupt the dimerization upon mutation to alanine to probe the physiological 

effect of TGR5 interactions via specific interfaces, as done before for other GPCRs.108 

Finally, we determined that Y1113.51 plays an important role in the formation of the 4/5 interface. 

Y1113.51, which is part of the conserved (D/E)RY motif,27 is involved markedly in the dimer 

formation. As of now, no explanation for the function of this residue was provided, which in all 

GPCR X-ray crystal structures points towards the membrane environment.27-29 Our findings that 
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Y1113.51 mediates direct interactions between the TGR5 protomers and forms lipid-mediated 

interactions over an extended range of the dimerization pathway are in line with experimental 

findings that the Y111A3.51 variant of TGR5 does not form multimers anymore.24 The role of Y111 

in TGR5 association is furthermore underscored by our MM-PBSA results. 

In summary, we described the first extensive energetic evaluation of GPCR dimerization on the 

atomistic level and provided the structural foundation for developing small-molecule inhibitors of 

or performing mutational analyses on TGR5 dimerization. The types of computations should be 

transferable to other transmembrane proteins that form dimers or higher oligomers as long as good 

structural models of the dimeric or oligomeric states are available. Such computations may help to 

overcome current restrictions due to an imperfect energetic representation of protein association at 

the coarse-grained level.41,42 
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