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PROCESSOR-LEVEL CO-DESIGN IN EPI

= Bi-directional and iterative
interaction process between:

application experts and

hardware (HW) and system-

software (SW) developers Ar'ChiteCtS

= Goal: (Streams 2, 3, 4)
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|dentify application’s
requirements

Feed these into design of EPI's
HW+SW technologies
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CO-DESIGN SCOPE IN EPI

= Focus on giving quality feedback to HW/SW designers

= not enough effort for full application porting

= co-design between Applications and HW/SW
= co-design between HW and SW happens in other WPs

= Multi-level suite of benchmarks

= from very low- synthetic benchmarks to high-level applications

= Methodology with multi-level models & simulators

= 7). analytical models, high level
= 2). simulation based (e.g. gemb simulation engine)
= 3). reference platform (e.g. Marvell ThunderX?2)
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CO-DESIGN PROCESS - ~
| Technical
Selection Full Test constraints
Criteria Applications platform - N \_ l )
Impact of |
’ N design

Mini-Apps Emulator param. on

appl. Perf.

J

Benchmark Simulator
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APPLICATION SELECTION CRITERIA
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C1  Relevant (now or in 5-years) for markets addressed by EPI HPC, HPDA/AI, automotive
CPU perf, I/0, Mem-Cap., Mem-
C2 lts requirements covers architectural components BW, Mem-Lat., vector units,
dedicated accel,, virt.
Highly scalable tightly-coupled,
C3 Represent a family/class of applications embarrassingly parallel, ML,
data analytics
C4 Close relation to code developers
Licence allows development of mini-apps/derived benchmarks
CbH
(preferable OpenSource)
C6 Reference data available from other platforms x86, commercial ARM, GPGPU,
Power
C7 Application uses/covers a software component/ programming model MPI, OpenMP, OpenAcc, PGAS,
relevant for an EPI market Berkeley Socket, JVM
C8 Application features relatively simple kernel
C9 High societal impact
C10 Part of an existing benchmark suite, or widely known
C1l  Mini-app or kernels already available




L —————

FIELDS PRESENT IN CURRENT APPLICATION
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SELECTION

= Biophysics = Automotive

= Biology/Medicine = Cryptography

= Earth Sciences/Climate = HPDA

= HEP & Fusion = Machine Learning

= Material Sciences = Deep learning

= CFD = Cloud

= Hydrodynamics = Data Base

= PDE = Reference benchmarks (HPL, HPCG,

: Stream, DGEMM...
= Image / Media )
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GROMACS

CP2K

ALYA

Genome

Biology /

NEST

Earth sciences /
Climate

EC-EARTH

ECMWF DWARF

NEMO

SPECFEM3D

RTM

HEP & Fusion

Grid

tmLQCD

GYSELASD

Material Sciences

ABINIT

Quantum ESPRESSO

BigDFT

CFD

FEniCS

NEK5000

OpenFoam

walBerla

NAS BT MZ

NAS SP MZ

AVBP

Ray tracing /
Image / Media

Medical imaging

Image processing/(Trans)coding

Big Data Analytics

Spark

Hadoop

Flink

Storm

Machine Learning

K-Nearest Neighbours

High Performance Fuzzy Computing

Random Forests

N Deep500
Deep Learning DNN kernels
Cloud VMcontainers
DBMS (Data saL
Base) NosQL
Automotive Apollo Dri}ling Framework
Lane tracking
Cryptol OpenSSL
acceleration
Hvdrod Lulesh
- HYDRO
PDE inij
HPL
HPCG
Vector SpMV.
DGEMM
Reference Somier
benchmarks FFT

HACC Kernels

27- and 7-points Stencil

Stream

FFTW.




EPI PROCESSOR CO-DESIGN PARAMETERS

" General purpose cores
= SVE length

= Number of SVE pipelines per
core

= Accelerator cores

= Ratio of accelerator cores versus
general purpose cores

= Accelerator core design

NOC and memory sub-system
= NOC topology and bandwidth
= Cache sizes and bandwidth

= HBM size and bandwidth

= DDR size and bandwidth

Other parameters to be considered
for system level co-design

= Network architecture
= |/O architecture
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EXAMPLE: DGEMM

100

L2 cache o
exploration with 90
BLIS microkernel < 8

% 80

S 75

§ 70

CREDITS: 65
-P.Petrakis, V. Papaefstathiou et al. (FORTH): zz

simulation execution an analysis
-B.Brank, S.Nassyr (FZ)): BLIS micro-kernel 50
-A.Portero (FZ)): Gem5 simulator setup
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Micro-Kernel Performance vs L2 Cache Size

--256KB
--512KB
-o-1MB

U O D ® A L S D O X D D
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Array Size (dim. N)
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EXAMPLE: DGEMM

SVE
microkernel

100

instruction %

. 80

MIX o

€ 6

-To get peak numbers we need % 50
to feed the 2 SVE units with 2~ £ 40
FMA instruct. per cycle. - 30
-For a 4-wide core the code 20
must have more than 50% FMA 10
0

instructions in the mix.
-Peak value at: ~2.3 FMA/cycle
and ~1.45 loads/cycle
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CREDITS:

-P.Petrakis, V. Papaefstathiou et al. (FORTH):
simulation execution an analysis

-B.Brank, S.Nassyr (FZ]): BLIS micro-kernel
-A.Portero (FZ)): Gem5 simulator setup

L2 Cache Effects fror=™
DGEMM Micro-Kernel Instruction Mix
7
128 256 384 512 640 768 896 1024 1152 1280 1408 1536 1664 1792 1920 2048
Array size (dim. K)
mm SimdFloatMultAcc (%) mmMemRead (%) mmintAlu (%) mEMemWrite (%) mmOthers (%) «@=gflop/sec
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CO-DESIGN IN JAPANESE EXASCALE PROGRAM

= SPIRE (Strategic Programs for Innovative Research) selected 5 strategic
application areas

= Large fraction of compute resources will be dedicated to SPIRE

= Selected areas: Life science/drug manufacturing,

- :
new materials/energy creation, Global change © GENESIS MD for proeins

prediction for disaster prevention/mitigation, N e
. . . grid)
manufacturing technology, the origin of matter © Nommienc st oo sl s B (s
Ond the Unive rse ® NTChem molecular electronic (structure calculation)
. . . . . . . . ® FFB Large Eddy Simulation (unstructured grid)
= 9 social and scientific priority issues identified ® ReDFT an bt proram (dnsity unconl theay)
y ., ©® Adventurs e et 1108 Scle
= Selected 9 target apps from each area for “co-design”™ ' __ m“’“‘(m’)
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CO-DESIGN IN US EXASCALE PROGRAM

Proxy App

AMG

= 10 research areas driven by national labs CANDLE Benchmarks
= Nuclear energy, climate, carbon capture and storage, wind energy, combustion, Ember
magnetic fusion energy, advanced manufacturing, chemical sciences, precision ExaMiniMD

medicine for cancer, urban system sciences, cosmology, high energy and nuclear

physics, accelerator physics, astrophysics, geoscience, metagenomics, nuclear e

materials, seismic, power grid MACSio

= 5 co-design centres for different application motifs TInANR
miniQMC

m CODAR: Co-Design Center for Online Data Analysis and Reduction; COPA: Co-Design __Q,

Center for Particle Applications; AMReX: Block-Structured AMR Co-Design Center; e
CEED: Center for Efficient Exascale Discretizations; ExaGraph: GraphEx Co-Design NEKbone
Center; ExalLearn: Co-Design Center for Exascale Machine Learning Technologies PICSARIte

= ECP proxy applications program SWaiite

" Option to submit more applications s

thornado-mini

= Standards for proxy-applications defined xSBench
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https://proxyapps.exascaleproject.org/
https://proxyapps.exascaleproject.org/
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PARTNERS INVOLVED IN EPI CO-DESIGN

TECNICO ===
LISB0A  Z Fraunhofer

@) JULICH ETH:irich [}

Forschungszentrum

(C Barcelcna CINECA
AtoS @ =
Center

Centro Nacional de Supercomputacion
e
"’”f ,:'_ J
ALMA MATER STUDIORUM COMPUTER

e —
UNIVERSITA DI BOLOGNA ENGINEERING UNIVERSITA DI PISA F:;

EIRss wcenc: GFORTH @i

INSTITUTE OF COMPUTER SCIENCE

: 1343

l:. KALRAY




