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4 Members of the consortium 

4.1 Participants (applicants) 
4.1.1 Seagate Systems UK Ltd (SEA)  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.1.1.1 Description of the Organisation 

Seagate is the world’s leading provider of Data Storage devices, equipment and services. 
The organisation is a worldwide multi-national registered in Ireland (Seagate Technology plc) with more 
than 50,000 employees. 
Seagate operates two primary divisions within its corporate operations, Seagate Technology develops and 
produces data storage devices including disk drives, solid state drives and solid state storage for integration 
within servers, a large facility is located in Northern Ireland. Seagates’ Cloud Systems and Silicon Group 
provides enterprise data storage solutions and core silicon technologies. Key within its portfolio are storage 
systems targeted at the High Performance Computing marketplace. The division of the organisation 
responsible for this project is Seagate Systems UK Ltd which is part of the CSSG organisation. 
The HPC products from Seagate consist of fully engineered data storage systems with all hardware, file 
systems software and system management provided.  Systems are provided through our OEM or business 
partnerships including with ATOS, which features a ~60PB installation at DKRZ, Germany, and major 
installations at CEA in France. Seagate HPC systems in general support some of the worlds most powerful 
supercomputers including NCSA Bluewaters where the storage system achieved the worlds first 1TByte / 
second performance.  
Skills in all technology disciplines are needed to create these diverse range of products from molecular 
scientists to systems software and Seagate Systems will draw upon the knowledge and skills of the whole 
Seagate organisation to ensure the success of the project bringing knowledge on fundamental storage devices 
and techniques alongside methods to harness the huge capacity of systems for the HPC as well as 
accelerating their performance to future needs. 
Within Seagate Systems (UK) the Emerging Technology Group manages collaborative research activities 
within Europe and will work in concert with development engineering groups based in UK. The group has 
experience with H2020, FP7 and UK National collaborative projects. 
Current projects include: 

• SAGE - Percipient storage for Extreme scale era of which Seagate is project coordinator and 
technical lead 

• EsiWace - Climate and Weather centre of excellence where Seagate is working to optimise 
access to the vast databases of these communities 

• BigStorage - a European Training program (ETN) of convergence of HPC storage and Data 
Science. 
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4.1.2 BULL SAS 

 

 
 
Bull (Bull SAS) is the newest member of the Atos family. In 2016, Atos SE is a leader in digital services 
with pro forma annual revenue of € 5.6 billion and 96,000 employees in 72 countries. Serving a global client 
base, the Group provides Consulting & Systems Integration services, Managed Services & BPO, Cloud 
operations, Big Data & Cyber-security solutions, as well as transactional services. With its deep technology 
expertise and industry knowledge, the Group works with clients across different business sectors: Defense, 
Financial Services, Health, Manufacturing, Media, Utilities, Public sector, Retail, Telecommunications, and 
Transportation. With 80+ years of technology innovation expertise, the new « Big Data & Cyber-security » 
Service Line (ATOS BDS) gathers the expertise in Big Data, Security and Critical Systems brought by Bull 
acquisition and the ones already developed by Atos in this domain.  
 
The Service Line is structured into 3 complementary activities: Big Data, Cyber-security and Critical 
Systems.  
• Big Data:  the expertise of extreme performance to unleash the value of data (detailed below)  
• Cyber-security:  the expertise of extreme security for business trust 
• Critical Systems:  the expertise of extreme safety for mission-critical activities. 
In recent years, the Bull R&D labs have developed many major products that are recognized for their 
originality and quality. These include the Sequana supercomputer which concretizes the first results of the 
“Bull Exascale Program” announced during SuperComputing 2014, bullion servers for the private Clouds 
and Big Data, the Shadow intelligent jamming system designed to counter RCIEDs, the libertp tool for 
modernization of legacy applications and hoox, the first European smartphone featuring native security. To 
explore new areas and develop tomorrow's solutions, today, Bull R&D is investing heavily in customers – 
with whom it has forged many successful technological partnerships – as well as in institutional collaborative 
programs (such as competitiveness clusters and European projects) and in partnerships with industry (Open 
Source, consortiums). Bull is involved with the strategy toward HPC in Europe with the active leadership of 
ETP4HPC and contribution to the Strategic Research Agenda. 
. 

4.1.2.1 Role and responsibilities 

Bull will mainly work in tasks within WP2 in order to evaluate new technologies both in hardware and base 
software, and in tasks within WP4 around the platform for the demonstration and evaluation of the 
technology. 
 

4.1.2.2 Key Personnel  

 
Philippe Couvée (male) : Senior software architect at Bull, Philippe Couvée has been working first as an 
AIX and LINUX kernel and driver developer and then, as a Storage architect. He joined the High 
Performance Computing R&D in 2004 where he was in charge of HPC middleware development (MPI, 
distributed file systems), then as chief architect of the SuperComputer software products. Since early 2016, 
he is focusing on Data Management for exascale. 
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4.1.8 Kitware SAS 

 

 
 

4.1.8.1 Description of the Organisation 

 Kitware SAS is a SME with headquarters in Lyon, France. Kitware SAS is a subsidiary of Kitware Inc., 
with headquarters in Clifton Park, NY. Founded in 1998, Kitware has grown to over hundred individuals; 
with nearly one-half having PhD.s. Kitware’s mission is to create, maintain and service open-source 
software, and to create proprietary products on top of that software. The company has made a world-wide 
impact with the well-known Visualization Toolkit (VTK), ParaView, the Segmentation and Registration 
Toolkit (ITK), and the Cross-platform Make (CMake) systems. Kitware’s customers range from large 
pharmaceutical and biomedical companies, oil and gas industries and governmental institutes. Kitware has 
been leading open-source development for several major projects funded by the NIH, DOE, DOD among 
others. Kitware has also an extended relationship with several Universities in Europe and in the US 
(Harvard, Cornell, Utah, …) as well as long term software development experience with US and European 
national laboratories. 
 

4.1.8.2 Role and responsibilities 

 
Kitware in Sage2 will mainly contribute to 1 and provide the execution of the use case related to post-
processing. Its main contribution will be in data post-processing, feature extraction, and visualization. 
Kitware has a strong expertise in large data visualization and post-processing. In particular, Kitware will 
work with the different partners in order to address the issue of large scale in-situ processing. 
 

4.1.8.3 Key Personnel  

 
Julien Jomier (male) is directing Kitware's European subsidiary in Lyon, France (Kitware SAS), where he 
focuses on European business development. Julien is also working on in-situ visualization for large data 
processing. He is one of the lead software engineers behind the Insight Toolkit as well as an active developer 
on numerous open source projects including ParaView, IGSTK and VTK. Mr Jomier was research lecturer in 
Radiology for several years and continues teaching image processing and visualization in Engineering 
Schools as well as at several institutes and companies worldwide. Mr. Jomier has over 15 years of experience 
in software development; he is currently directing Kitware’s European office. 
 
Dr Joachim Pouderoux (male) is technical expert at Kitware for the scientific computing division, he is also 
one of the developers of VTK and ParaView. Dr. Pouderoux has been teaching many VTK and ParaView 
courses in research and development institutions. Since 2009, Joachim worked as an R&D Engineer at 
BRGM, the French Geology Survey. At BRGM, he was responsible for leading 3D visualization projects 
including visualization techniques for geological data for VR environments. He also led mobile application 
development for disseminating 2D and 2.5D geological data on iPhone/iPad and Android devices. Further, 
Joachim is experienced in developing 3D visualization and interaction techniques for ground and 
underground GIS data for an augmented reality application called Project RAXENV. 
 

4.1.8.4 Relevant Experience 

4.1.8.4.1 Publications 
• C. Gueunet, P. Fortin, J. Jomier, and J. Tierny, "Contour Forests: Fast Multi-threaded Augmented 

Contour Trees," IEEE Symposium on Large Data Analysis and Visualization, 2016. 

 

SAGE    22 

4.1.9 ARM (ARM) 

 
 

 
  

4.1.9.1 Description of the Organisation 

Arm (www.arm.com) is a semiconductor IP company with around 5000 employees and headquartered in 
Cambridge, UK. ARM designs and licenses its IP (e.g. low-end 32-bit and high-end 64-bit CPUs, mobile 
GPUs, various peripherals, physical libraries etc.) to its chip manufacturing partners. ARM is the architecture 
of choice for more than 80% of the high-performance embedded products in design, and for more than 90% 
of the mobile phones. By licensing, rather than manufacturing and selling its chip technology, it established a 
new business model that has redefined the way microprocessors are designed, produced and sold. Today, 
there are more than 1000 partners in the Arm Connected Community. As the foundation of the company's 
global technology community, these Partners have played a pivotal role in the widespread adoption of the 
Arm architecture. 
Partners utilise Arm's low-cost, power-efficient core designs to create and manufacture microprocessors, 
peripherals and SoC solutions. Arm Powered microprocessors are pervasive in the electronic products, 
driving key functions in a variety of applications in diverse markets, including automotive, consumer 
entertainment, imaging, microcontrollers, IoT and wearable devices, networking, storage, automotive, 
medical, security, wireless, smartphones, and tablet computers. To date, Arm Partners have shipped more 
than 100 billion Arm microprocessors. 

 
Arm Research division from the headquarters in Cambridge (UK) will participate in the project. Arm 
Research consists of over 100 research engineers worldwide, and about 60 of them are located in Cambridge. 
Arm Research has a track record of 50 patents annually. The researchers work on a wide range of areas from 
circuits to systems: low-power circuits and sensor interfaces, IoT microcontrollers, energy-efficient 
microarchitectures, machine learning, CPU architecture, memory systems, fault- tolerant processors, 
security, low-power server and HPC systems. 

 
Products 

ARM Processors: ARM is the industry's leading supplier of microprocessor technology, offering the widest 
range of microprocessor cores to address the performance, power and cost requirements for almost all 
application markets. Combining a vibrant ecosystem with over 1,000 partners delivering silicon, 
development tools and software, and with more than 90bn processors shipped, our technology is at the heart 
of a computing and connectivity revolution that is transforming the way people live and businesses operate. 

ARM Cortex-A processors are at the heart of the most powerful and compelling technology products. They 
are deployed in mobile devices, networking infrastructure, home and consumer devices, automotive in-
vehicle infotainment and driver automation systems, and embedded designs. 

All Cortex-A based processors share a commonly supported architecture and feature set. ARMv7-A 
processors support a 32-bit instruction set and data path as well as the mixed 16/32-bit Thumb2 instruction 
set. ARMv8-A Cortex-A processors add support for a 64-bit data path and the AArch64 execution state 
while retaining full backward compatibility with ARMv7-A in the AArch32 execution state. This backwards 
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4.1.3 Commissariat à l énergie atomique et aux énergies alternatives  (CEA) 

 
 

 
 
 
 
4.1.3.1 Description of the Organisation 
CEA as a whole is a major player throughout the value chain of HPC from R&D in the development of 
silicon technology, architecture of processors, system integration, software environments and tools through 
to use of numerical simulation in many different areas related to the missions of CEA. It has more than 16 
000 staff members in the development of low carbon energies, technologies for health, information 
technology, defence and global security, and underlying fundamental research for all these objectives. 
CEA also owns and operates two world-class computing infrastructures (TERA and TGCC), and deploys 
related HPC services, for the benefit of national and European research, defense, and industry,  Industrial 
access to HPC has been deployed for 10 years at CEA CCRT, through an original partnership business 
model and a dedicated supercomputer of nearly 0.5 petaflop/s. 
CEA DIF DSSI is the division in charge of HPC at CEA, located in the Paris Region. DSSI operates the 
aforementioned computing centres and leads R&D in hardware and software technologies for HPC systems. 
(See htpp://www-hpc.cea.fr) 
 
4.1.3.2 Role and responsibilities 
CEA will perform tasks within WP1 and  WP3 targeting the management of data in a multi-tiered 
hierarchical Object storage environment. It will leverage knowledge from our work on Robin-Hood, on 
machine learning and previous project SAGE. CEA will also lead WP3. 
 
4.1.3.3 Key Personnel 
Jacques-Charles Lafoucrière (male) is a Department leader and International Expert at CEA. He received 
his Engineering degree Ecole Centrale Paris in 1989 and joined CEA teams. He initially worked as a  storage 
administrator and a system developer. Since 2005 he is a Lustre developer. His area of expertise cover 
parallel file systems, storage technologies, supercomputer and datacentre architectures. 
He has an Engineering degree from Ecole Centrale Paris  
 
Thomas Leibovici (male) is a storage expert and a system developer at CEA. He received his Engineering 
degree ENSIMAG in 2003. He is a system developer and lead the Robinhood development community since 
it's creation. His areas of expertise are artificial intelligence, storage systems and distributed file systems. He 
is also a Lustre developer. 
 
Henri Doreau (male) is graduated from ESEO engineering school in computer sciences. After 
spending a couple years developing network security tools for the nmap and openvas projects, he joined 
CEA as a HPC research engineer. Most of his work is in the development of large distributed systems, with a 
strong focus on performance and machine learning for automation. Recently, he co-authorded a scalable 
framework for anomaly detection in HPC system logs. 
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4.1.4 United Kingdom Atom Energy Authority  

 
 

 
 
 
 

4.1.4.1 Description of the Organisation 

Culham Centre for Fusion Energy (CCFE) is the UK's national laboratory for fusion research. Formerly 
known as UKAEA Culham, CCFE is owned and operated by the United Kingdom Atomic Energy Authority 
(UKAEA), who pioneered civil nuclear power in the UK. Its annual turnover exceeds 100M€ and it has 
about 600 employees, mainly scientists and engineers. More than 20 UK universities and about 80 PhD 
students are actively involved in research on the UK’s domestic experiment, MAST (Mega Amp Spherical 
Tokamak), and on the world's largest magnetic fusion experiment, JET (Joint European Torus).  CCFE hosts 
and manages JET on behalf of its European partners (283M€ contract from EURATOM for 2014-2018).  
 

4.1.4.2 Role and responsibilities 

CCFE will primarily be working in WP1 (investigating Sage2 performance in multi-physics workflows with 
different I/O patterns within each element of the workflow) and WP3 (integrating high speed interfaces to 
data management tools provided by European Open Science Cloud).  The effort in WP2 is closely associated 
with the effort in WP1 as we see the global memory abstractions as a much more efficient means of coupling 
codes 
 

4.1.4.3 Key Personnel  

Shaun de Witt (male) has been involved as both a task leader and work package leader in EUDAT1, leading 
the R&D work package. He has also been heavily involved in defining data management policies within 
WLCG and is the technical expert for many of the storage systems run within the RAL section of SCD. He 
has been actively involved in setting up data federations for both the CMS and ATLAS experiments and has 
presented several papers in this field. Before coming to STFC has acted as technical manager on other pan- 
European data management projects for ESA and NASA. 
 
Dr Rob Akers (male) received his doctorate (Manchester/CERN) in 1995 and has nearly 20 years’ 
experience in plasma physics R&D, fast ion/NBI physics and numerical modelling. His main area of 
expertise for that period has been energetic ion / NBI physics in toroidal systems and High Performance 
Computing. He has spent the last five years pioneering the use of GPGPU techniques for modelling the 
distribution of fast ions due to Neutral Beam Injection heating. 
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4.1.5 The Royal Institute of Technology ( KTH)  

 

 
 
 
4.1.5.1 Description of the Organisation 
KTH Royal Institute of Technology, established in 1827, is one of Europe's top schools for science and 
engineering, graduating one-third of Sweden's undergraduate and graduate engineers in the full range of 
engineering disciplines. Enrollment is about 17,500 students, of which about 1,400 are pursuing PhD studies. 
 
In this proposal, KTH is represented by Computational Science and Technology (CST) department, part of 
the Computer Science and Communication (CSC) School, and research branch of the KTH Center for High 
Performance Computing (PDC). The CST department comprises three research groups: High Performance 
Computing and Scientific Visualization, Computational Technologies and Algorithms, and neuroinformatics. 
The department focuses on applied technologies in extreme computing and data analysis. CST benefits from 
the variety of HPC system operated by PDC, ranging from high-throughput oriented clusters to high-end 
parallel architectures and novel accelerator-based machines. 
 
4.1.5.2 Role and responsibilities 
KTH is SAGE1 WP1 “Use Cases and Co-Design” leader, focusing on efficient deployment of applications 
and realization of use cases on the Sage2 system and guiding the co-design process between applications, 
Sage2 software and hardware . KTH also contributes to the development of programming models for Sage2 
in WP2 and WP3, particularly focusing on the development of HPC interfaces for memory and storage 
objects.  
 
4.1.5.3 Key Personnel  
Prof. Stefano Markidis (male) is Assistant Professor in High Performance Computing at KTH Stockholm. 
He holds a PhD from the University of Illinois at Urbana-Champaign and a MS from the Politecnico di 
Torino. He is a recipient of the 2005 R&D100 award and author of more than 90 articles in peer-reviewed 
publications. He has been the project manager of the EPiGRAM project and programming model work-
package leader in the CRESTA and SAGE projects. His research interests include parallel programming 
libraries and runtimes for high performance computing. 
 
Prof. Erwin Laure (male) is Professor for High Performance Computing at KTH Stockholm. He leads the 
Department of Computational Science and Technology and is Director of the PDC - Center for High 
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4.1.7 The University of Edinburgh  

 

 

 
 
 
4.1.7.1 Description of the Organisation 

The University of Edinburgh is one of Europe’s leading research universities and is represented in this 
project by its supercomputing centre, EPCC (http://www.epcc.ed.ac.uk). Established in 1990, the 
organisation is at the forefront of HPC service provision and research in Europe. EPCC has a full!time staff 
of 90, most educated to postgraduate level, and a large array of HPC systems including the 118,080 core, 2.5 
Petaflops Cray XC30-based UK National HPC service ! ARCHER. EPCC works with a wide variety of 
scientific and industrial partners; collaborative projects with industry represent 50% of the Centre’s annual 
turnover (£5 million in FY15/16 excluding capital costs). EPCC has led the UK’s technical work in all the 
PRACE projects to date and is the coordinator of the NEXTGenIO project, which focuses addressing the I/O 
bottleneck of HPC workloads through exploitation of non-volatile memory technologies. 
 
In addition to its role as a national HPC service provider, EPCC provides a wide variety of services to both 
industry and academia including: HPC application design, development and re!engineering; HPC application 
performance optimisation; distributed computing consultancy and solutions (with a particular focus on Grid 
and Cloud computing); HPC facilities access; project management for software development; and data 
integration and data mining consultancy. The organisation has considerable experience of managing large, 
complex EU!funded projects including the Fortissimo project (which enables European SMEs to be more 
competitive globally through the use of simulation services running on a HPC cloud infrastructure).  
The centre has a long history of working with HPC vendors to design leading edge novel HPC systems 
including the QCDOC system, the Maxwell FPGA system and, most recently, the IBM BlueGene/Q.  
 

4.1.7.2 Role and responsibilities 

EPCC will design and implement the Sage2 enhanced data-aware scheduler. The scheduler will work in 
partnership with the Mero system in order to improve job placement and reduce data movements. 
Furthermore, EPCC will investigate and provide solutions for using NVM devices on compute nodes (check-
pointing, increased storage space, file systems/ modes of operation). 
 

4.1.7.3 Key Personnel  

Dr Michèle Weiland (female) is a Project Manager at EPCC. She manages the NEXTGenIO project and 
was the Project Coordinator for the EC Framework 7 funded project Adept (“Addressing Energy in Parallel 
Technologies”), which focussed on modelling the power usage and the performance of parallel software on a 
wide range of hardware architectures. She is the PI for a collaborative project with the UK Met Office, 
developing the next generation cloud model, and the Co-I for a UK-funded “Software for the Future” project 
that will develop a new simulation and optimisation platform for marine technology. In the past, Michèle has 
led the technical work in the EU FP7 funded project APOS-EU, which investigated optimisation techniques 
for scientific software on multi- and many-core architectures. Her research interests are in the fields of 
energy efficiency, software performance analysis and novel programming models. She is a recognised expert 
in her field and a co-leader of the ETP4HPC Working Group on HPC Software. She regularly acts as a 
reviewer for HPC conferences and publications. 
Adrian Jackson (male) is a Research Architect at EPCC. He works with a wide range of academic and 
industry partners to provide HPC expertise and effort and currently is leading EPCC’s Intel Parallel 
Computing Centre (IPCC), where EPCC works on porting and optimising large academic software packages 

Sage2 – Percipient StorAGe for Exascale Data Centric Computing

Consortium: 9 partners led by Seagate (UK) Ltd. covering technology 
providers, computing centres and application providers and users
Objective: Design an exascale ready architecture based on hierarchical 
storage layers and object storage (MERO), adaptable to novel storage media .
Justification: I/O can represent a bottleneck in many applications . This 
bottleneck can be addressed by facilitating use of fast but expensive storage 
media in an hierarchical architecture. The use of storage-class memory 
additionally to spinning disks blurs the line between byte addressable and 
block data store
Unique Features: 
• Containers for treating many objects the same
• Distributed Transaction Management
• Supports global memory abstraction
• Integrated AI framework
• Function shipping to move processing to the data
• Data Aware Scheduling based on SLURM
• QoS based Architecture

Global Memory Abstraction:  applications, tools and 
programming models access data on the SAGE system either
directly by mapping objects to memory in the tier nodes, or, 
by accessing them as a storage system through the Clovis API.
Three scenarios envisaged:
• Make NVRAM-C (NVRAM within compute nodea) 

appear as a single addressable space
• For larger objects, make use of external NVRAM 

(NVRAM-E), directly accessing using RDMA
• Using standard MERO APIs to access data in any tier

Under Development:
• Differential checkpointing of objects to back them up to 

lower level storage
• Data Reshaping to allow restart with different numbers 

of nodes

Co-Design: SAGE architecture has been co-designed 
with application developers and users.  Applications cover
• Space weather (IPIC3D)
• Satellite Data Processing (JÜRASSIC)
• Finite Element Modelling (paraFEM)
• CFD (BOUT++)
• Neural Simulation Tool (NEST)
• CAT (Savu)

Application Support and Programming Models
ARM have developed extensions to their Allinea Forge 
toolkit and are supporting integration of MERO onto ARM 
processors.  Kitware are adapting their visualization tools 
to optimize user experience when analysing results on 
SAGE.
Current and Future Status:
• Prototype system installed and operational at Jülich

Supercomputing Centre
• MERO object store under consideration for Open 

Sourcing
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