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Oroce , ONMe Consortium: 9 partners led by Seagate (UK) Ltd. covering technology
providers, computing centres and application providers and users
EB lgesr’z:wee'z:; Al workflows Simulations with O b - t - : . : :
X .
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Data ingest/Read out

storage layers and object storage (MERO), adaptable to novel storage media .

Justification: 1/O can represent a bottleneck in many applications . This
bottleneck can be addressed by facilitating use of fast but expensive storage
media in an hierarchical architecture. The use of storage-class memory

additionally to spinning disks blurs the line between byte addressable and
block data store

Unique Features:
 Containers for treating many objects the same
* Distributed Transaction Management
* Supports global memory abstraction

, * Integrated Al framework
; riers * Function shipping to move processing to the data
 Data Aware Scheduling based on SLURM

* QoS based Architecture
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Global Memory Abstraction: applications, tools and Global Memory absiraction Support [V: . .
programming models access data on the SAGE system either

directly by mapping objects to memory in the tier nodes, or, 8 Obiect et
by accessing them as a storage system through the Clovis API. 28VIGe=, § Mappers

Three scenarios envisaged:

 Make NVRAM-C (NVRAM within compute nodea)
appear as a single addressable space

* For larger objects, make use of external NVRAM
(NVRAM-E), directly accessing using RDMA

* Using standard MERO APIs to access data in any tier
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Co-Design: SAGE architecture has been co-designed
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