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Persistence of spin memory in a crystalline, insulating

phase-change material
Johannes Reindl1, Hanno Volker1, Nicholas P. Breznay2 and Matthias Wuttig 1,3*

The description of disorder-induced electron localization by Anderson over 60 years ago began a quest for novel phenomena

emerging from electronic interactions in the presence of disorder. Even today, the interplay of interactions and disorder remains

incompletely understood. This holds in particular for strongly disordered materials where charge transport depends on ‘hopping’

between localized sites. Here we report an unexpected spin sensitivity of the electrical conductivity at the transition from diffusive

to hopping conduction in a material that combines strong spin-orbit coupling and weak inter-electronic interactions. In thin films of

the disordered crystalline phase change material SnSb2Te4, a distinct change in electrical conductance with applied magnetic field

is observed at low temperatures. This magnetoconductance changes sign and becomes anisotropic at the disorder-driven crossover

from strongly localized (hopping) to weakly localized (diffusive) electron motion. The positive and isotropic magnetoconductance

arises from disruption of spin correlations that inhibit hopping transport. This experimental observation of a recently hypothesized

‘spin memory’ demonstrates the spin plays a previously overlooked role in the disorder-driven transition between weak and strong

localization in materials with strong spin–orbit interactions.
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INTRODUCTION

Ever since Anderson published his seminal paper on disorder-
induced electron localization in 1958, the effects of disorder on
wave phenomena have intrigued scientists.1 Today, the concept of
localization continues to find widespread application in fields
ranging from many body theory2 to tunable cold atom systems3,4

and classical wave phenomena.5,6 Surprisingly, however, Anderson
localization is difficult to isolate in the context for which it was
originally developed: electrons in disordered solids. This difficulty
arises from the intertwined effects of disorder and electronic
interactions as well as the inherent complexity in controlling and
analytically quantifying disorder. Hence, even the character of the
insulating electronic ground state in a disordered solid has not
been settled.7–9 Particularly for quantum materials whose proper-
ties are driven by strong spin–orbit coupling, systematically
understanding the impact of disorder on spin-dependent electro-
nic transport when approaching a strongly localized, insulating
state remains an outstanding challenge, although in recent years
also significant progress has been made.10–12

In weakly disordered metals, spin lifetimes have long been
studied using the unambiguous signature of electronic quantum
interference: weak localization. Quantum corrections to diffusive
metallic transport, known as weak localization, appear when
disorder influences the physical properties of the material under
study but does not yet dominate it.13–16 This constructive
interference of self-intersecting trajectories impedes transport
and thus reduces the conductance of the system; in the presence
of strong spin–orbit coupling the trajectories destructively
interfere and result in weak antilocalization.13–16 Both phenomena
appear with unambiguous signatures in magnetotransport that
can be used as a spectroscopic probe.13 In strongly disordered
materials, on the contrary, no similar approach to study spin-
dependent transport and dynamics exists. Below we present such

an approach, uncovering evidence for spin-sensitive hopping
transport in a strongly localized electronic system.
To systemically explore the spin sensitivity of charge transport

with strong disorder, we first identify a class of materials where
tunable microscopic randomness exists. Crystalline phase change
materials (PCM) such as compounds along the pseudo-binary line
between GeTe and Sb2Te3 provide a model system to explore
disorder-induced localization and show a breadth of disorder-
driven phenomena. A metal-insulator transition (MIT) in bulk PCMs
(like GeSb2Te4) arises through the ordering of the intrinsic
vacancies in the metastable rock-salt phase Fig. 1a,17–22 preceded
by hallmark phase-coherent effects on the metallic side of the
MIT21,23 driven by strong spin–orbit interactions. To investigate
charge transport beyond the breakdown of the diffusive picture,
we consider whether spin- or phase-coherence lifetimes still play a
prominent role in the insulating state of phase-change materials
as the disorder is continuously increased.

RESULTS

Electrical transport at low temperatures

SnSb2Te4 (SST) closely resembles prototypical PCMs such as
GeSb2Te4 or Ge2Sb2Te5, which are employed in non-volatile
rewriteable optical and electronic memories,24,25 in terms of
atomic arrangement and physical properties. Like these two
compounds, it also allows for precise disorder tuning near the MIT
upon annealing. We study a series of thin film SnSb2Te4 devices
pictured in Fig. 1b (also Supplementary Note 1) with varying levels
of disorder tuned by post-growth annealing (see Methods) and
characterize their electrical transport properties using standard
low-temperature techniques. We begin by examining the most
metallic sample S9, whose normal state conductance G at all
temperatures (Fig. 1c, d) is much larger than a critical conductance
Gc ≈ G0/π

2 (with G0= e2/ħ) expected from scaling theory.14 For
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three dimensions Gc indicates the critical conductance associated
with the MIT, not a minimum metallic conductance, whereas for
two dimensions a crossover from extended to strongly localized
states is expected. Hall effect measurements show a temperature-
independent carrier density of n= 2.3 × 1020 cm−3 (see Supple-
mentary Note 2), and a nearly temperature-independent resis-
tance with a log(T) contribution shown in Fig. 1c, d indicating that
this sample is a diffusive metal with low-temperature conductance
corrections. In contrast, the most insulating sample S1 exhibits an
exponential temperature dependence characteristic of variable
range hopping (VRH) transport (Fig. 1c, e) described by

R � R0 expðð
T

TMott
Þ�

1
4Þ; the associated carrier localization length of

2.1 nm8,9 also confirms that the sample shows strong-localization.
However, the occurrence of a separate Efros-Shklovskii hopping
regime indicative of a soft Coulomb gap9 and usually present at
lowest temperatures19,21,26,27 cannot be unambiguously detected
(see Supplementary Note 6).
With increasing disorder, the resistance rises continuously in

SnSb2Te4. As shown in Fig. 2, at fixed temperature, rising disorder
leads to an increase of sheet resistance (Rsheet). A transition from
diffusive transport to hopping conduction is observed as Rsheet

nears 2π2/G0 (see also Supplementary Note 3). To better under-
stand the nature of this transition, we simultaneously track the
sign of the magnetoconductance (MC): the color of the markers in
Fig. 2 indicates the sign of the low-field MC for perpendicular
(upwards triangle) and parallel field (downwards triangle) config-
urations (see also Supplementary Note 4). The most metallic
sample S9 shows a negative MC (green) for both field orientations
at all temperatures, while the low-field MC sign for the most
insulating sample S1 is positive (blue).
The transition from diffusive to hopping transport is thus

accompanied by an unambiguous change in magnetotransport at
low temperature. Metallic samples show negative MC arising from
weak antilocalization (WAL), while the low-field MC turns positive
as the sample resistance increases. At low temperatures, a
crossover from diffusive to hopping transport is often accom-
panied by a clear MC sign change with critical resistance values of
2π/G0

28,29 or 2π2/G0.
30 The change of sign is anisotropic with

respect to the field direction: negative MC is observed at lower
temperatures in perpendicular than in parallel fields. Even more
surprisingly, temperatures up to 30 K show the same MC sign
change near 2π2/G0, raising the question of what process accounts
for this evolution.

Fig. 1 Temperature dependence of the conductance/ resistance of metallic and insulating samples of SnSb2Te4. a Crystal structure of
(metastable) rock-salt SnSb2Te4 with Te occupying one sublattice and 25% vacancies, 25% Sn and 50% Sb randomly distributed on the other
sublattice. The disorder on the formal cation-sublattice causes charge carrier localization. b Schematic Hall bar device employed for electrical
transport experiments; the scale bar is 50 µm. c Sheet resistance vs. temperature for the most insulating S1 and most conducting S9 samples.
d Metallic sample S9 shows a conductance (G >> Gc ≈ G0/π

2) decreasing as log(T) for decreasing temperature due to quantum corrections.
e Insulating sample S1 shows variable range hopping behavior [ln (R) ~ (T/TMott)

−1/4] with power-law increase of the resistance below 50 K;
TMott ≈ 8500 K for the fitting range marked by the gray background.
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Magnetotransport in the diffusive regime

To understand the evolution of the sign and isotropy of the MC,
we first examine the diffusive samples (S7–S9) whose 2D
conductance is well above 0.5G0π

−2. Here corrections to the
conductance arising from WAL result in a magnetoconductance
ΔG(B) given by:16,23

ΔG B?ð Þ ¼
�α � G0

2π2
ψ
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for perpendicular applied fields B⊥. The characteristic fields Bϕ, Bso,
and Bel correspond to dephasing, spin-orbit, and elastic scattering

lengths through Bx ¼ �h 4el2x
� ��1

(x= ϕ, so, el) and α ≈ 1. For

parallel field alignment WAL can be detected due to the finite
thickness (d) of the film with:23,31,32
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Magnetoconductance data, as well as fits to Eqs. 1, 2, are
plotted in Fig. 3a for sample S9 as a function of temperature, and
for samples S6–S9 at 2K in Fig. 3b. (Additional fitting details and
results are presented in the Supplementary Note 5.) The dashed
lines are model (Eqs. 1, 2) fits that determine Bso and Bϕ and show
excellent agreement with the measurements for both parallel and
perpendicular fields. With increasing disorder (samples S6–S9, Fig.
3b) the cusp and saturation of the MC vanish, revealing the
disappearance of WAL approaching the resistance of 2π2/G0.
Furthermore, the anisotropy of the MC decreases with increasing
disorder (Supplementary Fig. 12). Eventually, the signature of WAL
disappears with increasing disorder, and (as shown in Fig. 2) the
MC becomes positive as the perturbative analysis of diffusive
behavior breaks down9 (Fig. 3b sample S6).

Magnetotransport in the hopping regime

While the negative MC in the diffusive regime is easily ascribed to
WAL, explaining the sign and characteristic shape of the positive

MC in the hopping regime (i.e. samples with G << 0.5 G0π
−2) is

significantly more challenging. Figure 3c shows the magnetocon-
ductance of the most insulating sample S1 which increases upon
decreasing temperature between 25 and 2K. Decreasing the
disorder for the samples in the hopping regime (samples S1–S5)
results in a decreased magnitude of the positive MC as seen in Fig.
3d, in striking contrast to the diffusive samples S7–S9 shown in Fig.
3b, where decreasing disorder causes an increased magnitude of
the negative MC. In the insulating samples, the low-field
magnetoconductance is positive everywhere and isotropic, show-
ing that the low-field MC mechanism in this strongly disordered
limit must be both small and isotropic.
Crossovers in the MC sign at distinct resistances have been

observed in strongly interacting,30 topologically nontrivial materi-
als with strong spin-orbit coupling,28 as well as in InSb quantum
wells;29 doping In2O3-x with Au also produces a MC sign change,
but one not associated with a change in transport mechanism.33

In all of these studies, including the present one, the negative MC
in the diffusive regime has been attributed to WAL. Significant
differences exist, however, regarding the strongly localized
samples where a positive MC has been observed. Notably,
previous studies report on an anisotropic MC, while an isotropic
MC is detected here.
The isotropy of the positive MC excludes orbital mechanisms,

like path interference in the hopping regime, which are sensitive
to the film thickness,34–37 as observed in the aforementioned
studies,28–30 for disordered In2O3

33,38,39 or amorphous NbSi
alloys.40 In the hopping regime path interference effects lead to
an anisotropic MC scaling with the magnetic flux enclosed by the
effective interference area, which is proportional to the product of
hopping length and the square root of hopping length times
localization length.34 Hence in thin films these effects are stronger
for perpendicular fields. An isotropic MC would only be expected if
the film thickness is larger than the hopping length.36,38,39 Given
the small (8.8 nm) film thickness compared to hopping lengths of
e.g. ≈17 nm for S1 at 2 K (see also Supplementary Note 6) and the
lack of a dominant perpendicular contribution, this mechanism
can be excluded as the cause for the positive MC observed here
(Fig. 3d sample S5). The weakness of the effect also eliminates
other isotropic effects like magnetic dopants41 or the Zeeman
effect as possible causes; the latter has been associated with
disordered topological insulators.42

Spin memory effect

Isotropic magnetotransport might also be related to the spin
alignment in a magnetic field. Indeed in highly disordered systems
a spin-sensitive hopping mechanism has recently been pro-
posed.43 This effect relies on the variation of the gyromagnetic
factor δg, caused by pronounced disorder and neglects electron
interaction effects.43 PCMs such as SnSb2Te4 are characterized by
large levels of structural disorder and a high static dielectric
constant, e.g. 47 even in amorphous GeSb2Te4

44 and expected to
be higher in the crystalline phase,17,45,46 which minimizes electron
correlation effects between adjacent sites. Hence, such samples
present a unique opportunity to resolve effects that require
inhomogeneity in the local spin environment.
In VRH transport, electrons tunnel from an occupied to an

empty site, with the energy provided by an absorbed phonon.9 In
this process, the hopping distance is temperature dependent, as
for lower temperatures the initial and final state energies have to
be closer together, due to the smaller average phonon energy
available.9 This causes longer hopping distances at lower
temperature (Fig. 4a). In spin-correlated hopping (SCH) the
hopping probability between site i and j also depends on the
spin on a nearby site ij, called a link spin. If a virtual singlet state of
the electrons at site i and ij can be formed, the total transition rate
from site i to j is increased compared to the virtual triplet

Fig. 2 Resistance versus temperature and the sign of the
magnetoconductance with applied parallel and perpendicular fields
for SnSb2Te4 samples. The degree of disorder determines the
temperature dependence of the resistance as well as the sign of the
magnetoconductance. With decreasing disorder, samples show a
transition from hopping transport to diffusive transport (sample S1
to S9). This transition is accompanied by a sign change of the
magnetoconductance (MC) from positive (blue) to negative (green),
from the lowest temperatures up to 30 K. The magnetic field
direction is indicated with upward (downward) triangles for
perpendicular (parallel) fields.
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configuration (Fig. 4b). These spin correlations between site i and
ij will persist, as long as the spin relaxation rate (1/τs) is much
slower than the hopping rate (1/τ**) between the states, i.e. if
τ** << τs. Hence, electrons will remain in the unfavorable triplet
spin configuration until τs, thus hopping for virtual triplet states is
dominated by direct transitions from i to j.
The application of a magnetic field suppresses these spin

correlation effects through the variation of the local fields caused
by the spatial variation in δg Fig. 4c. The electron’s spin will
decohere on a timescale shorter than τs, resulting in a possible
change of the spin configuration from a triplet to a singlet state,
increasing the conductance. The spin sensitivity of the effect
renders it insensitive to the magnetic field orientation relative
to the sample, consistent with the data in Fig. 3c, d. In SST, the
variation of the gyromagnetic factor δg can be attributed to
the presence of randomly distributed vacancies, that vary the
influence of the magnetic field on the tunneling electron. In the
simplest picture of this effect, spin correlations are suppressed in a
magnetic field, with a MC predicted to be:43

δG Bð Þ
G 0ð Þ � 3:9 � A � iB

B��
þ Bs

B��

� �0:65
þ � iB

B��
þ Bs

B��

� �0:65
�2 � Bs

B��

� �0:65
h i

(3)

where B** is associated with the hopping time to the unoccupied
state τ** via B**= ħ(δgμBτ**)

−1, and Bs is determined by the spin-
lifetime τs via BS= ħ(δgμBτs)

−1. The magnitude of the effect
(captured in the prefactor A ~ γ2p) depends on the probability p of
having a link spin and the corresponding hopping amplitude γ2,

both considered to be small in the derivation of Eq. 3. It can be
assumed that for decreasing temperatures p increases as more
states become localized that could act as link spins. The lifetimes
τ**(T) and τs(T) are expected to increase with decreasing
temperature,9,43 which would result in a decrease of B** and Bs.
In order to reduce the fitting parameters, we introduce a

generalized hopping parameter M= 3.9A(B**)−0.65, which results
in:

δG Bð Þ

G 0ð Þ
� M � iBþ Bsð Þ0:65þ �iBþ Bsð Þ0:65�2 � Bsð Þ0:65

h i

(4)

This model shows excellent quantitative agreement with the
experimental data in Fig. 3c, d over a broad range of magnetic
fields (see Supplementary Note 7 for fitting details). This is strong
support for the existence of spin memory hopping, as evidenced
by the destruction of spin correlations.

DISCUSSION

Furthermore, we can analyze the dependence of the fitting
parameters of Eq. 4 (Bs and M) on temperature and disorder and
compare it to the corresponding dependence of the inelastic
scattering field Bϕ on the diffusive side on these parameters. From
this analysis we also obtain the dependence of the underlying
physical quantities in the hopping regime, i.e. τs, τ** and δg on
temperature, and annealing temperature respectively. The

Fig. 3 Magnetoconductance of diffusive and insulating SnSb2Te4 samples. Solid curves are measured data, while dashed lines represent
model fits. a The temperature-dependent MC for the most metallic sample S9 is dominated by weak antilocalization. b With increasing
disorder, the 2 K magnetoconductance for samples S6–S9 shows a steady decline in the contribution of WAL, as well as a decrease in
anisotropy. The blue dashed line for sample S6 indicates the change to positive MC at lowest fields (see Supplementary Note 4). c The most
insulating sample S1 shows a low-field MC that is positive and isotropic. The fits (dashed lines) to Eq. 4 at lowest fields show excellent
agreement with the data (apart from a negative slope that appears in fields above 2T arising from wave function shrinkage). d Strongly and
marginally insulating SnSb2Te4 samples at 2 K. The magnitude of the MC increases while the anisotropy of the MC decreases with increasing
disorder. The insets in log(B)-scale demonstrate the excellent agreement of theory and data at lowest fields; inset curves are shifted for clarity.
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prefactor M and characteristic field Bs extracted from this model
exhibit a temperature and disorder evolution that is consistent
with their physical origin. The effective hopping factor M increases
with decreasing temperature, as shown in Fig. 5a. The decrease in
temperature, as seen in Fig. 5b results in a decrease of Bs, which
resembles the dephasing field in the diffusive regime Bϕ that also
decreases (Fig. 5c). The expected evolution of electron-electron
(T ) and electron-phonon (�T2) dominated dephasing in Bϕ
(dashed lines) are also shown in Fig. 5c (for further details see
Supplementary Note 5). The temperature dependence of the
quantities of Eq. 4 can be attributed to changes of the relevant
time scales, as the reduction of Bs and the upturn of M are both
consistent with the predicted increase of τ**(T) and τs(T).
The dependence of M, Bs and Bϕ on disorder illustrates the

difference between the diffusive and strongly localized pictures.
While Bϕ on the diffusive side decreases with decreasing disorder,
Bs on the strongly localized side decreases with increasing disorder.
A decrease of Bs with increasing disorder should result from an
increase of the spatial variation of the gyromagnetic-factor δg
through e.g. larger displacement of vacancies, which can also
contribute to an increase of M. Looking at the magnitude of the
values of M << 1T−0.65 and Bs << 1T in Fig. 5a, b, we can assume
that both the prefactor A < 1 being small and Bs < B** should be
fulfilled, the latter being equivalent to τ** < τs, thus verifying the
existence of a well-defined spin-lifetime.
The spin lifetime being longer than the hopping time in

conjunction with the disordered character of the localized states,
could be interpreted as a glassy spin phenomenon, which should
also be experimentally traceable in e.g. relaxation time experi-
ments,7 but wasn’t observable in a hysteresis of the MC in this
study. The relevance of the local spin environment on hopping
should also be important in similarly strongly disordered systems.
Finally, we note that there is an anisotropic MC component at
elevated fields above 1T that decreases in magnitude as the
samples become more disordered (Fig. 3d). This is consistent with
wave function shrinkage with applied field, which reduces the
overlap of the wave functions transverse to the field direction.9,40

For S5 at 2K and 4T the effect of wave function shrinkage is
estimated to be 1.6% (for further considerations see

Supplementary Note 8). A complete model of both the shrinkage
and spin-memory effects may thus be sufficient to describe the
behavior observed over a wide range of magnetic fields.
In summary, the insulating crystalline phase change material

SST exhibits an isotropic positive MC which increases with
disorder, in striking contrast to the diffusive transport regime of
the same material. In metallic samples, WAL leads to an
anisotropic and negative MC, which decreases with increasing
disorder. The isotropic positive MC in the hopping regime, on the
contrary, is attributed to destruction of spin correlations.43 This
finding provides new insights on the transport of spin and charge
in strongly disordered insulators and presents striking experi-
mental evidence for the significance of a spin memory lifetime.
Apparently, spin correlations influence the transport on the
insulating side, when large amounts of disorder and small
electronic correlations prevail. In crystalline SnSb2Te4, these
conditions are met due to the high number of disordered
vacancies, in conjunction with a bonding mechanism which
ensures very low electronic correlations.45,46 Thus, upon decreas-
ing disorder, a transition from hopping to diffusive transport is
observed, one which is accompanied by an MC sign change and a
change of MC isotropy. We expect similar phenomena whenever
electronic correlations are small, e.g. the static dielectric constant
is large, effectively screening charge carriers, and the possibility
for pronounced structural disorder exists. Such studies hence
promise further insights on the nature of the strong localization
transition in electronic systems and can unravel the nature of the
glassy spin dynamics of localized states.

METHODS

● Samples were grown using DC magnetron sputtering of SnSb2Te4, from a
stoichiometric target on Si-100 wafers with a 1 µm thick SiO2 layer for
electrical insulation. In-situ capping used 33 nm (S1–S3) and 15 nm (S4–S9)
thick layers of ZnS:SiO2 80:20. The films were crystalline as deposited and
post-annealed in a tube furnace under flowing Ar atmosphere (0.1–0.2 l/
min) with a heating rate of 2 K/min and a holding time of 3 h. The sample
thickness was determined with X-ray reflectometry measurements on a
Philips X’Pert Analytical x-ray setup. The thickness of both sputter runs

Fig. 4 Sketch of hopping transport mechanisms in real (top) and energy space (bottom). a In variable range hopping an electron tunnels from
one occupied site (blue) to an unoccupied site (green). Reducing the temperature decreases the number of energetically accessible states
when hopping, which leads to a larger hopping length. b For spin-memory assisted hopping, the spin configuration with an adjacent
occupied site becomes relevant as the total transition rate is influenced by the virtual state of i and ij (ellipsis). In particular, the probability of
an indirect transition from i to j via ij (orange path) is significantly reduced, if i and ij form a virtual triplet state. Spin correlations hinder the
alteration of the spin state over time. c The application of a magnetic field in the presence of a spatially varying g-factor (δg) destroys these
spin correlations e.g. the spin orientation at site ij changes and increases the total transition rate from site i to j, if a virtual singlet state of i and
ij can be formed.
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was determined to be 8.8 ± 0.5 nm, limited by the analytical method. The
rock-salt crystal structure was confirmed with X-ray diffraction under
grazing incidence (same instrument). Apart from an expected slight
decrease of the lattice constant with increasing annealing temperature,
no structural transition could be observed.

● Hall bar devices were fabricated with a combination of photolithography,
Ar ion milling and chemical etching with hydrofluoric acid. Ohmic
contacts were patterned on top of the devices. The contacts consist of a
Cr-adhesion bottom layer and a thicker Au top layer. We measured a total
of 17 samples; data shown in this work are representative.

● Transport measurements were performed in a Dynacool™ from Quantum
Design®, with the electrical-transport-option (ETO) extension at low
frequencies 0.4–0.5 Hz and very low excitation currents of 10–100 nA. The
sample orientation relative to the magnetic field was controlled with a
temperature calibrated rotator insert, with an angular accuracy of ~1°.

DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding

author upon reasonable request.
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