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Abstract: Reduced models enable real-time optimization of large-scale processes. We propose a reduced
model of distillation columns based on multicomponent nonlinear wave propagation [1]. We use a non-
linear wave equation in dynamic mass and energy balances. We thus combine the ideas of compartment
modeling and wave propagation. In contrast to existing reduced column models based on nonlinear wave
propagation, our model deploys a hydraulic correlation. This enables the column holdup to change as
load varies. The model parameters can be estimated solely based on steady-state data. The new transient
wave propagation model can be used as a controller model for flexible process operation including load
changes. To demonstrate this, we implement full-order and reduced dynamic models of an air separa-
tion process and multi-component distillation column in Modelica. We use the open-source framework
DyOS for the dynamic optimizations and an Extended Kalman Filter for state estimation. We apply
the reduced model in-silico in open-loop forward simulations as well as in several open- and closed-loop
optimization and control case studies, and analyze the resulting computational speed-up compared to
using full-order stage-by-stage column models. The first case study deals with tracking control of a single
air separation distillation column, whereas the second one addresses economic model predictive control of
an entire air separation process. The reduced model is able to adequately capture the transient column
behavior. Compared to the full-order model, the reduced model achieves highly accurate profiles for the
manipulated variables, while the optimizations with the reduced model are significantly faster, achieving
more than 95% CPU time reduction in the closed-loop simulation and more than 96% in the open-loop
optimizations. This enables the real-time capability of the reduced model in process optimization and
control.
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1 Introduction

The need for reduced models in transient process operation is well-known [2]. They enable a higher
computational efficiency than full-order models, thus allowing online optimization of large-scale systems
[2, 3], e.g., for air separation units (ASUs) [4, 5]. Reduced models should capture the main physico-
chemical effects mechanistically in order to obtain good extrapolation capabilities in an adequate region
of the state-space. This in turn results in reducing experimental effort for model building compared to
black-box models [2].

Distillation columns are ubiquitous in process engineering with applications spanning over broad
fields including, e.g., natural gas [6] and ASUs [7]. Modeling distillation columns typically leads to
large-scale models, so that there is a need for model reduction. Common model reduction methods for
distillation columns are based on collocation approaches [8, 9, 10], compartmentalization [11, 12, 13],
and wave propagation [14, 15, 16, 17, 1], and all of them have been applied to ASUs. Cao et al. [10]
used the collocation approach for rectification columns for dynamic simulation of a large-scale ASU
and showed that the reduced model achieves high accuracy. They demonstrated a reduction in model
size by up to 72% and simulation time reductions of up to 63%. Later, they used collocation column
models for dynamic offline optimization of an ASU for nitrogen production [18]. Bian et al. [13] applied
a compartmentalization approach to an ASU and concluded that the reduced model admitted a high
accuracy and a significant reduction of the number of differential states compared to a stage-by-stage full-
order model (FOM). However, it did not produce a significant decrease in computational time for open-
loop forward simulation. Recently, we extended the compartmentalization approach by a data-driven
component, where the solution of the algebraic equation system of the compartments is approximated
using artificial neural networks (ANN) [11]. In an application to an ASU, we showed that the conventional
compartment model reduction approach leads to an increase in the computational time for dynamic
offline optimization, whereas our proposal leads to a reduction in computational time for dynamic offline
optimization of 93-97%. Later, we used the ANN-based compartment model in a closed-loop simulation,
applying nonlinear model predictive control (NMPC) with a suboptimal fast-update method [7], achieving
CPU time reductions for the dynamic optimizations of up to 94% compared to optimizations with the
FOM in [4].

The nonlinear wave propagation approach for model reduction uses the observation that the temper-
ature and concentration profiles in a distillation column can be described by waves moving along the
column. Indeed, the system of partial-differential equations describing the concentration profile in a col-

umn can be solved analytically under certain assumptions and the resulting solution is a nonlinear wave
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[1]. Although derived for a packed column, the nonlinear wave equations can also be used to described
the profiles of a stage column [1]. Gilles and Retzbach [14, 15] presented a simple wave propagation
model for a binary distillation column. However, the model can only represent sharp, i.e., discontinuous
temperature and concentration profiles for binary mixtures or mixtures which behave as quasi-binary
systems.

Marquardt [19] overcame the restriction to sharp profiles and developed a nonlinear wave propagation
model for a binary distillation column. He used different spatial basis functions and time-varying quasi-
stationary wave shape parameters, resulting in a linear differential-algebraic system of equations as a
reduced model. He claimed that the distributed model is also valid for a stage-by-stage model even in
case of small number of stages. Marquardt and Amrhein [20] presented a wave propagation model for a
binary distillation column where the nonlinear wave is approximated by a piecewise affine profile. Based
on the nonlinear wave propagation model for binary systems [19], Kienle [1, 21] presented a generalization
of the nonlinear wave propagation models for multicomponent systems.

Wave propagation models offer several advantages making them attractive as reduced model for
optimization and control. As opposed to collocation and compartment models, they do not rely on
the selection of an appropriate number and location of collocation points and compartments. In the
collocation approach, the collocation points have to be selected manually as in [10] or automatically,
e.g., [22], which requires the solution of computational intensive dynamic optimization problems with
binary decision variables [10]. The compartments in the compartment model reduction approach have
to be selected manually [12, 13, 11]. In contrast, reduced models based on wave propagation use only
steady-state data of a more detailed column model or plant operation data, whereas collocation and
compartment models are pure model reduction techniques needing more detailed dynamic models as
they require variable values from the inside of the column as opposed to input-output data. Thus, these
approaches require trajectories, i.e., time dependent data from dynamic simulation of these models for
generation [10, 13, 11]. The hybrid mechanistic-data driven compartment modeling approach further
needs the exact a-priori knowledge of the ranges of the input variables for the compartments in order
to train the regression model to the solution of the algebraic equations of each compartment [11]. As
opposed to the other model reduction approaches, the size of wave propagation models is independent of
the number of trays of the real column or detailed column model. On the other hand, wave propagation
models are technically restricted to near ideal thermodynamic mixtures [1], which limits their applicability.
However, they can still by applied for optimization and control for a broad range of mixtures and even

when the given assumptions [1] are violated, as we show in this work.
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Wave propagation models have been applied for modeling, simulation, and model-based process con-
trol. Balasubramahanya and Doyle [23] used a wave propagation model for design of a nonlinear controller
and and its comparison to two linearized controllers. Kienle et al. [21] embedded the wave equations from
their previous work [1] in a dynamic mass and a quasi-stationary energy balance as a reduced model that
captures variable flow rates and constant volumetric holdups. The constant volumetric holdup assump-
tions require the calculation of the volume at every column stage, which increases the computational time
when the model is used in optimization. Moreover, they concluded that further work is required to obtain
a good performance for interlinked systems or the application of low-order models for process control like
dynamic optimization of transient operation, e.g., with setpoint changes. Therefore, we target a wave
propagation based model that can be used in transients process operation with changing setpoints. Zhu
[24] used a nonlinear wave propagation model for a binary cryogenic distillation column for nitrogen
purification. They compared the reduced model based on wave propagation with a FOM and found
satisfactory accuracy over a large operating range. Later, they used the binary wave propagation model
for state estimation and model predictive control of a single air separation distillation column [25]. They
used the control strategy with a wave propagation model to keep the oxygen impurity of the nitrogen
product stream constant despite the presence of disturbances. The wave position and wave propagation
model parameters were estimated online.

Griiner et al. [26] used the model of Kienle [1] for NMPC of a single binary and single multicomponent
distillation column. They used NMPC to keep the wave at the nominal position in the presence of
disturbances and used a specialized observer to provide the initial states to the NMPC. They performed
a closed-loop case study for a binary and an offline dynamic optimization for a ternary distillation
column. Schwartzkopf [27] also used the model of Kienle [1] for NMPC of a single binary and ternary
distillation column. He deployed NMPC to keep the wave fronts at a specified position in the presence
of disturbances and performed a closed-loop control case-study for a binary distillation column and an
offline dynamic optimization for a ternary distillation column. He concluded that wave propagation based
models are suitable as controller models for NMPC. Hankins [28] developed a multicomponent nonlinear
wave propagation model with variable molar flows. Using the assumption that the molar holup and
enthalpy are linear functions of the concentration in the column he derived the solution for the velocity of
a constant pattern wave that includes enthalpy and holdup effects. Fu and Liu [29] used and analyzed a
nonlinear wave propagation model for a heat integrated air separation column. First, they analyzed their
previously developed natural wave velocity [30]. Then, they used the same nonlinear wave propagation

concentration trial function for the entire column as has been used and derived earlier by [19, 1]. They
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showed the accuracy of the model they used compared to a FOM. Fu and Liu [31] used a simplified
wave propagation model based on their earlier work [29] for a heat integrated air separation column as
controller model within a generalized generic model control scheme.

Despite this wide range of applications, several aspects of wave propagation models have not yet been
adressed. These aspects include the usage of wave propagation models for NMPC of entire process flow-
sheets. Wave propagation models have further not been used for closed-loop control of multicomponent
distillation columns with NMPC. In addition, wave propagation models have not been used for transients
process operation, e.g., the tracking of changing product flow setpoints or eonomically optimized process
operation in the context of demand side management, e.g., [32]. Indeed, wave propagation models are
derived only for constant flowrates and holdups. However, in the case of substantial load changes, the
flowrates and hence holdups change substantially. This would give a nonphysical behavior of standard
wave propagation model. Therefore, we propose to embed the propagation model of Kienle [1] in dynamic
balance equations and add hydraulic correlations enabling the model to capture also transient column
behavior. Hence, our proposal combines the ideas of the compartment model reduction approach and the
wave propagation model approach; we describe the dynamics of a distillation column by one compartment
and describe the concentration profiles in the compartment by the nonlinear wave equations of Kienle
[1]. We use the proposed model in offline optimization and control case studies of a single distillation
column and an entire ASU. We analyze the performance of the reduced column model with respect to
computational time and accuracy in comparison with a standard FOM and show that the model is able
to adequately predict the physical load change behavior.

Thus, our work addresses several new asepcts. While [26, 27, 31] used NMPC with the wave propa-
gation model for disturbance rejection, we use a wave propagation based model that is modified for the
application in transients process operation and apply it for NMPC of a single column and of an entire
ASU flowsheet. In contrast to [25], we use NMPC for the optimal transient operation of a single distil-
lation column and an entire ASU based on a modified wave propagation model. We achieve satisfactory
open- and closed-loop performance without estimating and changing the wave propagation model param-
eters online. Opposed to [28], we include holdup effects by using a hydraulic correlation for the entire
column and embed a nonlinear wave propagation model that has been derived for constant holdups, and
include enthalpy effects by considering the average enthalpy of the column. While Hankins [28] gave the
application of the proposed model in process control in the outlook, we demonstrate the application in
optimization and control.

The remainder of the article is structured as follows. First, we summarize the nonlinear wave prop-
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agation model of Kienle [1] in Section 2.1, give the reduced column model that we propose in Section
2.2, and present the dynamic optimization problem formulation and process control strategy applied in
Section 2.3. We show the results of open-loop forward simulations, offline dynamic optimizations and of

the closed-loop simulations in Section 3. Finally, we draw conclusions in Section 4.

2 Reduced Model Based on Wave Propagation

We use the nonlinear wave propagation model of Kienle [1] as basis for our reduced column model. We

therefore summarize the model of Kienle [1] before presenting the reduced model we propose.

2.1 Nonlinear Wave Propagation Model

Kienle [1] derived wave equations for the concentration profiles in a column assuming: (i) molar flow rates
and densities in both phases are constant in time and uniform in space, (ii) negligible axial dispersion,
(iii) thermal equilibrium between the phases at each position along the column, and (iv) the pressure
is constant in time and uniform in space. Kienle derives wave equations for two limiting cases of the
spatially distributed mass balance equations: the steady-state solution and the constant pattern shape
solution, i.e., a wave with constant shape and constant velocity. The derivations show that both cases are
described by the same functional expression. Therefore, the wave propagation model is assumed to be
valid also during transient operation [1]. In the multicomponent case with N, species, the concentration
profiles can be described using N, — 1 wave equations. The wave equations of the wave k for the liquid

and vapor molar fractions are

LD (k)

5 (1)

CeByy _ () i
xl(£ ) T + 1 + exp (—p(k)ﬁ(’“))7

?

fi(z"+D) — fi(x™)

pile®) = fi=) + S memy

where the model variable p*) is defined by

c— k k
BN (0= 1) = o))

(k) —
P = -
L+ S (o = D@D +2()) /2

and

(4)
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Therein, z; is the liquid phase molar fraction of species 4, y; the vapor phase molar fraction of species 1,

«; denote the relative volatilities with respect to a reference species, xgk) and xEkH)

are the asymptotic
molar fractions of species i for the wave k, B could be interpreted as the number of theoretical stages or
estimated as a parameter as we do in this work. ¢ is the wave coordinate of wave k moving with the
velocity w®: ¢ = 2 — s — 2 — (¢, where s*) is the position of wave k, z € [0,1] is the scaled
coordinate along the column length and ¢ is the time. s*) follow from the mass balances and w*) can
be calculated based on s(*).

The concentration profiles in the column are obtained by linear superposition of the nonlinear waves:

) 1) N.—1 (k+1) (k)

. (1) (Ne—1 L i _

:Cz(2’78 g eeeS g +eXp (k)(z—s(k)))7le {17~.-7Nc 1}7 (5)
Ne—l i (k+1)) _ £ (g(F)

yi(z, s, sWNem Dy = fi(2M) + Z fil@ )~ fi(2™) yie{l, ..., N, —1}, (6)

1+ exp (—p®) (2 — s(k))

k=1
where s(¥) is the front position of wave k: s®*) = w(*)¢. The asymptotic states xl(k) and xEkH) can be
calculated for given xl(l) and xEN") from the Ranking-Hugoniot condition:
fl(fb'(k“)) — fl(ic(k)) - fN ( (k+1) ) — . 71(95(]9)). (7)
B KRR

&)

The asymptotic values at the lower and upper boundary z; ’ and x§N°) follow from the boundary condi-

tions of the column section with

zi(z =1) = Tj n, (8)

Yi(z = 0) = Yi i, (9)

where z; i, and ¥; in are the mole fractions of the liquid and vapor inlet streams, respectively.

The full wave model consists of equations (1)-(9). It is a set of algebraic equations that can be
embedded in balance equations to form a reduced column model. There are N. — 1 more variables than
equations. N, — 1 mass balance equations can be added to the nonlinear wave propagation equations to
complete the nonlinear system of equations, as we show in the Section 2.2. Thus, the total component
holdups in the column is connected to the N, — 1 unknown wave positions s*).

Kienle et al. [1, 21] embedded the wave equations in balance equations assuming constant holdups

and volumes, respectively. As these assumptions either lead to nonphysical model behavior during load
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hL in Lin Vout hV out
pl xin yout TV out
Ntotal
x
T
h
p /Ci(Z,S(l), "_'S(NC )
TL out Lout Vll’l po
h'L out Xout YVin hV in

Fig. 1: Schematic illustration of Transient Wave Propagation Mode (TWPM). The TWPM is a combina-
tion of a compartment model and a wave propagation model. The profiles of component concentrations
in the compartment are described by wave propagation equations. The molar fractions &, temperature

T, h, and enthalpy p are averaged over the column height.

change or additional computational load due to volume calculations, we propose a new reduced model

using the wave equations, which we present in the following section.

2.2 Reduced Column Model for Transient Operation Using Nonlinear Wave

Propagation Functions

We target a reduced column model which is able to adequately represent load changes and to capture
the resulting load-dependent column holdup. In addition, we target a reduced model which is physically-
based and allows for extrapolation. We aim for it to use parameters that can be estimated solely from
steady-state data obtained from a FOM. We denote our proposed reduced column model as transient
wave propagation model (TWPM). The TWPM is illustrated in Fig. 1. The model is developed using
the following ideas: (i) we use a dynamic mass balance for the overall column with a global hydraulic
correlation using the parameter kg connecting liquid outlet flowrate and total column holdup. This
enables the model to represent the column behavior also during load changes. The type of hydraulic
correlation depends on the characteristic dynamic behavior of the column we want to be approximated

by the reduced model. In contrast to standard FOMs, e.g., [33, 34], we use the linear hydraulic correlation
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for the overall column and not for every stage. We thus assume equally-distributed, time-varying mass
holdups in the column. (ii) Similar to [1], we assume that the flowrates and holdups are quasi-stationary.
(iii) Since the wave equations in [1] result from different limiting steady-state cases, the model in [1]
is postulated to be valid during the transient operation between these cases. As these assumptions are
satisfied for the TWPM at the steady-states as well, we also assume the model to be valid during transient
operation. (iv) We assume quasi-stationarity for the enthalpy h and (v) negligible vapor holdup.

We use the integral total mole balance

dNtotal
dt

(t) = Lin(t) - Lout(t) + V;n(t) - Vout (t) (10)

with the liquid inlet flowrate Li,, the liquid outlet flowrate Lo, the vapor inlet flowrate Vi, the vapor

outlet flowrate Vs, and the component mole balances

Noota (1) S (6) = Zin(t) (i (8) — #4(9)) — Lo (6) (o (8) — 71(1))

(1)
+ Vin) (B3 (8) = F(0)) = Vo (1) (dours() = Zl0) ) i € {1, o, Ne = 1},

where i, ; is the liquid inlet mole fraction of component 4, zoy; is the liquid outlet mole fraction of
component %, yin; is the vapor inlet mole fraction of component i, and yous,; is the vapor outlet mole
fraction of component i. The average mole fraction Z; of component ¢ is calculated based on the nonlinear

wave equation:

zi(t) = Jloxi(z,s(l)(t), oy s (#))dz i e {1, ..., N, — 1} (12)

and the hydraulic correlation

Lout (t) = detotal(t)u (13)

where kq connects the liquid outlet stream Lo, and the overall column holdup Nigta1. As the wave
propagation model is exact for systems that satisfy the assumptions of Kienle [1] given above, the steady-
state prediction of the TWPM is perfect in this case. The dynamic bevahior of the TWPM depends
on the hydraulic correlation used and can be modified by adjusting the parameter kq. Other hydraulic
correlations than (13) could be used, e.g., the one used by Raghunathan and Biegler [35]. The overall
hydraulic correlation to describe the dynamic behavior of the overall column combined with the mass
and energy balance of the column is the concept taken from compartment modeling. The component

mass balances (11) allow for varying flowrates. The outlet concentrations are calculated using the wave
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equations (5)-(6) with
Tout,i(t) = zi(z = 0,1)

(14)
yout,i(t) = yz(z = Lt)
We use a dynamic energy balance for the overall column with assumption (iv):
dNtotal T
dt (t)h(t) = Lin(t>hL,in(t) - Lout (t>hL,out (t> + ‘/in(t>h\/,in(t) - ‘/out (t>hV,out (t>7 (15)

where hr, i, is the enthalpy of the liquid inlet stream, hp, out the enthalpy of the liquid outlet stream,
hv in the enthalpy of the vapor inlet stream, hv oy is the enthalpy of the vapor outlet stream. With
assumption (iv), the average enthalpy A is calculated based on average temperature, pressure, and molar

fraction

h(t) = he(T(t), 2(t), B(1)),
T(t) = (Tv,out(t) + TLout(t))/2,

B out (£) = B (T out (), Tout (), Po (1)), (16)
hv out (t) = Ay (Tv out (t), Yout (1), p1(1)),
p(t) = (po(t) + p1(t))/2,

where Ay, : Rx RV xR — R and hy : R x RM x R — R are suitable liquid and vapor enthalpy models, T'
is the average temperature, and py and p; are the bottom and top pressures, and 77, oyt and Ty oyt are the
temperatures of the outlet liquid and vapor stream. The reduced column model we propose consists of
the equations (1)-(16). It is a semi-explicit DAE with differential index 1. We model the top and bottom
stage of the column as equilibrium stages, so that saturated liquid or vapor enters the nonlinear wave
propagation model at the top and bottom, respectively, even when the feed streams ar not saturated.
The TWPM applies to a single column section. More complex situations, e.g., with several side streams,
can be handled by multiple TWPMs. Two TWPMs can be coupled by one equilibrium stage with feed
streams entering or side streams being withdrawn. We calculate py and p; using a constant pressure drop
of the column height. Other correlations could be also be used. However, the pressure does not affect
the concentration profiles from the wave propagation model. It only afftects the feed stages modeled
as equilibrium stages or intermediate equilibrium stages used to obtain variables from the inside of the

column, such es temperature values from the column inside.
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2.3 Formulation of Dynamic Optimization Problems and Process Control
Scheme
This section presents the dynamic optimization problem formulation and the process control scheme that

we use in the case studies as an application of the TWPM. We consider dynamic optimization problems

of the form

min @(x(ty)
st Mz(t) = f(zt),y(t), u(t), p(t))
0 = g(a(t), y(t), u(®). p(t)) (a7)
x(tg) = xo

0> c(@(t), y(t), u(t), p(t), te T

where & : T — RN+ are the differential states, e.g., molar holdups in the column, y : 7 — RN are
the algebraic states, e.g., product concentrations, u : 7 — RN« are the manipulated variables (MVs),
p : T — RN are the parameters, e.g., changing setpoints or electricity prices, f : X — RN+ g: X — RMv
are the equations defining the index 1 DAE, X = RNe x RNy x RN« x RNe | T = [tg,ts], and ¢ : X — RNs
are path and terminal constraints, and M € RM=*Nz is the nonsingular mass matrix. tq and t ¢ are the
initial and final time, respectively. We do not impose constraints at the initial time ¢y for those path
constraints containing differential or variable states only to avoid infeasible initializations. ® : RM> — R

is the objective function, which will be given for each case study later in this section.

p@®)

(e)NMPC

x(ty) u(t)

EKF 2(t,) Process

Fig. 2: Control Scheme including NMPC and EKF.

We investigate the application of the TWPM presented in Section 2.2 for NMPC and eNMPC [36]
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using the control scheme shown in Fig. 2. It consists of an (¢)NMPC with the TWPM as an internal model
and a state estimator interacting with the process. We apply the scheme in-silico with the process model
with the FOM as plant surrogate. The NMPC solves dynamic optimization problems of the form (17) at
each sampling time on a moving horizon with a sampling time ¢,, and a control horizon t;, =ty —t,. We
use equal prediction and control horizon. The use of the TWPM as controller model leads to plant-model

mismatch. We assume to have measurements

z(tr) = h(z(tx))

where z : T — RY= b : RN+ — R¥:, which can be used to estimate the initial state &g in each controller
sample using a state observer. We use an EKF [37, 38] which also uses the TWPM. We cannot use full
state feedback for the TWPM, since (i) the states of the TWPM do not coincide with the states of the
FOM and (ii) we aim to illustrate the performenance of the TWPM in a control scheme where a certain
selection of measurement are available. We could calculate the states of the TWPM based on the states of
the FOM. However, this would be a special type of state estimation tailored to the TWPM. In addition,
the goal of the state estimation is rather to find those states of the TWPM for which the TWPM outputs
match the measurements at the current iteration as opposed to finding those state values, for which the
TWPM states agree with the states of the FOM based on a correlation that we think can be used to
match the values of the TWPM states and the FOM states. Therefore, we used an EKF as a generally
applicable state estimator. The weights of the EKF are tuned heuristically. The EKF is initialized
by repeated EKF runs at the initial plant state in order to guarantee that the plant measurements and
the respective TWPM variables are consistent, i.e., the EKF converged to the initial steady-state. The
final values of the TWPM states after this initilization procedure are used to initialize the EKF at the
beginning of the closed-loop simulations. For comparison, we use both the FOM and the TWPM as
controller models. When using the FOM as controller model, we assume ideal control, i.e., no plant-model

mismatch and full state feedback, thus no state estimator is required.

3 Application of the TWPM

We analyze the behavior of the TWPM in-silico in adopen-loop forward simulations, offline dynamic
optimizations and use the TWPM as controller model in closed-loop control simulations of an ASU.
First, we present the ASU considered together with the corresponding optimization and control sce-

narios. Then, we describe the parameter estimation for the TWPM and show the computational results
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from forward open-loop simulations. Thereby we compare the prediction performance of the TWPM with
the original constant holdup wave propagation model of [1]. Finally, we present the computational results
from the offline dynamic optimizations and closed-loop simulations. The results of the offline dynamic
optimizations illustrate the open-loop performance of the TWPM in terms of accuracy and in terms of
CPU time reduction. The closed-loop simulation results show the performance of the TWPM in terms
of accuracy and in terms of CPU time reduction when applied in process control.

We implement the models in Modelica with Dymola and use them as functional mock-up units [39].
We solve the integral in (12) a-priori using symbolic integration. The process unit models are provided
in the supplementary material. We use direct single-shooting [40, 41] to solve the dynamic optimization
problems of the form (17). However, the propoded reduced model and process operation strategy is not
restricted to single-shooting and other approaches for dynamic optimization [42] could also be applied
for the solution of the dynamic optimization problems. The computations including the solution of the
optimization problems of the form (17) as well as open-loop forward simulations are performed in the
dynamic optimization framework DyOS [43] with the DAE integrator NIXE [44] and the NLP solver
SNOPT [45]. We use relative and absolute DAE integration tolerances of 1076 and NLP feasibility
and optimality tolerances of 107°. The tight tolerances are used in order to facilitate comparability
of the computational results without the risk of dealing with numerical artifacts. We use the EKF
implementation in FilterPy [46]. We run all calculations on a Microsoft Windows 10 desktop computer
with an Intel Core 17-8700 processor running at 3.20 GHz and 16 GB RAM. We average the CPU time of
the offline dynamic optimizations over 10 optimizations starting from the same initial condition. The CPU

times for the optimizations during the closed-loop simulations are average over all (e)NMPC iterations.

3.1 Scenarios for Single Column and ASU Case Studies

Table 1: MVs and constraints for rectification column case study. ni, column feed stream, & p column
splitfactor, oyt product purity.

variable lower bound upper bound initial value type

Ny [mol/s] 225 365 300 MV

&up [ 0.48 0.58 0.522 MV

Tout |- 0.99995 - - path constraint

We consider the ASU depicted in Fig. 3, which is used to produce nitrogen from air by cryogenic
rectification. The nitrogen product can downstream be fed into a distribution pipeline or can directly
be used in subsequent applications, e.g., in steel production. We refer to the textbooks [47, 48] for more

detailed information on ASUs and their products. We have used and described the present process and
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Fig. 3: Flowsheet of single-product ASU. The MVs are indicated in blue and with arrows. The dotted,
red rectangle indicates the single column considered as stand alone case study.

model in recent works [5, 4, 7]. The model equations can be found in [34] and in the supplementary
material. Ambient air enters the process. As feed, we consider air as the mixture of 0.78 mol Ny /mol air,
0.21 mol O3 /mol air, and 0.01 mol Ar/mol air. The feed stream is compressed in the main compressor to
a pressure of 8.5 bar, cooled down in the heat exchanger, partially expanded in the turbine, and enters
the rectification column at a pressure of 5.5 bar. The distillation column comprises 45 equilibrium stages.
The bottom stream of the distillation column is fed to the reboiler with a pressure of 1.5 bar, which is
heat integrated with the total condenser. The vapor outlet of the reboiler is a waste stream, the liquid
outlet a drain stream. The product stream is withdrawn from the column top. It can be liquefied by a
liquefication cycle and stored in the tank or can directly be withdrawn as product stream. The electricity
consumers of the process are the compressor and the liquefier. The turbine generates electricity from
expansion.

To investigate the performance of the TWPM, we consider the distillation column of the ASU sep-
arately, before we apply the approach to the entire ASU. The column is shown in Fig. 3, indicated by
the red, dashed frame. Cryogenic air at the dew point enters the column at the bottom. The product

is withdrawn from the column top. The aim of the single column process is to obtain a product stream
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Fig. 4: Scenario profiles for the single column and ASU case studies. (a) Load change profile, i.e.,
product flowrate setpoint for single distillation column case studies. (b) Electricity price profile for ASU
case studies.

Table 2: MVs and constraints for ASU case study. n,;, feed air stream, &qurpine Splitfactor to turbine, & p
column splitfactor, &iq splitfactor to product stream, ng\lp product purity at column top, Ntank,out tank
outlet stream, ngrain reboiler outlet liquid stream, mgank storage tank holdup. The MVs are initialized
with a constant profile.

variable lower bound upper bound initial value type

Trare [mol/s] 225 365 320 MV

Eturbine | 0.75 0.95 0.85 MV

&up [ 0.50 0.54 0.52 MV

Sliq [ 0 1 1 MV

rodp [ 0.99995 - - path constraint
Ttank,ous [110l/s] 0 20 - path constraint
Ndrain [MoOl/s] 1 10 - path constraint
Ntank [107 mol] 1.330 - - terminal constraint

with a specific minimum nitrogen purity. The MVs and the constraint are summarized in Tab. 1. We
analyze the use of the TWPM for a load change, i.e, tracking of product flow setpoints and minimize the

following objective

t ctoint 2
B, = f (o (1) — =™ (1)),
t

0

. . C .. .. . . . . setpoint
i.e., we aim to minimize the deviation of the outlet stream 74y, from a given setpoint ni. "

subject
to the product purity constraint. Such a load change can occur frequently within a day, e.g., when the
nitrogen demand of the downstream process changes. We apply the setpoint profile from Fig. 4a and
assume the setpoint profile to be knwon by the NMPC during the closed-loop simulation, i.e., the NMPC
makes exact setpoint profile predictions. The offline dynamic optimization results of the distillation
column load change , i.e., product flowrate setpoint tracking case study are shown in Section 3.4.1 and

the closed-loop results in Section 3.5.1. Both offline dynamic optimization and closed-loop case study

use the same objective function and constraints. The FOM of the plant surrogate comprises 45 stages
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and uses a hydraulic factor of kg = 0.5 s~'. We give the parameter values for the TWPM in Section 3.2.
The process model with the FOM comprises 136 differential states and about 2450 algebraic states. The
process model with the TWPM comprises 3 differential states and 368 algebraic states.

In the ASU case studies, we optimize the process operation of the entire ASU with respect to its
operating cost by adjusting the instantaneous production rate to the cost of electricity, which is a re-
alization of demand side management. For further information on demand side management, we refer
to [49, 50, 7]. The flexible operation promises economic advantages over a stationary process operation.

Thus, we minimize the economic objective

(PQ = J ' (pcl(t) : Ptotal(t)) dt,

0

where pe : 7 — R is the electricity price and Pioa1 : 7 — R is the total power usage of the process.
We use the electricity price profile from Fig. 4b, which is taken from historic electricity price data of
the German day ahead market and assume the electricity price to be known by the eNMPC during the
closed-loop simulation, i.e., the eNMPC makes exact electricity price predictions. The process power

consumption is calculated with

Ptotal (t) = Pcompressor (t> + Pliqueﬁer (t) - Pturbine (t)7

where Peompressor : 7 — R and Piqueier : 7 — R are the power usage of compressor and liquefier,
and Piubine : 7 — R is the power generated by the turbine. We calculated the power demand of the
compressor by

Pcomprcssor(t) = nc(t) ‘ (hc,out,iscn (t) - hc,in (t))/niscn,c;

where n, € R is the molar flowrate of the feed stream, hci, € R the enthalpy of the feed stream,
he,out,isen € R the outlet enthalpy assuming an isentropic compression, and 7isen,c € R the isentropic

efficiency. Similarly, we use the following equation for the turbine power supply

Pturbine(t) = ht (t) : (ht,in (t) - ht,out,isen(t)) * Tisen,ts

where 7. € R is the molar flowrate in the turbine, k¢, € R the enthalpy of the feed stream, h¢ out,isen € R
the outlet enthalpy assuming an isentropic expansion, and 7isen,t € R the isentropic efficiency. We assume

Misen,t = Misen,c = 0.8. We refer to [51] for further details about the turbine and compressor models. The
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power demand of the liquefier is calculated by

Biqueﬁer(t) = hliq(t) . (T‘liq,in . (Sliq,in(t) — Sliq,out (t)) - (hliq,in(t) - hliq,out (t))>/nliq7

where niiq € R is the feed flowrate to the liquefier, siigin € R and siiqout € R the enthalpies of the feed
stream and leaving stream, and hiiq,in € R and hjjqout € R the enthalpies of the feed stream and leaving
stream. 714 € R is the liquefier efficiency, for which we assume niq = 0.4. We further assume that the
leaving stream of the liquefier is saturated liquid at a pressure of 1.2 bar. We refer to [34] for further
details about the liquefier model.

The initial guess and bounds on MVs and constraints are summarized in Tab. 2. The initial values of
the MVs result in a feasible steady-state. We selected those variables as MVs which can be manipulated
in a real process. The product purity constraint corresponds to common technical product specifications,
e.g., [47]. We select the constraints on fgank,out t0 prevent a negative tank withdrawal stream and to
allow maximum about 10% of the nominal product stream to be provided from tank withdrawal. We
use the constraints on ngpain t0 guarantee certain reboiler holdups (the drain stream is calculated using a
linear hydraulic correlation with the holdup) and maximum drain streams. The lower bound of the tank
holdup at the final time (terminal constraint) corresponds to the initial tank holdup. The MV bounds
have been selected around the nominal, feasible steady-state values. The ranges have been chosen so
that the process can be operated with a certain level of flexibility. The ranges are given by the process
design for the several pre-defined operating cases. The FOM and TWPM are the same as in the single
column case studies explained above. The process model with the FOM as column model comprises of
149 differential states and 2833 algebraic states. The process model with the TWPM as column model
comprises of 26 differential states and 912 algebraic variables. The offline dynamic optimization results
of ASU case study are shown in Section 3.4.2. The closed-loop results are shown in Section 3.5.2. Both

offline dynamic optimization and closed-loop case study use the same objective function and constraints.
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3.2 Parameter Estimation and Approximation Quality of the TWPM
Table 3: Estimated parameter values for the TWPM.

parameter parameter value

B[] 24.0920
a2 [] 3.2019
[ 1.3162
ka [1/] 0.0103728

— 401
230/
£
c 20
Q
(@)}
©10]
()]
0.6 0.8 1.0
Xg‘ﬁt [-]

Fig. 5: Steady-state nitrogen concentration profiles of the TWPM (dashed lines) and the FOM (solid
lines) over stages for different column splitfactors. Red, £ = 0.48. Blue, £ = 0.51. Black, £ = 0.53. Green,
& =0.63.

We explain the parameter estimation for the TWPM and analyze the steady-state accuracy of the TWPM
used in the case studies. Therefore, we consider the single ASU column case as described in Section
3.1. The parameter estimation is based on steady-state data of the FOM, which is provided in the
supplementary material. It is similar to the models used, e.g., in [33, 34, 52]. The transient accuracy is
shown later in the case studies in the sections 3.4 and 3.5. The values of the TWPM parameters B, «;,
and kg are estimated based on the steady-state concentration profiles and the molar holdup of the FOM.
They could also be estimated based on plant measurements. The estimation based on real measurements
might be more complicated since information on the full concentration profile inside the column could not
be available. However, similar parameter estimation problems could be used taking into account only the
input-output data of the column or concentration and temperature measurements from selected positions
inside the column. For the estimation of B and «;, we solve a steady-state optimization problem using a
least-square error formulation. We provide the optimization problem formulation in the supplementary

material. The relative volatilities are considered as parameters to be estimated, since we use constant
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values for the overall column. We obtain satisfactory results in the open- and closed-loop case studies
using the model with the estimated relative volatilities, which we present in Section 3. Alternatively, the
volatilities could be calculated based on an average temperature and pressure in the column. However,
this would complicate the model. The parameter kg is directly calculated based on the total molar holdup
and the liquid outlet stream of the FOM using: kg = ML out/Mtotal. We use & = 0.53 and ni, = 300 mol/s
as operating point for the parameter estimation. The estimated parameters are given in Table 3. We also
determined the mean values of the relative volatilities over the column height at the nominal operating
point for comparison and obtained a2 = 3.03 and @** = 1.29, which are close to the values in Table 3.
We could thus take these mean values and perform the parameter estimation just for B as well.

Fig. 5 shows the profiles for different values of the splitfactor &p for the FOM and the TWPM.
Only the splitfactor is varied. The column feed is kept constant. Note that the TWPM uses idealized
assumptions, e.g., constant relative volatilities o; and ideal thermodynamic behavior, which are violated
in our case. Nevertheless, the TWPM predicts the molar fraction profiles of a FOM qualitatively correct.
The mean relative error over all profiles is 4% with a standard deviation of 12% and a maximum error of
50%. Despite these deviations in the column, the mole fractions of the exiting streams are predicted more
accurately. In the case studies of the sections 3.4 and 3.5, we show that the model can be successfully
applied for offline dynamic optimization and closed-loop control simulations. This is not obvious since the
TWPM profiles in the column affect the state estimation, which uses a single temperature measurements

of the column to estimate the states of the TWPM in the closed-loop simulations.

3.3 TWPM versus Constant Holdup Wave Propagation Model

35 1.00000{ /=
3 3 0.99995
£ £ 0.99999
:30 = johe Z0.99990
g £ 23 i 23
< = x x
225 = 0.99998 0.99985 "
_______________ 0,999 7 frrrrrrrerrrrnrasnrnrarnnnrasanararanas
0.0 2 04 06 08 10 00 02 04 06 08 1.0 00 02 04 o6 08 1o U502 o0z o5 o8 10
Time [h] Time [h] Time [h] Time [h]
(a) (b) (c) (d)

Fig. 6: Molar column holdups and Nitrogen molar fractions of TWPM, FOM, and H-WPM during load
changes. (a)/(b) Holdup at load change during -40 %/+40 % feed stream. (c)/(d) Nitrogen mole fraction
at load change during -40 %/+40 % feed stream.

We compare the prediction performance of the TWPM with the performance of the constant holdup
wave propagation model proposed by [1]. Therefore, we perform open-loop forward simulations of the

single column with a step in the feed stream of +40% and -40%. We keep the other MV & p as well as

©A. Caspari et al. 19 Page 19 of 33



20

21

22

23

24

25

26

27

28

29

30

Wave Propagation Model ASU 15.5.2020

the feed conditions constant during the simulations. The profiles are shown in Fig. 6. We see that the
holdup of the FOM varies during these load changes and achieves a new level. Further, the TWPM is
able to predict the total column holdup during the load changes with satisfactory accuracy. The TWPM
achieves the same steady-state. In contrast, the holdup is assumed to be constant by the reduced model
proposed by [1], indicated as H-WPM. The constant column holdup model of Kienle [21] is not able to
represent transient behavior for such load changes, whereas the TWPM is.

In [21], constant volume is assumed for each stage, which requires the volume calculation for every
column stage and lead thus to higher computational demand for optimization. In addition, the volume
calculation on every stage would lead to the reduced model scaling with the number of column stages.
In contrast, the size of TWPM and H-WPM are independent of the column size.

We see that the product purity varies during load changes. The TWPM is able to predict the purity
variations during the load changes qualitatively correct and quantitatively satisfactory. In contrast, the
product purity of the H-WPM is constant during the load changes. In the turn-up load change, the
product purity decreases, so that the splitfactor would need to be adjusted in order to meet possible
purity constraints. Since the H-WPM predicts a constant product purity, a model-based controller with
this model would not be able to effectively counteract the purity decrease. Although we do not get the

same quantitative behavior, we think the suitability of the TWPM as controller model is justified.

3.4 Application of TWPM in Dynamic Offline Optimization

We present the results of the dynamic offline optimizations. Every optimization is performed using the
FOM and the TWPM. For comparison, the MV profiles resulting from the optimization with the reduced

model are used in a forward simulation of the FOM.

3.4.1 Dynamic Offline Optimization of Distillation Column

We optimize the single distillation column over a time horizon of 2.5 h, i.e., o = 0 and ¢y = 9000 s, and
use piecewise constant MV profiles with a discretization of 2 min. The path constraints are evaluated on
the same grid. We denote the trajectories resulting from the optimization with the FOM as offline-FOM
and those from the optimization with the reduced model as offline-TWPM.

The results are shown in Fig. 7. We see that both MV and state profiles of the TWPM and the FOM
are similar. There are only small deviations in the MV profiles (Figs. 7a and 7b). The product stream is
tracked to its setpoint successfully (Fig. 7¢) and the product purity constraint is satisfied (Fig. 7d). The

similar profiles indicate correct physical behavior of the TWPM; it captures well the dynamic behavior
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Fig. 72 MV and state variable profiles from offline optimization with FOM and TWPM. The state
profiles result from FOM by simulation with the MV profiles resulting from the optimization with FOM
and TWPM. The MV profiles are piecewise constantly discretized with 2 minutes intervals. Bounds black
dotted. (a) Air feed stream (MV). The mean deviation between the two profiles is 1.4%. (b) Column
splitfactor (MV). The mean deviation between the two profiles is 1.3%. (c) Column product stream (state
variable). (d) Column product concentration (state variable).

of the FOM.

The CPU time for the optimization of the TWPM is reduced significantly compared to the time for
the optimization with the FOM (Tab. 4). Thus, the TWPM can be used as an efficient reduced model
for optimization.

In Appendix A, we show results of the same case study with the model of Kienle [1] assuming constant
column holdup instead of the TWPM. The TWPM performs slightly better than the constant holdup
wave propagation model in terms of accuracy, although the constant holdup model cannot represent a

transient column behavior.

3.4.2 Offline Dynamic Optimization of ASU

We perform an offline dynamic optimization for the ASU over a time horizon of 1 d, i.e., tp = 0 and
ty = 86400 s. We use piecewise constant MV profiles with a discretization of 2 h. The path constraints are
evaluated every 24 min. All trajectories shown result from the simulation of the FOM with the MVs from
the optimization with the FOM and the TWPM, respectively. We denote the former as offline-ASU-FOM
and the latter as offline-ASU-TWPM.

Fig. 8 shows the MVs and selected state variables. The MV profiles are similar for both the opti-
mization with the FOM and with the TWPM. This translates into similar state profiles. There is a slight
offset of about 107° in the molar fraction of nitrogen in the GNP stream (Fig. 8g). This offset, however,
is positive so that the constraint is not violated. Both the optimization using the FOM and the TWPM
lead to satisfaction of the path constraints (Figs. 8e-8g) and the terminal constraint (Fig. 8h).

The CPU time for the optimization with the TWPM is significantly reduced compared to the time

for the optimization with the FOM. We achieve a speed-up factor of 32. Thus, the TWPM can efficiently
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Fig. 8: MV profiles and selected state profiles from offline optimization of ASU. Bounds black dotted.
(a) Feed air flowrate (MV). Mean relative deviation 1%. (b) Splitfactor turbine (MV). Mean relative
deviation 1%. (c) Splitfactor liquefier (MV). Mean relative deviation 0.1%. (d) Splitfactor column (MV).
Mean relative deviation 0.2%. (e) Tank outlet stream flowrate (state variable). (f) Reboiler drain stream

flowrate (state variable). (g) Molar fraction of nitrogen in GNP stream (state variable). (h) Tank holdup
(state variable).

be used as a reduced model within a flowsheet for optimization.

3.5 Application of the TWPM in Model-Based Control

We present in-silico closed-loop case studies in this section. The first is a load change, i.e., product flow
setpoint tracking of the single distillation column using an NMPC. The second is the flexible operation of
an ASU under fluctuating electricity prices using an eNMPC. The shown results are always the trajectories

of the plant surrogates, i.e., the process models with the FOM.

3.5.1 Tracking of Load Changes of a Distillation Column Using NMPC

——- NMPC-TWPM
1.00000
350 180 —— NMPC-FOM
v v —-- setpoint
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& & 0.99995
250 140
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(a) (b) (c) (d)

Fig. 9: Closed-loop control simulation results of distillation column for GNP load change with full model
and reduced model. Bounds black dotted. (a) Air flow (MV). Average deviation between full model and
reduced model profile 2.1%. (b) Splitfactor (MV). Average deviation between full model and reduced
model profile 1.7%. (c¢) GNP flow (state variable). (d) GNP concentration (state variable).
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The measured variables for the EKF are the product concentration x..;, the temperature T34 on
column stage 34, and the liquid outlet stream 7. We denote the profiles with FOM as the controller
model as NMPC-FOM and those with TWPM as NMPC-TWPM. We use a control horizon of ¢, = 1h
and a sampling time of t; =2 min.

Fig. 9 shows the process profiles as results of the closed-loop control simulation. We see only small
deviations in the MVs between NMPC-TWPM and NMPC-FOM (Figs. 9a and 9b). The product stream
setpoint profile is successfully tracked by both NMPC-FOM and NMPC-TWPM (Fig. 9b). There are
only minor deviations from the setpoint profiles. Remember that the NMPC-TWPM does not use state
feedback but state estimates from the EKF. Thus, both plant-model mismatch and deviations due to
state estimation may be the roots of the small deviations between the profiles. The purity constraint is
satisfied most of the time (Fig. 9d).

The computational demand for the solution of the optimization problems of the NMPC-TWPM is
significantly less than for the NMPC-FOM (Tab. 4). We have a speed-up factor of about 190. The
NMPC-TWPM is real-time applicable with CPU time of less then 2% of the sampling time in average
and maximum 22% of the sampling time. In contrast, the NMPC-FOM does not appear to be real-time
applicable; the mean CPU time for the dynamic optimization is higher than the sampling time. The

computational time used by the EKF is negligible as it is significantly lower than that for the NMPC.

3.5.2 Flexible Operation of ASU Using eNMPC
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Fig. 10: MV profiles and selected state profiles from closed-loop optimization of ASU. Bounds black
dotted. (a) Air feed stream (MV). Mean relative deviation 0.4%. (b) Turbine splitfactor (MV). Mean
relative deviation 0.8%. (c) Liquefier splitfactor (MV). Mean relative deviation 0.01%. (d) Column
splitfactor (MV). Mean relative deviation 0.1%. (e) Tank outlet stream (state variable). (f) Reboiler
drain stream (state variable). (g) Product purity (state variable). (h) Tank holdup (state variable).

©A. Caspari et al. 23 Page 23 of 33



20

21

22

23

24

25

26

27

28

29

30

31

32

Wave Propagation Model ASU 15.5.2020

For the case considering the flexible operation of the ASU using eNMPC, we denote the profiles
resulting from the eNMPC with FOM as controller model as eNMPC-FOM and those with TWPM as
controller model as eNMPC-TWPM.

We use full state feedback for the heat exchangers, the reboiler, and the storage tank. We do not
assume full state feedback for the column for the eNMPC-TWPM. The initial state for the TWPM is
estimated using an EKF based on measurements of the outlet concentration of the FOM yé\{fm the tem-
perature T34 on stage 34 of the column, and the liquid outlet flowrate 7y, out. We obtain the temperature
on the 34. stage by performing an enthalpy calculation based on the molar fraction from the wave prop-
agation model at this stage. For the eNMPC, we use a sampling time of 10 min and a control horizon
of 8 h. The MVs are discretized with 10 min intervals for the first hour and with 1 h intervals for the
remaining control horizon. We perform the case study over a time horizon of one day.

The eNMPC-FOM achieves operation cost of 1890 € after one day of operation, whereas the eNMPC-
TWPM achieves 1896 €, i.e., the difference in the economic performance is about 0.3%. The resulting
trajectories are shown in Fig. 10. We see that the MV profiles of eNMPC-FOM and eNMPC-TWPM
are close to each other. The mean relative deviation is less than 1% for all profiles. We further see
that the eNMPC achieves an economically intuitive process operation: the feed air stream and liquefier
stream/tank feed stream are increased, when the electricity price is low, and decreased otherwise (Figs.
10a and 10c). The highly accurate MV profiles translate in nearly identical state profiles. Both eNMPC-
FOM and eNMPC-TWPM achieve constraint satisfaction (Figs. 10e, 10f, and 10g). Product is filled into
the tank, when the electricity price is low, and is withdrawn from the tank otherwise (Figs. 10e and 10h).
An offset in the nitrogen purity, that has been observed earlier (Sec. 3.4.2), can again be observed in this
case study (Fig. 10g). However, the offset does not lead to constraint violation and could be eliminated
using offset-free model predictive control methods [53]. Both MV and state profiles are similar to the
offline dynamic optimization profiles presented in Sec. 3.4.2. The eNMPC-TWPM achieves even higher
accuracy with respect to the eNMP-FOM compared to the profiles of the offline dynamic optimization
(cf. Figs. 8 and 10). This underlines the suitability of the reduced model as controller model in the
process control strategy described in Section 2.3. The feature that eNMPC achieves similar MV profiles
compared to the corresponding offline optimization, even when a sub-optimal method is applied, has
already been pointed out in the literature [11, 7].

Tab. 4 gives the CPU times for eNMPC-FOM and eNMPC-TWPM. The eNMPC-TWPM optimiza-
tions are faster than the eNMPC-FOM optimizations by more than 95%, i.e., we have a speed-up factor

of more than 20. In addition, the eNMPC-FOM optimizations take in average nearly as long as the
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eNMPC sampling time and the maximum time is much longer than the sampling time. Thus, real-time
applicability cannot be guaranteed for the eNMPC-FOM. The eNMPC-TWPM optimizations are in av-
erage significantly lower than the sampling time and even the maximum time is only 20% of the sampling
time indicating real-time applicability. The time for the EKF is negligible. The eNMPC-TWPM is thus
applicable in real-time with the optimization problems solved until local convergence, i.e., not only with

a suboptimal fast-update method [7] as in [4] with compartment models.

Table 4: Summary of CPU times for all case studies. The offline optimizations are executed 10 times
starting from the same initial conditions and average computational times are reported. The times for
the closed-loop optimizations are averaged over all NMPC/eNMPC iterations to get the mean. The
maximum value is obtained by taking the maximum CPU time over all (¢€)NMPC samples. The CPU
time savings are in the order of a factor of 100 with acceptable accurarcy as shown in the figures.

TWPM FOM @ CPU time reduction
offline column 3.1s 1190.3 s 99.7%
offline ASU 52.0 s 1644.7 s 96.8%
closed-loop column mean/max 1.7/39 s 319.8/747.0 s 99.5/99.5%
closed-loop ASU mean/max 23.0/124.0 s 474.48/8631.8 s 95.2/99%

4 Conclusions

We propose a reduced model for multicomponent distillation columns based on nonlinear wave propa-
gation and use it for offline dynamic optimization and nonlinear model predictive control. We thereby
combine the ideas of compartment modeling and nonlinear wave propagation. The reduced model is able
to adequately represent steady-state and transient behavior, as is required in particular to capture load
change behavior. The proposed reduced model has the advantage that only a few parameters have to be
estimated which can be fitted to steady-state data from a more detailed model or from a real plant. This
facilitates the model’s practical application and enables usage in those usual situations where steady-state
data from plant operation or process design is available only.

The proposed model can, thus, be used as controller model in nonlinear model-based control not only
for disturbance rejection, as has been done in previous works, but also for flexible operation, as we show
in this article.

We show that the TWPM leads to physical behavior during column load changes, whereas existing
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reduced models based on wave propagation admit nonphysical behavior. We perform offline dynamic
optimization and closed-loop control case studies for an ASU. To study the impact of the TWPM on a
single column, we focus on the distillation column of the ASU first before we consider the entire process.
We compare the performance and accuracy of the TWPM with those of the FOM. In the closed-loop
control case studies we compare with an ideal model predictive controller, i.e., without plant-model
mismatch and with full state feedback. The reduced model achieves significant CPU time reductions
of more than 95% and up to more than 99% for dynamic optimization in all presented case-studies.
Accordingly, the TWPM achieves higher computational saving than the reduced column models reported
in literature. The TWPM leads to a smaller DAE compared to the FOM. In contrast to the FOM,
the size of the DAE of the TWPM is independent of the column size. Thus, the savings can be even
higher for larger columns than those considered in this work, as occur, e.g., in ASUs with argon columns
[10, 54]. The mean error between the control variable profiles of the TWPM and FOM are less than 2
% in the offline dynamic optimizations and the closed-loop simulations. This illustrates that the reduced
model we propose can efficiently be used for optimization and control. Using the proposed TWPM as
controller model leads to systems applicable in real-time, even if the controller optimization problems are
solved until local convergence. In contrast to our previous work [11], we are not restricted to suboptimal
fast-update methods. The maximum time for the solution of a dynamic optimization problem in the
closed-loop control case studies with the TWPM is about 20% of the controller sampling time. The
controller with the TWPM requires in average less than 2% of the sampling time for the optimizations.
The optimizations with the FOM is hardly applicable in real-time in the closed-loop. In contrast, the
TWPM enables real-time applicability in the closed-loop application, even when the maximum times
for the solution of the optimization problems is considered. As the wave propagation model is derived
for ideal thermodynamic mixtures, the reduced model we proposed cannot be expected in general to
perform well for highly non-ideal mixtures. However, we demonstrated the model can sucessfully applied
to control a system which does not exhibit ideal thermodynamic behavior.

We observe a small positive offset in the state profiles of the product purity. However, it leads to more
conservative control profiles and could in addition be reduced using offset-free NMPC methods [53, 55] or
modifier adaptation [56], which is left for future work. This directs the focus also to a systematic approach
for the rejection of other persistent disturbances other than plant-model mismatch. An interesting future
task is also the application of nonlinear wave propagation models for more complex ASU topologies,
e.g.,, a multi-product ASU with a double column [57], with an integrated liquefication cycle [58, 32],

or argon columns [10, 54]. As we showed the real-time capable application of NMPC based on the
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proposed reduced model to an entire ASU in-silico, we think the application to real plants is a promising
future work. The control of other separation processes, e.g., reactive distillation or chromatography using
nonlinear wave propagation [59] is also of future interest. One key idea of our work is to combine the
compartment approach and the wave propagation approach to describe the concentration profile within
one compartment. An interesting task for future research is to study whether other reduced models
can be applied to describe the concentration profile in a compartment or whether the nonlinear wave
propagation models can be further extended to include transient effects and applied in optimization and
control similar to the model in [28].
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Fig. 11: Control and state variable profiles from offline optimization with FOM and H-WPM. State
profiles result from FOM by simulation with the control variable profiles resulting from the optimization
with FOM and H-WPM. The control variable profiles are piecewise constantly discretized with 2 minutes
intervals. Bounds black dotted. (a) Air feed stream (control variable). The mean error between the two
profiles is 1.9 %. (b) Column splitfactor (control variable). The mean error between the two profiles is
1.8 %. (c) Column product stream (state variable). (d) Column product concentration (state variable).

We compare the performance of the TWPM with the performance of the reduced column model with
constant holdups as proposed by [1]. In [21], constant volume is assumed for each stage, which requires
the volume calculation for every column stage. We therefore do not consider the constant volume model
here due to the increased computational demand. We denote the constant holdup model of [1] as H-WPM.
We perform the same case study as in Section 3.4.1 with the H-WPM. Fig. 11 shows the results. The
control variable accuracy of the H-WPM with respect to the FOM is slightly worse than the accuracy of
the TWPM (Section 3.4.1).
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We also perform the closed-loop case studies with the model of [1]. The results with the H-WPM and
the TWPM are very similar, which is due to the feedback and the EKF. However, this could change, if
we had an application with the liquid outlet stream or the column hold up appearing in the objective
function or the constraints. In this case, we would expect a better performance of the TWPM than the

H-WPM due to the variable holdup.
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