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Abstract: The formation of coherent precipitates is often accompanied by large elastic mismatch

stresses, which suppress phase separation. We discuss the presence of interfaces as a mechanism for

stress relaxation, which can lead to preferred zones of precipitation. In particular, we discuss the

proximity of free surfaces and shear-coupled grain boundaries, for which we can obtain a substantial

local energy reduction and predict the influence on the local precipitation thermodynamics. The latter

case is accompanied by morphological changes of the grain boundary, which are less suitable

for large-scale descriptions. For that purpose, we develop an effective description through an

elastic softening inside the grain boundary and map the microscopic grain boundary relaxation

to a mesoscopic elastic and phase field model, which also allows generalizing the description to

multi-phase situations.
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1. Introduction

Precipitation is a common phenomenon in alloys and can be used to influence the mechanical

properties, e.g., of steels via precipitation hardening. As for many other phase transformations,

the driving forces for precipitate formation are of thermodynamic origin, which means that an alloy

can reduce its relevant energy (e.g., the Gibbs energy) by phase separation. Often, precipitation is

also influenced by kinetic effects, which can, e.g., lead to precipitate-free zones near grain boundaries,

which act as sinks for impurities and can therefore generate a corridor of reduced supersaturation

around a grain boundary, where consequently, the thermodynamic driving force for precipitate

formation is reduced [1]. This interplay of thermodynamic and kinetic aspects is prominent in bainitic

steels, where carbide precipitation can occur both in the the austenitic matrix and bainitic ferrite with

a low solubility limit for carbon. Bainite is a highly interesting microstructure in steels for many

applications due to the characteristic mechanical properties, which still lacks a full understanding

of the underlying multi-scale microstructure [2]. In particular, the debate on the nature of the

transformation, whether it is diffusion controlled or displacive, is ongoing; see, e.g., [3] for a recent

review. Depending on the quenching conditions and the resulting front propagation velocity between

austenite and ferrite, which is in competition with carbon diffusion, carbides appear preferentially on
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shape of a precipitate is determined by the minimization of interfacial energy, and hence spherical for

isotropic materials.

The situation changes if a precipitate is closer to a free surface (center panel of Figure 2), as then,

the matrix phase has the ability to relax stresses by normal displacement components at the surface.

Therefore, the elastic energy drops if the inclusion gets closer to the interface, and we worked out the

resulting interaction in [12]. Especially, the case of a spherical precipitate close to a planar free surface

can be expressed in closed analytical form and exhibits an elastic interaction, which decays as a power

law according to d−3, where d is the distance between the precipitate and the surface. The relaxation

of the elastic energy is expressed through a dimensionless quantity:

1 − γ =
Fel

Fbulk
el

(1)

as the ratio of the system’s elastic energy for the precipitate being at a finite distance to a surface

compared to the bulk case. Then, for a binary phase diagram with zero solubility at absolute zero,

the stress-free solubility limit follows asymptotically for low temperatures an Arrhenius behavior:

cno el
max = c0 exp

(

−
∆G

kBT

)

, (2)

with the formation enthalpy difference ∆G. This is the case, e.g., for the carbon solubility in the ferritic

α phase of Fe-C (coexistence with cementite); see Figure 3. Including elastic effects and also near

surfaces, the solubility limit becomes:

cwith el
max = c0 exp

(

−
∆G + (1 − γ)∆Gel

kBT

)

, (3)

with the bulk elastic energy barrier:

∆Gel = −
E

1 − ν
χ2 Ω0

N0
ccem,0. (4)

Here, E is Young’s modulus, ν the Poisson number, χ the Vegard coefficient for the lattice

expansion through the impurities, Ω0 the volume of an impurity-free unit cell, and N0 the number of

atoms within the cell. The concentration in the precipitate phase (e.g., the cementite), which coexists

with the low concentration solid solution phase (e.g., the α phase), has a (carbon) concentration of

ccem,0 at absolute zero (see the phase diagram in Figure 3; we refer to [12] for a detailed discussion).

This expression shows that the solubility limit is increased for bulk elasticity compared to the stress-free

case, in agreement with the above discussion, which is reflected by the negative sign of ∆Gel.

At first glance, the negative sign in Equation (4) may seem surprising, as the elastic energies are

positive. However, one has to keep in mind that the formation energy ∆G is the difference between the

energy of the solid solution phase (sign +) and the phase separated state (sign −). Phase separation

increases the elastic energy due to coherency strains and therefore increases the second contribution.

Consequently, the additional elastic energy contribution appears with a negative sign in Equation (4).

A key element is the elastic energy rescaling factor γ, which has the value γ = 0 for a precipitate

in the bulk, but can take different values near interfaces and surfaces. According to the definition

γ = 1 − Fel/Fbulk
el , it quantifies the relaxation or increase of the elastic energy for a precipitate near

an interface compared to a bulk situation. If a precipitate gets closer to a free surface, we get 1 − γ < 1,

and consequently, the elastic term is reduced and the solubility limit decreased. As a result,

the coherent solubility limit near a free surface is in between the stress-free and the bulk elastic

case and depends on the nucleus-surface distance. The conceptual resulting modification of the phase

diagram is sketched in Figure 3.
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energy contributions and can lead to a stronger energy reduction than what we have discussed

above. Notice that different types of precipitate shapes were considered in [12] and give an indication

for the optimum shape based on the isotropic elastic effects alone. Although the predicted scaling

behavior of the effects should be similar also for cases where we deviate from the assumptions of the

analytical investigations (in particular, the isotropy and vanishing contrast of the elastic constants

of the matrix and precipitate), a more careful analysis is recommended for future investigations of

carbide precipitation including the consideration of habit planes and anisotropic interfacial energy.

We note that the effects discussed here are different from potential preferences for precipitate

formation directly at interfaces, which can lead to a reduction of interfacial energies. Such interactions

have—on mesoscopic scales, where we can consider the interfaces to be sharp—a vanishing interaction

range. Furthermore, we do not consider short-range effects on the atomic scale, which are due to

different bonding situations and which have frequently been discussed in the literature; see, e.g., [16].

3. Precipitation Close to Shear-Coupled Grain Boundaries

The preceding investigations raise the question of how the precipitation thermodynamics may

be influenced by internal interfaces inside materials, in particular grain boundaries. The central

idea of the analysis in the above section is a strong contrast between the elastic properties of

adjacent “phases”. The investigated extreme cases were a free surface (contact to a “phase” with

vanishing elastic constants) and a stiff substrate (infinitely large elastic constants). A grain boundary

is different in this respect as the elastic properties are identical on both sides of this internal

interface. For anisotropic materials, the orientation dependence differs, but from the perspective

of the simplifications within this article, which include in particular isotropy, the previous description

should not lead to an influence of the grain boundary on the local thermodynamics. In other words,

a grain boundary is invisible to the precipitate from an elastic perspective, as it coherently connects

two identical materials, and we should not expect any elastic interaction between a precipitate and

a grain boundary. However, from experimental evidence, it is known that grain boundaries can

indeed influence precipitate formation. We already mentioned that this is often due to very localized

segregation phenomena and following kinetic depletion in a corridor around a grain boundary.

We also point out that a grain boundary itself generates stresses that may interact with a precipitate

and therefore change its energetics. However, these stresses originate from individual dislocations

at (low angle) grain boundaries and are screened on length scales proportional to the dislocation

spacing. For mesoscopic precipitates at distances from a grain boundary that are far beyond the

atomic scale, this interaction should be too weak to significantly affect the precipitate formation

energetics. Nevertheless, experimental observations hint at an interaction between grain boundaries

and precipitates in Al-Sc alloys also at scales beyond the atomic level [17].

As we detailed in [14], the situation changes if the grain boundary has the potential for

morphological reorganizations, which can lead to a mechanical stress relaxation. In this sense, the grain

boundary is not a fixed shape “passive” interface, but “reacts” to the presence of a nearby precipitate.

In [14], we considered the shear-coupled motion of a grain boundary as a potential stress relaxation

mechanism, which is related to the amplitude equation and analytical modeling in [18–20]. Shear

coupling describes the resulting normal motion of a grain boundary, if the two grains are shifted

laterally against each other; see Figure 4.
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and we believe that the accuracy of the description is sufficient for implementation into a mesoscale

phase field model of carbide precipitation in bainitic steels.

The above results offer now a straightforward way to transfer the separate, finite element-based

analysis to a complete phase field model for microstructure evolution. The starting point can be

a Cahn–Hilliard model as in [12], where we use the (carbon) concentration also as indicator to

distinguish between the different phases. It is important to emphasize that this description can

be supplemented with an elastic solver for describing coherent interfaces between all relevant

phases [12]. Consequently, the description automatically contains the solubility limit modification near

free surfaces or—by inclusion of soft layers—of shear-coupled grain boundaries. Alternatively, we can

use multi-order parameter phase field models to describe the relevant phases; in a three phase setup,

we can therefore distinguish, e.g., between austenite, bainitic ferrite, and carbides. Additional order

parameters can be used to discriminate between grain orientations, and soft layers can be inserted there

to reproduce the shear coupling effect. Again, the (bulk) inclusion of elastic effects is well described in

the literature; see, e.g., [27].

The undesired preference of precipitates to form inside or migrate into the grain boundary layer,

which is known to be energetically unfavorable [14], can be suppressed by a penalty term. To be

explicit, we denote phase fields by φi, with each of them being in the interval 0 ≤ φi ≤ 1, obeying the

sum rule:

∑
i

φi = 1. (8)

We consider φ1 as the austenite volume fraction, φ2 being the bainitic ferrite and φ3 a carbide.

At a ferrite-austenite interface, we have a phase field profile that may look like:

φ1 = 1 − φ2 =
1

2

(

1 + tanh
x

ξ

)

, (9)

with ξ being the interface thickness and x an interface normal coordinate. The precise form of the

interface profile depends on the chosen potentials within the used phase field framework. We use here

the above case, but mention that all results can easily be transferred to other descriptions, e.g., based on

the multi-obstacle potential instead of a multi-well potential; see, e.g., [29] for a further discussion.

To avoid the invasion of the precipitate into the soft layer, we add a penalty term to the generating

energy density of a variational phase field model with the structure:

fpen = h(φ1)h(φ2)h(φ3)∆ fpen, (10)

which only appears in triple junction regions, where all three phases are present, requiring that the

soft layer thickness is of the order of the phase field interface thickness ξ. Here, h(φ) is a common

interpolation function with the properties h(0) = 0, h(1) = 1, and h′(0) = h′(1) = 0. The mechanical

softening of the grain boundary layer itself can similarly be achieved by a phase dependence of the

elastic constants, e.g.,

E = ∑
i

h(φi)Ei − h(φ1)h(φ2)∆E12. (11)

Here, we already included the extension towards bulk phases with arbitrary elastic constants,

as an extension to the investigations in Section 2, where one “phase” is infinitely soft, and Section 3,

with equal elastic constants on both sides of the grain boundary. In this way, a true three phase

description of austenite, ferrite, and carbides with the stress relaxation mechanisms can be described,

allowing modeling carbide precipitation near ferrite-austenite interfaces.
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5. Summary and Conclusions

In this paper, we revisited recent descriptions of interface induced stress relaxation mechanisms

and their influence on precipitation thermodynamics. The starting point is the fact that a coherent

precipitate often has a misfit with the surrounding matrix, leading to an elastic energy contribution,

which makes phase separation unfavorable. However, if such an inclusion is located closer to an

interface or surface, different stress relaxation mechanisms can partly revert the bulk elastic effects and

therefore generate preferred zones of precipitation in the vicinity of these interfaces. As a first case,

we discussed the situation of a free surface and presented a formal approach for how to quantify

the energy relaxation and influence on a local phase diagram. In contrast, an interface to a very stiff

phase suppresses phase separation. A second case is based on the discussion of how a grain boundary

can release coherency stresses. Here, we discussed grain boundary migration through shear-coupled

motion as a way to reduce the elastic energy. It turns out that this effect can be surprisingly strong

and lead to stress relaxation comparably strong as for free surfaces. The shear-coupled motion as the

microscopic mechanism is difficult to capture within mesoscale (phase field) descriptions. We therefore

demonstrated an effective description through a mechanically soft grain boundary layer to represent

the shear coupling effect on larger scales. This also allows generalizing the description towards the

investigation of phase separation near heterointerfaces.

An additional conceivable mechanism for mechanical stress relaxation, e.g., in bainitic steels,

is a coherent-incoherent transition at the interface between the bainitic ferrite and austenite. As the

bainitic sheaves are relatively large, strong coherency stresses arise if the lattice planes between these

two phases stick together firmly. A slip at the interfaces will therefore take place and serve as the

stress (and energy) relaxation mechanism. Whereas a quantitative prediction of this effect is difficult,

as it depends on the precise interface structure on the atomic scale and the orientation relationships

between the phases, our previous results, which can be understood as the upper and lower bound

for stress relaxation in the presence of a precipitate, should give reasonable guidance here as well.

We can therefore expect an effective elastic energy reduction of the order of 10% as a conservative

estimate if a precipitate is right at the boundary between austenite and ferrite. We furthermore

expect the interaction to decay on the scale of the precipitate radius or a lateral distance between

neighboring precipitates, similar to the above results. Whether this decay is exponential (if the interface

is “reactive”, i.e., the slip depends on the proximity of the precipitate) or follows a power law (for

a “passive” interface, for which the interface slip is mainly determined by the contact of the bulk

phases) is only of secondary importance. Consequently, we expect a rather strong reduction of the

carbon solubility limit in the ferritic phase at lower temperatures in the vicinity of an interface to the

austenitic mother phase, which can easily reach a similar order of magnitude as for precipitation near

free surfaces and shear-coupled grain boundaries.

Although the different stress relaxation mechanisms discussed in this article are partly elaborated

to an extent where they can be captured by closed analytical expressions, one has to keep in mind that

several assumptions had to be made for that. In particular, we note that the predictions assume purely

elastic relaxation, whereas plastic strain release through dislocation activity can reduce the amount

of the effect. A typical peak misfit strain between a precipitate and the matrix is of the order of one

percent, which can lead to high stresses, exceeding the yield stress of the material, and therefore can

trigger plastic relaxation. Furthermore, one has to remember that stress effects enter the phase diagram

with an exponential dependence (see Equation (3)) and are therefore sensitive to a precise knowledge

of the material parameters. A numerical treatment in the spirit of the phase field or Cahn–Hilliard

simulations is more flexible and allows naturally releasing the constraints concerning the precipitate

shape and the material behavior.

We believe that the proposed theoretical considerations can contribute to an understanding of

precipitation phenomena, e.g., in bainitic steels. Due to the complexity of this system, a quantitative

analysis may be difficult and the preceding experimental investigation of simpler model systems

appropriate for further quantitative benchmarking. We mention, e.g., hydride precipitation in thin Nb



Metals 2020, 10, 1292 14 of 15

films, which are attached to rigid substrates, which exhibit a hydrogen solubility limit considerably

above the expected bulk solubility limit [30]. Detachment of the films leads to a reduction of the

solubility limit essentially back to the bulk limit. In [12], we discussed this situation in detail and

found that the reduction of the solubility limit is of a similar magnitude as predicted by our theory.

For high strength austenitic steels, the limit of hydride precipitation can be reduced by up to two

orders of magnitude by the discussed strain effects. For carbide precipitation near shear-coupled grain

boundaries in ferritic steels, we used ab initio computed parameters and found a carbon solubility

limit change at room temperature by about 50% [14]. Beyond steel applications, the range of misfit

strains can be close to zero, e.g., for LTO as battery anode material up to several hundred percent for

phase separation and in silicon-based electrodes. Altogether, the effect of the near interface relaxation

is therefore expected to depend strongly on the material system.
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