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Abstract 

Strontium titanate is well-known for its non-Arrhenius grain growth, where grain growth 

coefficients decrease by orders of magnitude between 1350 °C and 1425 °C. This transition is 

assumed to be caused by the existence and coexistence of two grain boundary types and 

results in the formation of bimodal microstructures. So far, no quantified data on the 

transition behavior was available. The present study uses a comparison of experimental 

microstructures for various heating times and temperatures with simulated microstructures 

from phase-field simulations considering various fractions of fast-growing grains. The 

microstructures are compared by means of their grain size distributions. It is found that the 

fraction of fast-growing grains follows a nucleation-like behavior. Evaluating the present 

findings with respective literature data, the grain growth transition could be related to a 

space charge transition where the fast and slow grain boundaries are associated with strong 

and weak space charge and segregation. Overall, the present study sheds light on general 

grain growth transitions observed in several perovskite ceramics. 
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1. Introduction 

Strontium titanate is well-known for its counterintuitive grain growth behavior between 

1350 °C and 1425 °C [1-6]. Grain growth does not follow classical Arrhenius behavior in this 

temperature range. Instead, grain growth rates decrease by more than one order of 

magnitude in this temperature range. This grain growth transition was observed using the 

equation [7] 

𝐷2 − 𝐷0
2 = 2𝛼𝛾𝑚 ∙ 𝑡 = 𝑘𝑡 1 



with the mean grain diameter D, the mean grain diameter D0 at time t = 0, a geometric 

constant 𝛼 ≈ 1, the grain boundary energy 𝛾 and the grain boundary mobility m. The grain 

growth constant 𝑘 = 2𝛼𝛾𝑚 was used to quantify the evolution of the mean grain size ([4], 

see Fig. 1). A continuously decreasing grain growth rate is evident between 1350 °C and 

1425 °C [4]. Below and above this transition regime, thermally activated grain growth occurs 

[5, 6]. 
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Fig. 1 Arrhenius graph of the grain growth constant of strontium titanate [4, 6]. 

 

To date only very few materials are known to show decreasing grain growth rates with 

increasing temperatures [6]. In the case of strontium titanate and some other perovskites as 

barium titanate and lithium lanthanum titanate, a close relation to bimodal (or exaggerated) 

grain growth was reported [5, 6]: with beginning grain growth transition (above 1350 °C), 

microstructures are bimodal. This is best illustrated by observing microstructures at different 

temperatures, but after the same heating time. At 1350 °C (lower temperature of the grain 

growth transition), the microstructure is unimodal (Fig.  2a). With increasing temperature, an 

increasing fraction of small grains appears in the microstructures (Fig.  2b-d), until at 1425 °C 

(upper temperature of the grain growth transition) very few large grains are evident 

(Fig.  2e). These findings resulted in the hypothesis that the grain growth transition is related 

to a grain boundary transition [4-6] where two different grain boundary types exist [2-4, 8, 

9]: a fast low temperature type (’f’ in Fig. 1) and a slow high temperature type (’s’ in Fig. 1). 

Accordingly, the grain growth transition indicates a gradual transit of the grain boundary 

population from the fast type to the slow type with increasing temperature. The coexistence 

of these two boundary types results in the formation of bimodal microstructures as evident 

in Fig.  2. 

Despite of intense research, the physical difference of the two grain boundary types remains 

unclear [6]. No structural difference could be observed via TEM [10-12]. Possibly a slight 

change of the A/B ratio of the perovskite structure ABO3 occurs at the boundaries [8, 9]. Via 



the grain boundary grooving technique, it could be shown that the grain boundary energy is 

lower for the slow high temperature type [3]. 

However, if microstructures evolve bimodally, the mean grain size and the grain growth 

constant k are not adequate quantities to characterize grain growth. The fraction of fast-

growing grains will consume all small grains during grain growth and the evolution of the 

grain size distribution is no longer self-similar [13]. The self-similarity of microstructural 

evolution is required in order to apply mean field modeling [13, 14]. This becomes most 

evident when considering driving forces: mean field modeling assumes driving forces based 

on mean curvature, e.g. proportional to the inverse mean grain size 1/D as in Eqn. 1 [14]. 

The use of a mean grain size does not allow to include the impact of heterogenous grain size 

distributions. Instead, the driving force for growth of an individual grain depends on the size 

of its neighbors. Small neighboring grains will result in a large driving force (e.g. Fig.  2e), 

while an increasing fraction of large neighbors results in a much lower driving force (e.g. 

Fig.  2b). Note that during bimodal grain growth the driving force can change discontinuously 

with time, if impingement of large grains occurs. In Hillert’s mean field approach, bimodal 

microstructures were nevertheless considered [13], but without including influences of a 

local neighborhood. Accordingly, mean field modeling in general and the grain growth 

constant k in particular cannot characterize the grain growth transition of strontium titanate 

sufficiently. 

The scope of the present paper is a quantified description of the grain growth transition and 

the corresponding evolution of bimodal microstructures in terms of the framework 

published in the literature [5, 15]. A thorough quantification allows to gain insight on the 

physical characteristics of the transition, e.g. the nucleation behavior of the two grain 

boundary types. Since mean field modeling is not adequate, a phase-field simulation was 

used to model bimodal grain growth. The two grain boundary types were represented with 

two different grain boundary mobilities. The simulated microstructures were compared to 

the experiments based on the grain size distributions as the most adequate measure of 

bimodal microstructures. 
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Fig. 2 Microstructures of strontium titanate after 10 h at 1350 °C (a), 1390 °C (b), 1400 °C (c), 

1410 °C (d) and 1425 °C (e) as measured by EBSD (orientation colors with respect to the 

sample surface according to the map in f) [5, 6]. 

 

2. Experimental procedure 

2.1. Polycrystalline ceramic samples 

Stoichiometric ceramic powder was prepared by a mixed oxide/carbonate route based on 

high purity raw materials (SrCO3 and TiO2, purity of 99.95 % and 99.995 %, Sigma Aldrich 

Chemie GmbH, Taufkirchen, Germany). Details of the synthesis are published elsewhere [16-

18]. The green bodies were pre-sintered at 1425 °C for 1 h in oxygen to obtain a relative 

density of 99.5±0.2 % and a uniform grain size distribution with a mean grain size of 1 µm 

[19]. 

After pre-sintering, grain growth experiments were done between 1350 °C and 1500 °C in 

oxygen. For all heat treatments, a tube furnace was used (Carbolite Gero GmbH & Co. KG, 

Neuhausen, Germany). Heating and cooling rates of 20 K/min and 10 K/min were applied. 

The heating time was interrupted at specific intervals to observe the microstructure on 

polished slices. 

The microstructures were observed by SEM and EBSD. The typical frame size was 2500 x 

2158 pixels (1800 x 1550 to 3000 x 2590) with a step size of typically below 100 nm (75 nm 

to 170 nm depending on the size of the small grains). The detection rate was typically 98.5 % 

(min. 96 %). These settings were required to resolve the bimodal microstructures (high 

resolution to resolve small grains and enough large grains for statistics). The number of 

grains per measurement was typically 5000 (min. 1000, max. 37000). Edge grains were 



excluded from the analysis. In some cases, several mappings were used to improve the 

statistics. To exclude noise in the orientation detection, a minimum grain size of four pixel 

was used. More details can be found in the supplementary material (Table S1). 

 

2.2. Grain growth simulations 

2.2.1. Multiphase-field model 

In this study, we use a thermodynamically consistent multiphase-field model based on [20]. 

The basic concept and the necessary equations for the modeling of bimodal grain growth are 

briefly summarized in the following. For further information on the phase-field approach, 

the reader is referred to [21-24]. 

In a system with 𝑁 grains and of volume 𝑉, each grain 𝛼 ∈ {1, . . . , 𝑁} is assigned an order 

parameter 𝜙𝛼 which is part of the  𝑁-tuple 𝝓(𝒙, 𝑡) = (𝜙1(𝒙, 𝑡), . . . , 𝜙𝑁(𝒙, 𝑡)) and represents 

the respective volume fraction of the individual grain with a particular crystallographic 

orientation. The phase fields are dependent on the position x and the time t. Within grain 𝛼 

the order parameter becomes 𝜙𝛼(𝒙, 𝑡) = 1 and outside it assumes the value 𝜙𝛼(𝒙, 𝑡) = 0. 

In the transition or diffuse interface region, the value changes smoothly in the range 0 <

𝜙𝛼(𝒙, 𝑡) < 1. Since 𝜙𝛼 represents the volume fraction of the respective grain, the local 

condition ∑𝛼 𝜙𝛼(𝒙, 𝑡) = 1 must always be fulfilled. The total free energy of the system is 

expressed as  

ℱ = ∫
𝑉

𝑓(𝝓, 𝛁𝝓)d𝑉 = ∫
𝑉

𝜀𝑎(𝝓, 𝛁𝝓) +
1

𝜀
𝜔(𝝓)d𝑉, 

2 

with the gradient energy density 𝜀𝑎(𝝓, 𝛁𝝓) and the potential energy density 𝜔(𝝓)/𝜀 

representing the contribution of the interfacial energy. The parameter 𝜀 is related to the 

interface width. With the interfacial energy 𝛾𝛼𝛽 at an 𝛼 − 𝛽 interface, the gradient energy 

density is calculated as  

𝜀𝑎(𝝓, 𝛁𝝓) = 𝜀 ∑

𝛼<𝛽

𝛾𝛼𝛽|𝒒αβ (𝝓, 𝛁𝝓)|2, 3 

where 𝒒αβ(𝝓, 𝛁𝝓) = 𝜙𝛼𝛁𝜙𝛽 − 𝜙𝛽𝛁𝜙𝛼 is the generalized gradient vector normal to the 𝛼 −

𝛽 interface. The obstacle-type potential energy density 

1

𝜀
𝜔(𝝓) =

16

𝜀𝜋2
∑

𝛼<𝛽

𝛾𝛼𝛽𝜙𝛼𝜙𝛽 +
1

𝜀
∑

𝛼<𝛽<𝛿

𝛾𝛼𝛽𝛿𝜙𝛼𝜙𝛽𝜙𝛿 
4 

contains a higher order term ∝ 𝜙𝛼𝜙𝛽𝜙𝛿 to avoid spurious phases at binary interfaces. A 

detailed discussion of this term can be found in [25]. If 𝝓(𝒙, 𝑡) is not in the Gibbs simplex  

𝒢 = {𝝓 ∈ ℝ𝑁: ∑

𝛼

𝜙𝛼 = 1, 𝜙𝛼 ≥ 0}, 
5 

𝜔(𝝓) = ∞ is set. Based on [26], the evolution equation for each grain 𝛼 is derived from the 

energy functional ℱ by variational derivatives  

𝜕𝜙𝛼

𝜕𝑡
= −

1

𝜀𝑁̃
∑

𝑁̃

𝛽≠𝛼

𝑀𝛼𝛽 (
𝛿ℱ

𝛿𝜙𝛼
−

𝛿ℱ

𝛿𝜙𝛽
), 

6 



where 𝑀𝛼𝛽 is the individual mobility of the 𝛼 − 𝛽 grain boundary and 𝛿ℱ/𝛿𝜙𝛼 is the 

variation of the total energy with respect to 𝜙𝛼 

𝛿ℱ

𝛿𝜙𝛼
=

∂𝑓(𝝓, 𝛁𝝓)

∂𝜙𝛼
− ∇ ⋅

∂𝑓(𝝓, 𝛁𝝓)

∂∇𝜙𝛼
. 

7 

The number of locally present phases is given with 𝑁̃. 

The simulations are carried out with the Pace3D (Parallel Algorithms for Crystal Evolution in 

3D) software package, version 2.1.1 [27]. For each grain, a separate phase-field evolution 

equation (Eqn. 6) is solved on a finite difference grid with an explicit Euler scheme. We use a 

Locally-Reduced Order Parameter (LROP) optimization [23, 28] which fixes a maximum 

number of equations, Eqn. 6, which are solved in each cell of the computational domain. 

Therefore, the amount of phase-field equations does not rise with increasing total number 

of grains, because only the locally active phase fields are updated. To reduce simulation 

time, the two-dimensional domain is decomposed in two directions utilizing the MPI 

(Message Parsing Interface) standard. 

 

2.2.2. Modeling of bimodal grain growth 

We introduce two types of grain boundary mobilities, a slow one 𝑀slow and a fast one 𝑀fast. 

They are related by a mobility ratio  𝐿 = 𝑀fast/𝑀slow., which gives a ratio between the fast 

and slow mobility. We assume a defined number of grains with a high grain boundary 

mobility with respect to all other grains. The grain boundaries of the “slow” grains have 

either a small mobility 𝑀slow, when they build a grain boundary together with another slow 

grain, or a fast one 𝑀fast, when they have a grain boundary with a fast grain. In this 

manuscript, we refer to the number of fast growing grains, since this seems to be practical 

with respect to the experimental results, where entire grains are counted. 

An isotropic interfacial energy 𝛾𝛼𝛽 = 𝛾 is assumed for all simulations and the higher order 

therm is scaled with 𝛾𝛼𝛽𝛿 = 10𝛾𝛼𝛽. In order to get a realistic starting configuration for the 

simulation of bimodal grain growth, we first perform a grain growth simulation with a 

constant mobility 𝑀𝛼𝛽 = 𝑀. A domain with 2000Δ𝑥 × 2000Δ𝑦 is filled with 20000 grains 

using a voronoi tessellation algorithm. Periodic boundary conditions are applied. Eqn. 6 is 

solved numerically for each grain until 10000 grains remain. The resulting microstructure has 

a unimodal grain size distribution. 

For the present study, we simulated microstructure evolution with mobility ratios 𝐿 =

𝑀fast/𝑀slow of 10, 15, 20, 30 and 50. The fraction of fast growing grains 𝑁f (number of fast 

grains divided by 10000) evaluated for each L was 0, 0.005, 0.025, 0.05, 0.08, 0.11, 0.13, 

0.16, 0.19, 0.23, 0.26, 0.29 and 0.5. For evaluation reasons, a timescale is given for each 

frame of the simulated microstructure. However, since an arbitrary mobility 

𝑀slow was chosen, the time only serves the purpose of comparability and has no further 

physical meaning. 

 



2.3. Comparison of experimental and simulated grain size distributions 

The present study bases on a comparison of simulated and measured grain size distributions. 

The comparison of measured and simulated distributions is a complex problem, since a 

bimodal microstructure evolution has many parameters (mobility ratio L, fraction of fast 

grains Nf and simulation time t). A sketchy view on the simulation results suggests that the 

same simulated grain size distribution can be achieved with a high L and a low Nf as well as a 

low L and a high Nf. However, this is not the case, as the following discussion underlines. 

Here, we ignore local neighborhood of large and small grains. The discussion will be slightly 

different as soon as the large grains show significant impingement. By setting Nf, we define 

the number of fast-growing grains. While statistically, some of them are going to shrink, a 

fraction is going to grow and move to the tail of the grain size distribution. Their number can 

be assumed to be only influenced by Nf, if the initial microstructure is kept constant. 

Accordingly, Nf dictates the absolute number of grains in the tail of the grain size 

distribution. A second maximum will eventually form in the grain size distributions. 

The mobility ratio L is scaling how quickly the fast grains are moving to the tail of the grain 

size distributions: if L is close to one, it takes a long time until the fast grains also become 

large grains. During this time, the small grain population also grew so that a significant 

number of small grains is lost. As such, the relative fraction of large grains in the tail of the 

grain size distribution increases. At the same time, the peak of small grain population shifted 

to larger grain sizes. For a higher L, less time is required for the fast grains to reach the tail of 

the grain size distribution. In this time, fewer small grains are lost due to grain growth and 

less grain growth occurred in the small grain population.  

This argumentation only holds for a dilute population of large grains. For significant 

impingement between large grains, the relationship is more complex. The height and 

position of both maxima and, more general, the shape of the grain size distribution depends 

on L and Nf. As a result,  the grain size distributions are distinguishable for each set of L and 

Nf for all times. 

For a proper representation of large grains, all distributions show area fractions. The 

simulated grain size distributions were normalized to their mean grain size using area 

fractions as obtained by area weighting. However, the mean grain size of the measured grain 

size distributions strongly depends on the statistical representation of the large grains. As 

such, normalizing the measured distributions to their mean grain size was not an adequate 

way to comparing them with the simulated grain size distributions. Thus, we used the shape 

and peak of the small grain fraction to scale the measured grain size distributions to the 

simulated ones. 

The grain growth simulations resulted in a collection of microstructures and corresponding 

grain size distributions for various Nf, L and simulation times t. In this study, only the grain 

size distributions were used to match simulated and experimental data. The mobility ratio of 

L = 50 yielded the best agreement between simulated and experimental microstructures. A 

discussion on the experimental evidence for this number follows in section 3.2. For each 



experimental dataset with multiple heating times, we compared the experimental grain size 

distributions with those obtained for various Nf and t from simulations and identified the 

closest match as shown exemplary in Fig. 3, Fig. 4 and Fig. 5. Additional datasets are 

contained in the supplementary material. 

 

3. Results and discussion 

3.1. Microstructure evolution 

The experimental microstructure evolution at 1360 °C is shown in Fig. 3 after 1 h (a), 5 h (b) 

and 10 h (c). A color map for the orientation measured by EBSD is shown in Fig. S1 a. Very 

pronounced bimodal grain growth is evident. After 2 h, the large grain population is still 

diluted. After 10 h, significant impingement occurred. Fig. 3 d-f shows the simulated 

microstructures using an initial fraction Nf of fast grains of 0.29 after simulation times t = 10, 

14 and 16 in d, e and f, respectively. In general, the microstructural appearance is very 

similar. However, the similarity between experiments and simulations is more evident if the 

grain size distributions are compared. In Fig. 3 g-i, both distributions show a very similar 

shape. Thus, it can be concluded that the simulated microstructures accord well with the 

measured ones. 

Analogue to Fig. 3, the microstructure evolution at 1390 °C is illustrated in Fig. 4 after 2 h (a), 

5 h (b) and 10 h (c) along with the simulated microstructures (d-f) and the comparison of the 

corresponding grain size distributions (g-i). The measured microstructures still perform 

bimodal grain growth, but compared to 1390 °C (Fig. 3), the fraction of large grains is lower. 

Accordingly, initially Nf = 0.19 of fast grains were needed in the simulation to obtain 

comparable microstructures (Fig. 4 d-f) and good agreement in the grain size distributions 

(Fig. 4 g-i). 

As third example, the microstructure evolution at 1480 °C is displayed in Fig. 5 after 0.1 h (a), 

0.2 h (b), 0.5 h (c), 1 h (d) and 2 h (e). Very pronounced bimodal grain growth is apparent. 

Impingement of large grains starts after 0.5 h (c) and is very significant after 2 h (e). Very 

similar microstructures are obtained in the simulation with initially Nf = 0.05 fast growing 

grains (Fig. 5 f-j). The grain size distributions are very similar as well, although significant 

noise appears in the measured distributions for longer heating times. This is attributed to 

weaker statistics for the large grain population.  

For other temperatures, a comparison of simulated and measured microstructures and grain 

size distribution analogue to Fig. 3, 4 and 5 can be found in the supplementary material 

further providing initial fractions of fast grains needed to match experimental and simulated 

microstructures for other temperatures. 

Besides the generally good agreement between measured and simulated grain size 

distributions, there are two minor differences. First, the shape of the first maximum (i.e. the 

small grain population) does not match perfectly in some cases. The measured curves are 

steeper on the left side compared to the simulations (and less steep on the right side). 



Second, the shape of the second maximum (i.e. the large grain population) is in general 

somewhat narrower in the simulations compared to the experiment. 

These differences trace back to various sources. The simulations were done in 2D, while the 

experiments involve 3D. The dimensionality is known to have an impact on the grain 

morphology [29] and might also contributes to the grain size distribution. In addition, the 

resolution of the EBSD measurements plays a role for the shape of the grain size 

distributions at small grain sizes: the pixel size of ~100 nm along with the need of four pixels 

for a grain results in some data loss for small grains. Finally, the statistics for large grains 

tend to be poor as their total number counted in EBSD is low compared to the small grains. 

This becomes obvious at temperatures above 1460 °C for longer heating times as detailed in 

the supplementary material. As such, the reported match between experiments and 

simulations is somewhat uncertain for some cases. For 1460 °C after 10 h and 20 h and 

1500 °C after 3.5 h, no match could be found at all. More discussion on the methods and 

possible sources of uncertainty are discussed in section 3.3. 

Nevertheless, the overall agreement in simulation and theory is still convincing. Accordingly, 

it seems to be justified to use the initial fractions of fast grains as obtained by the simulation 

for further discussion. 

Based on the presented findings, the microstructure evolution of strontium titanate can be 

summarized as follows: 

• Below 1350 °C, unimodal microstructures were found. Their mobility is 

attributed to the low temperature Arrhenius line (type 1 in Fig. 1). 

• From 1350 °C on, a fraction of small grains appears in the microstructures. 

Their mobility seems to be attributed to the high temperature Arrhenius line 

(type 2 in Fig. 1). The fast grains still seem to follow type 1 growth. 

• This fraction increases with increasing temperature but does not reach one at 

the upper temperature of the grain growth transition (1425 °C). 

• The assumption of an initially pre-defined fraction of fast grains is confirmed. 

The number density of fast grains does not change during growth. 

• The ratio of fast and slow growing grains changes with time only due to 

bimodal grain growth. 

• Above 1425 °C, the fraction of fast grains is small. Due to the fast grain 

growth, bimodal microstructures with impingement of the large grains are 

evident. 
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Fig. 3 Microstructure evolution at 1360 °C. EBSD images of the microstructures after 1 h (a), 

5 h (b) and 10 h (c). d-f simulated microstructures corresponding to a-c. g-h comparison of 

measured and simulated grain size distribution. The color in a-c represent the surface 

orientation of the grains according to the legend in Fig. S1 a. In d-f, the color refers to the 

type of the respective grain (blue: slow, red: fast). The saturation illustrates the individual 

grain size according to the legends in Fig. S1 b and c. 
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Fig. 4 Microstructure evolution at 1390 °C. EBSD images of the microstructures after 2 h (a), 

5 h (b) and 10 h (c). d-f simulated microstructures corresponding to a-c. g-i comparison of 

measured and simulated grain size distributions. 
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Fig. 5 Microstructure evolution at 1480 °C. EBSD images of the microstructures after 0.1 h (a), 0.2 h 

(b), 0.5 h (c), 1 h (d) and 2 h (e). f-j simulated microstructures corresponding to a-e. k-o comparison 

of measured and simulated grain size distributions. 

 



3.2. Transition behavior and its interpretation 

The initial fractions Nf of fast grains used for the simulation are shown in Fig. 6 in an 

Arrhenius graph along with the grain growth constant from Fig. 1. The scale of Nf is 

logarithmic. At 1350 °C microstructures were observed to be unimodal for all observed 

heating times (see supplementary material). Thus, Nf was assumed to be one. Possibly the 

grain size distributions were initially bimodal, but this state was missed by the first 

observation of microstructure because of impingement of the large grains. In this case Nf is 

lower than one. 

Fig. 6 shows that Nf decreases with increasing temperature. This decrease starts with the 

grain growth transition itself at 1350 °C. However, it does not end with the grain growth 

transition (1425 °C); the small fraction of large grains still causes very strong bimodal grain 

growth with impingement of large grains at higher temperatures. This general behavior 

accords well with previous findings [4, 5]. Fig. 6 also shows that the decrease of Nf is 

exponential resulting in a line with negative slope in the Arrhenius graph. Accordingly, Nf can 

be expressed by the equation  

𝑁f(𝑇) = 𝐶 ⋅ 𝑒
−

Δ𝐺
𝑘B⋅𝑇 

8 

with a change in free energy Δ𝐺 and a constant 𝐶. In this form, Nf seems to follow classical 

nucleation theory. However, according to the negative slope, Δ𝐺 is negative and, thus, is not 

related to a nucleation barrier or an activation energy. Nevertheless, we can summarize that 

the grain boundary transition seems to follow a nucleation-like behavior, although it is not 

clear which physical process this nucleation refers to. 

While the present paper does not aim on clarifying the atomistic mechanism of the grain 

growth transition of strontium titanate but only to quantify the microstructure evolution 

during the transition, the provided information can be discussed in terms of existing ideas. It 

was argued recently that the grain boundary transition involves a change in grain boundary 

energy [3]. Following this study, the transition of an individual boundary depends on its grain 

boundary energy. As the grain boundary energy is anisotropic and, as such, spans over some 

range for the grain boundary population of a polycrystal, it is likely that the grain boundary 

transition occurs at different temperatures for different boundaries [3]. In this regard, the 

thermally activated appearance in Eqn. 8 refers to the thermal activation of this grain 

boundary transition while more and more individual boundary planes transit to the slow 

type in a nucleation-like way. 

From an atomistic perspective, grain growth in strontium titanate proceeds by disconnection 

motion [10-12]. A disconnection refers to an atomistic step associated with a grain boundary 

dislocation component. Despite of intense research, the cited studies could not find a 

difference in the properties of the disconnection for fast low-temperature and slow high-

temperature type. For both cases, the orientations of the step planes are mostly assigned to 

{100} and {110}. According to the authors, the atomistic mechanism of grain boundary 

motion does not change between the two different grain boundary types. This agrees well 



with the slope of the Arrhenius plot in Fig. 6, as both the low and high temperature part 

have almost the same slope and the same activation energy of about 7.5 eV.  

The present results indicate that the grain growth transition does not change the atomistic 

mechanism of grain boundary motion but impacts the grain boundary energy. One possible 

mechanism that fulfills both criteria is a transition of the space charge and segregation as 

discussed before [6, 19, 30-32]. In this framework, the slow and fast types refer to grain 

boundaries with and without space charge and segregation of charged defects. Segregating 

defects can be intrinsic as e.g. metal vacancies, but also extrinsic as impurities [31-34]. 

Following an approach similar to solute drag [35], boundaries with space charge require the 

segregated point defects to diffuse along with the boundaries resulting in a dragging effect. 

In contrast, a boundary without (or with less) space charge can move with no (or at least 

less) diffusional drag yielding a higher grain boundary mobility. It should be noted that the 

equilibrium state of a grain boundary in strontium titanate does involve space charge for all 

temperatures investigated in this study [31, 33, 34, 36]. The grain boundary state without 

space charge refers to non-equilibrium and is associated with a higher grain boundary 

energy [37-39]. This hypothesis agrees well with findings by Kelly at al., where a lower grain 

boundary energy was found for the slow high temperature type as discussed above [3]. In 

addition, a TEM-EDS analysis has shown accumulation of strontium vacancies for small 

grains, but not for large grains [8, 9]. Accordingly, there is evidence for the grain boundary 

type to be related to space charge and segregation. However, fully understanding the 

mechanism requires a more detailed investigation of diffusion kinetics and thermodynamics 

of space charge along with a careful TEM investigation of the grain boundary chemistry and 

defect chemistry in forthcoming research [6, 17, 18, 31]. 

 



 
Fig. 6 Temperature dependent fraction of fast grains Nf along with the grain growth constant 

k of large and small grains. For the grain growth coefficient of large grains, a different 

approach based on Eqn. 9 was used compared to Fig. 1. A detailed description can be found 

in section 3.3 

 

 

3.3. Some remarks on the methods used in this study 

The focus of this paper is a quantification of the grain growth transition of strontium titanate 

based on microstructure characterization. We used a simplified approach which cannot give 

absolute numbers on the scale of individual boundaries; the numbers of fast grains are on 

the scale of entire grains. In this regard, some general discussion on the chosen approach is 

appropriate. 

The transition of boundaries is usually believed to be correlated to the grain boundary 

energy [40-43]. In general, grain boundaries should be considered on an individual scale: the 

properties (i.e. energy or mobility) of each boundary depend on lattice misorientation and 

grain boundary plane inclination [44]. Thus, the assumptions for the present simulations 

simplify the real parameter set as entire grains were assumed to grow fast, while this 

property should be considered on the scale of individual grain boundary planes [5]. Several 

studies report on the impact of the distribution of individual grain boundary planes with 

different mobility on the overall microstructure evolution [8, 45-47]. Recently it was found 

that bimodal microstructures only arise from a mix of two different grain boundary 

populations with different mobility, if the grain boundary planes tend to be neighboring and, 

thus, several fast grain boundary planes adjoin at a single grain [48]. It was beyond the scope 

of this study to re-enact such a simulation. We do not have information on the spatial 



distribution and transition on the scale of GB planes from experiment. Our focus was to 

reconstruct the fraction of entire grains. Accordingly, we do not claim that the fractions in 

Fig. 6 apply on grain boundary planes, but only on entire grains. A more detailed 

computational study with locally resolved grain boundary properties can be the scope of a 

forthcoming investigation as the simulation framework Pace3D is capable to account for this 

information. 

Another issue is the mobility ratio between the fast and slow grain population. A comparison 

of simulations with mobility ratios of 10, 15, 20, 30 and 50 with the experimental 

microstructure evolution resulted in best agreement for a ratio of 50. In Fig. 1 the difference 

between the two Arrhenius lines is about two orders of magnitude (50-330 depending on T). 

In this regard, it must be pointed out that for bimodal microstructure evolution the grain 

growth constant k obtained by the mean grain size of only large grains cannot reflect the 

behavior of individual grains. By using the approach from Eqn. 1 on a large grain, it is 

assumed that the neighborhood of the large grain is of a similar size. As driving force for 

grain growth is assumed to be curvature, a very low driving force is assumed by this 

approach yielding unnaturally high mobility coefficients if the true neighborhood consisted 

of smaller grains. Accordingly, in a bimodal microstructure, this assumption does not hold 

and yields too high growth coefficients. A more appropriate approach would be to interpret 

large grains as single crystals growing into a more fine-grained matrix. This approach 

assumes the driving force for the large grains to be given by the curvature of small neighbors 

and yields the growth equation [19]: 

𝐷large(𝑡) = 6 ⋅
𝑘fast

𝑘slow
[√𝑘slow𝑡 + 𝐷small,0

2 − 𝐷small,0] + 𝐷large,0 
9 

Here, the mean size of the large and small grains are 𝐷large and 𝐷small, respectively. A 

subscript of 0 refers to the time 𝑡 = 0. The grain growth coefficients of large and small grains 

are 𝑘fast and 𝑘slow. Eqn. 9 was fitted to the data reported in the literature [4, 6]. The 

obtained growth coefficient for large grains are plotted in Fig. 6 and are much lower than in 

Fig. 1. The difference between fast and slow grain growth coefficients in Fig. 6 is between 3 

and 20, which is much less than 50 – 330. However, Eqn. 9 assumes only small neighbors for 

large grains. As soon as significant impingement occurs, this assumption does not hold, and 

true driving forces will be lower than assumed. In this case Eqn. 9 yields too low growth 

constants for the large grains and, thus, represents a minimum estimate. Accordingly, we 

now have a maximum (50 - 330) and minimum estimate (3 - 20) for the ratio of fast to slow 

growth coefficient. From this perspective, focusing on mobility ratios of 10 – 50 and selecting 

50 for the presented grain growth simulations seems to be reasonable. 

The current simulations only investigated the effect of the grain boundary mobility. The 

grain boundary energy was kept constant and isotropic. Indeed, the grain boundary energy is 

anisotropic for SrTiO3 [15]. If the anisotropy of the grain boundary energy changes, the local 

morphology (i.e. dihedral angles at triple lines) changes. As a result, the curvature of 

individual boundary planes and, thus, their driving forces change. While little experimental 



information on this effect is available yet, some simulations treated this problem yielding no 

conclusive trend [47, 49, 50]. The present simulations did not include this effect. However, 

the good agreement in the grain size distributions validates that the employed approach is 

acceptable as long as the morphology itself is not considered. Note that recent results 

indeed indicated a change of the grain boundary energy associated with the grain boundary 

transition [3].Moreover, the grain boundary mobility of strontium titanate is known to be 

anisotropic as well [19]. The spread in mobility was found to be in the order of a factor of 

two. It is obvious that under these conditions the experimental grain size distributions must 

be broader than the simulated ones. More specifically, the large grain population, since 

those grains have a longer growth history and, thus, had more opportunity to differ from 

each other while the small grain population did not grow much at all. As the simulations do 

not consider anisotropic grain boundary properties, some mismatch is to be expected. 

Finally, it should be pointed out that in the simulations the fraction of fast grains was defined 

initially, and we used the assumption ‘once fast, always fast’ for the grain boundaries. 

Despite this strong assumption, the real and virtual grain size distributions match well. 

Accordingly, in the grain growth transition of strontium titanate, the fraction of fast grains 

depends only on temperature, not on time. This is in contrast to the transition behavior of 

other materials as e.g. yttria [51, 52] and spinel [53]. If a time dependent transition exists, a 

transition of fast grain boundaries (i.e. the low temperature type) to slow grain boundaries is 

expected. 

 

4. Summary and conclusions 

Strontium titanate shows a remarkable grain growth transition where the grain growth 

coefficient decreases by orders of magnitude between 1350 °C and 1425 °C. This transition 

was found to be coupled with bimodal microstructures. In a previous study, the grain growth 

transition was reported to involve a decreasing fraction of large grains with increasing 

temperature. This resulted in a simple grain growth model that based on the existence of 

two grain boundary types. These types were assumed to be stable at different temperatures. 

In this case the grain growth transition resembles the transition of the grain boundary type 

with temperature. However, no quantitative data on this grain boundary transition behavior 

were available so far. The present analysis presents quantified data for this grain boundary 

transition and provides new insight into the physics of this transition. For the quantification, 

a large dataset of experimental microstructures for different heating times and 

temperatures was compared with simulated microstructures. The phase-field grain growth 

simulations considered two different grain populations with different grain boundary 

mobilities. The initial fraction of fast grains and the mobility ratio were changed. Simulated 

and experimental microstructures were compared by means of grain size distributions. Good 

agreement between experiments and simulations was found for all microstructures where 

the statistics of both grain populations are sufficient. As a result, a nucleation-like behavior 



of the grain growth transition was found, as the fraction of large grains follows a classical 

nucleation equation. 

Overall, the present results along with published information propose that the grain growth 

transition is caused by a grain boundary transition that does not change the atomistic 

mechanism of grain boundary motion but impacts the grain boundary energy. This might 

refer to a space charge and segregation with the slow and fast boundaries being those with 

and without space charge. TEM-EDS measurements from the literature provide evidence for 

this assumption. Considering a diffusional drag mechanism as solute drag, the difference in 

mobility stems from a different amount of diffusion of segregated point defects needed for 

grain boundary motion. The change in grain boundary energy for the two grain boundary 

types might refer to the different amount of segregation. 

The transition itself might reflect the anisotropy of the grain boundary energy: the difference 

in grain boundary energy and segregation between both grain boundary types would result 

in different transition temperatures and yield a gradual transformation of the fast low-

temperature type to the slow high-temperature type with increasing temperature. More 

research is needed to detail the mechanism, particularly regarding diffusion kinetics and 

thermodynamics of space charge and a complementing careful chemistry investigation of 

the grain boundary chemistry. 
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Supplementary material 

Table S1 lists the experimental conditions for all samples used in this study, i.e. 

temperatures, heating times, number of grains counted by EBSD for grain size distributions 

and pixel sizes for the EBSD measurements. 

In the following, additional experimental and simulated microstructures are illustrated along 

with the comparison of the grain size distributions. We are reprinting the figures here to 

have all data in one row. Each figure displays the data for one temperature at different 

processing times. In the first column, the measured microstructures are shown. The details 

are given in the captions. The scale is the same for all microstructures. The color code 

reflects the orientation of each grain with respect to the sample surface (Fig. S1a). The 

second column composes the simulated microstructure that was matched with the 

experiments. The scale of the simulated microstructures is arbitrary and was chosen such 

that a comparison to the experiments is possible. The color code of the simulated 

microstructures represents the type of the individual grain (red: fast, blue: slow). The color 

saturation bases on the relative size of each grain (Fig. S1b and c). Only subsections are 

presented for both EBSD microstructures and simulated microstructures as the full datasets 

are too large. In the third column, the measured and simulated grain size distributions are 

plotted. 

As all figures follow the same scheme, a separate discussion is only given if there are 

features to comment. Considering the following figures, a good match is evident between 

simulated and measured microstructures. There are a few cases where the match is not 

optimal. These cases are highlighted here and discussed in the manuscript. 

In Fig. S7 g, the match between simulated and measured microstructures is poor for small 

grain sizes. However, this microstructure is also the most fine-grained one in this study. The 

pixel size in EBSD was 100 nm, so that the smallest grains are not resolved. For the next two 

measurements, a smaller pixel size was used (75 nm) and the overall grain size is larger. As 

such, the resolution problem does not occur. 

Fig. S9 f shows the grain size distribution after 5 h at 1460 °C. The measured grain size 

distribution is very noisy for large grains which is due to insufficient statistics of large grains. 

The match of simulated and measured microstructures can only be considered qualitatively 

and the fraction of fast grains found for 1460 °C is uncertain. For 10 h and 20 h heating time, 

the statistics are even worse (Fig. S10 c) and no match between experiments and simulations 

could be found for these cases. Similar issues appear at 1480 °C (Fig. 5 n and o) and at 

1500 °C (Fig. S11 i and Fig. S12 b). 

 

  



Table S1 List of heating times, number of grains contained in the respective EBSD 
measurement and pixel size for each EBSD measurement. 

T [°C] Heating times [h] Number of grains [-] Pixel size [nm] 

1350 1 5 10   3857 5799 3058   76 93 120   

1360 1 5 10   13305 5191 5031   119 111 119   

1370 1 5 10   7485 4968 4964   89 134 186   

1380 2 5 10   14178 5794 3877   107 107 120   

1390 2 5 10   7665 6522 2537   75 84 93   

1400 2 5 10   13780 7845 5236   93 93 93   

1410 2 5 10   14499 13269 7918   75 93 93   

1425 2 5 10   37640 17365 9628   100 77 75   

1440 1 3 8 18  11739 5567 11849 7750  93 93 120 93  

1460 1,5 5 10 20  11196 4458 1070 1092  93 120 120 150  

1480 0,1 0,2 0,5 1 2 13600 12808 5267 5966 1898 93 120 129 120 120 

1500 0,1 0,5 1,5 3,5  13513 11616 4147 1357  100 134 172 120  
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Fig. S1 Orientation legend for all EBSD datasets (a) and color code for the fast (red, b) and 

slow grains (blue, c). The saturation bases on the relative size of individual grains. 
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Fig. S2 Microstructure evolution at 1350 °C. EBSD images of the microstructures after 1 h (a), 

5 h (b) and 10 h (c). d-f simulated microstructures corresponding to a-c. The fraction of fast 

grains was 0.29. g-i comparison of measured and simulated grain size distributions. The color 

in a-c gives the surface orientation of the grains according to the legend in Fig. S1 a. In d-f, 

the color refers to the relative mobility of the respective grain (blue: slow, red: fast). The 

saturation illustrates the individual grain size according to the legends in Fig. S1 b and c. 
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Fig. S3 Microstructure evolution at 1370 °C. EBSD images of the microstructures after 1 h (a), 

5 h (b) and 10h (c). d-f simulated microstructures corresponding to a-c. The fraction of fast 

grains was 0.26. g-i comparison of measured and simulated grain size distributions. 
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Fig. S4 Microstructure evolution at 1380 °C. EBSD images of the microstructures after 2 h (a), 

5 h (b) and 10 h (c). d-f simulated microstructures corresponding to a-c. The fraction of fast 

grains was 0.23. g-i comparison of measured and simulated grain size distributions. 
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Fig. S5 Microstructure evolution at 1400 °C. EBSD images of the microstructures after 2 h (a), 

5 h (b) and 10 h (c). d-f simulated microstructures corresponding to a-c. The fraction of fast 

grains was 0.13. g-i comparison of measured and simulated grain size distributions. 
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Fig. S6 Microstructure evolution at 1410 °C. EBSD images of the microstructures after 2 h (a), 

5 h (b) and 10 h (c). d-f simulated microstructures corresponding to a-c. The fraction of fast 

grains was 0.13. g-i comparison of measured and simulated grain size distributions. 
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Fig. S7 Microstructure evolution at 1425 °C. EBSD images of the microstructures after 2 h (a), 

5 h (b) and 10 h (c). d-f simulated microstructures corresponding to a-c. The fraction of fast 

grains was 0.11. g-i comparison of measured and simulated grain size distributions. 
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Fig. S8 Microstructure evolution at 1440 °C. EBSD images of the microstructures after 1 h (a), 

3 h (b), 8 h (c) and 18 h (d). e-h simulated microstructures corresponding to a-d. The fraction 

of fast grains was 0.08. i-l comparison of measured and simulated grain size distributions. 
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Fig. S9 Microstructure evolution at 1460 °C. EBSD images of the microstructures after 2 h (a) 

and 5 h (b).c and d simulated microstructures corresponding to a and b. The fraction of fast 

grains was 0.05. e and f comparison of measured and simulated grain size distributions. 
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Fig. S10 Microstructure evolution at 1460 °C. EBSD images of the microstructures after 10 h 

(a) and 20 h (b) and corresponding grain size distributions (c). Due to the insufficient 

statistics for large grains, the grain size distribution contains significant scattering. A 

comparison to simulated grain size distributions was not possible. 
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Fig. S11 Microstructure evolution at 1500 °C. EBSD images of the microstructures after 0.1 h 

(a), 0.5 h (b) and 1.5 h (c). d-f simulated microstructures corresponding to a-c. The fraction of 

fast grains was 0.05. g-i comparison of measured and simulated grain size distributions. 
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Fig. S12 Microstructure after 3.5 h at 1500°C (a) and corresponding grain size distribution (b). 

Due to insufficient statistics of large grains, a comparison to simulation data was not 

possible. 

 


