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Abstract. Clouds and aerosols contribute the largest uncer-
tainty to current estimates and interpretations of the Earth’s
changing energy budget. Here we use a new-generation
large-domain large-eddy model, ICON-LEM (ICOsahedral
Non-hydrostatic Large Eddy Model), to simulate the re-
sponse of clouds to realistic anthropogenic perturbations in
aerosols serving as cloud condensation nuclei (CCN). The
novelty compared to previous studies is that (i) the LEM
is run in weather prediction mode and with fully interactive
land surface over a large domain and (ii) a large range of data
from various sources are used for the detection and attribu-
tion. The aerosol perturbation was chosen as peak-aerosol
conditions over Europe in 1985, with more than fivefold
more sulfate than in 2013. Observational data from various
satellite and ground-based remote sensing instruments are
used, aiming at the detection and attribution of this response.
The simulation was run for a selected day (2 May 2013) in

which a large variety of cloud regimes was present over the
selected domain of central Europe.

It is first demonstrated that the aerosol fields used in the
model are consistent with corresponding satellite aerosol op-
tical depth retrievals for both 1985 (perturbed) and 2013 (ref-
erence) conditions. In comparison to retrievals from ground-
based lidar for 2013, CCN profiles for the reference condi-
tions were consistent with the observations, while the ones
for the 1985 conditions were not.

Similarly, the detection and attribution process was suc-
cessful for droplet number concentrations: the ones simu-
lated for the 2013 conditions were consistent with satellite
as well as new ground-based lidar retrievals, while the ones
for the 1985 conditions were outside the observational range.

For other cloud quantities, including cloud fraction, liq-
uid water path, cloud base altitude and cloud lifetime, the
aerosol response was small compared to their natural vari-
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ability. Also, large uncertainties in satellite and ground-based
observations make the detection and attribution difficult for
these quantities. An exception to this is the fact that at a
large liquid water path value (LWP > 200 g m−2), the con-
trol simulation matches the observations, while the perturbed
one shows an LWP which is too large.

The model simulations allowed for quantifying the radia-
tive forcing due to aerosol–cloud interactions, as well as the
adjustments to this forcing. The latter were small compared
to the variability and showed overall a small positive ra-
diative effect. The overall effective radiative forcing (ERF)
due to aerosol–cloud interactions (ERFaci) in the simulation
was dominated thus by the Twomey effect and yielded for
this day, region and aerosol perturbation −2.6 W m−2. Us-
ing general circulation models to scale this to a global-mean
present-day vs. pre-industrial ERFaci yields a global ERFaci
of −0.8 W m−2.

1 Introduction

According to the Fifth Assessment Report of the Intergovern-
mental Panel on Climate Change (IPCC), clouds and aerosols
are the largest contributors to uncertainty estimations and in-
terpretations of the Earth’s changing energy budget (Boucher
et al., 2013). In particular, aerosol–cloud interactions con-
tinue to be a challenge for climate models and consequently
for climate change predictions (Stevens and Feingold, 2009;
Feingold et al., 2016; Seinfeld et al., 2016). Changes in
aerosol burden have an effect on cloud microphysical prop-
erties, with more aerosol leading to more numerous cloud
droplets. The resulting change in cloud albedo (Twomey,
1974) implies a radiative forcing due to aerosol–cloud inter-
actions.

Cloud adjustments to aerosol–cloud interactions are man-
ifested as changes in horizontal (cloud fraction) and vertical
extent (manifested as liquid water path; LWP) of cloudiness,
with consequent impact on the Earth’s radiation budget and,
thus, climate. With increased aerosol loading and thus in-
creased drop concentrations, at constant LWP, droplets are
smaller. One hypothesis for a subsequent adjustment is that
the precipitation rates are reduced, implying that the cloud
lifetime increases (Albrecht, 1989), and consequently, LWP
and cloud fraction increase. But, at the same time, other ad-
justment processes, such as responses of the cloud mixing
and evaporation (Ackerman et al., 2004), occur that partly
act in the opposite direction (Stevens and Feingold, 2009;
Mülmenstädt and Feingold, 2018; Gryspeerdt et al., 2019).
Recently, Toll et al. (2019) have found strong observational
evidence that aerosols cause a weak average decrease in the
amount of water in liquid-phase clouds compared with un-
polluted clouds, since the aerosol-induced cloud water in-
creases and decreases partially cancel each other out. The
different adjustments take place at the same time and be-

come more complex with ice- and mixed-phase processes.
Because different effects can compensate each other (Stevens
and Feingold, 2009; Mülmenstädt and Feingold, 2018), it is
difficult to observe isolated cloud effects.

It is nevertheless key to observe how clouds behave as
aerosols are perturbed (e.g. Quaas, 2015). Given the large
variability of clouds, however, and the plethora of processes
involved, it seems best to combine detailed observations with
highly resolved modelling (e.g. Mülmenstädt and Feingold,
2018).

Cloud-resolving simulations are a very useful tool to
investigate aerosol–cloud interactions, and much of the
progress in process-level understanding is from conducting
sensitivity studies with such models and analysing model
output in detail (e.g. Ackerman et al., 2004; Khain et al.,
2005; Xue and Feingold, 2006; Sandu et al., 2008; Small
et al., 2009; Feingold et al., 2010; Fan et al., 2013; Seifert
et al., 2015; Gordon et al., 2018). New capabilities now
emerge with the possibility to perform cloud-resolving sim-
ulations over large domains, with realistic boundary condi-
tions at the land surface and driven by the large-scale flow
in the numerical weather prediction mode (e.g. Heinze et al.,
2017; Miltenberger et al., 2018).

Following this idea, in the present study, mechanisms of
aerosol–cloud interactions are analysed and evaluated, us-
ing observations and making use of a set ICOsahedral Non-
hydrostatic Large Eddy Model (ICON-LEM) simulations
over Germany. The key idea is to assess to what extent the
model-simulated aerosol–cloud interaction effects might be
detected and attributed in comparison to various observa-
tional datasets. This is done in terms of quantification of the
impact on cloud macro- and microphysics, precipitation and
radiation, as a response to the modification of cloud conden-
sation nuclei (CCN) concentrations, the small aerosol parti-
cles necessary for water vapour to condensate and form cloud
droplets. Two CCN input configurations were used in the
highly resolved ICON-LEM simulations (156 m horizontal
resolution), which were performed over Germany on a se-
lected date (2 May 2013). For the control simulation, CCN
concentrations as estimated for 2 May 2013 from a detailed
aerosol model were used. For the perturbation, CCN concen-
trations valid for 1985 were selected. At this time, pollution
in Europe was at its peak, about 4 times higher than at present
(Smith et al., 2011; see later for more details). Note that in
the present study only modifications to the CCN concentra-
tion have been taken into account and not to ice-nucleating
particles (INPs). As well, the changes made to the CCN do
not affect the scattering or the absorbing aerosol properties
(aerosol–radiation interactions, in previous literature referred
to as direct and semi-direct aerosol effects) but only affect
the aerosol–cloud interactions (also called first aerosol indi-
rect effect, cloud albedo effect or Twomey effect in previ-
ous literature and the cloud adjustments, such as the cloud
lifetime effect or other rapid responses). The methodology
section provides a description of the model (Sect. 2.1) and
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the CCN perturbation (Sect. 2.2) as well as the observations
(Sect. 2.3) used in this study.

The results have been divided into several sections. In or-
der to evaluate the CCN concentrations, in Sect. 3.1 aerosol
optical depth (AOD) and CCN are compared with remote
sensing observations from satellites and from the ground.
After that, the mean vertical profiles of mass and num-
ber concentration from the model simulations are revised in
Sect. 3.2, and the differences found between perturbed and
control simulations are introduced. In the following sections,
these differences are explored in comparison to several kinds
of observations: liquid-cloud microphysics are compared to
satellite and ground-based remote sensing observations in
Sect. 3.3 and 3.4; and the aerosol effects on precipitation,
as well as cloud boundaries and cloud cover, and their per-
turbation are analysed and discussed in Sect. 3.5 and 3.6,
respectively. Details on the sensitivity to the CCN perturba-
tion in different cloud regimes are discussed in Sect. 3.7. The
simulated effects on the radiation budget are quantified in
Sect. 3.8. The results are summarized and the conclusions
are discussed in Sect. 4.

2 Methodology

2.1 Model and simulation setup

The simulations are run with the ICON model, the atmo-
spheric model jointly developed by the German Meteoro-
logical Service (Deutscher Wetterdienst; DWD) and the Max
Planck Institute for Meteorology for numerical weather pre-
diction (Zängl et al., 2015) and climate simulations (Gior-
getta et al., 2018), respectively. Within the High Definition
Clouds and Precipitation for Climate Prediction (HD(CP)2)
project, another configuration of the model was developed
to perform large-eddy simulations (Dipankar et al., 2015),
whose physics package is used in the present investiga-
tion. A detailed model description is provided by Heinze
et al. (2017); their study also provides a thorough model
evaluation with various observations including those in
the HD(CP)2 Observational Prototype Experiment (HOPE;
Macke et al., 2017). The ICON-LEM model includes pa-
rameterizations for land surface processes, sub-grid turbu-
lence (3D Smagorinsky turbulence), cloud microphysical
processes and radiative transfer. A key feature is an ad-
vanced two-moment liquid- and ice-phase bulk microphysics
scheme (Seifert and Beheng, 2006): CCN are prescribed in
the study (see next section for more details) as temporally
and spatially varying fields read in from offline calculations.
The model version used here, however, has been updated to
allow for the consumption scavenging of CCN; at droplet ac-
tivation, a CCN is scavenged. For replenishment, CCN con-
centrations outside clouds are then relaxed back to the pre-
scribed distribution with a relaxation timescale of 10 min.
The simulation is performed in a limited-area setup of Ger-

many. It is run in three one-way nested resolutions, and the
triangular discretizations at each of the three domains in
which ICON-LEM is run correspond to 625, 312 and 156 m
horizontal resolution. This analysis focuses on the results at
the highest resolution (156 m). In the vertical, 150 levels are
used, with the grid stretching towards the model top at 21 km.
The minimal layer thickness is 20 m near the surface, and the
lowest 1000 m encompass 20 layers.

Due to the large computational cost (1 simulated hour
consumes 13 real-time hours on 300 nodes, equivalent to
about EUR 100 000 per simulated day of full economic cost
of computing time), only a single day was chosen for the
model study. Based on the evaluation results from Heinze
et al. (2017), the date of 2 May 2013 has been selected.
The key reason is that a wide range of cloud and precip-
itation regimes was present on this day (Fig. 1 illustrates
the cloud conditions, based on satellite data). High pres-
sure prevailed over Germany on that date, with low- to mid-
level convective clouds that were locally produced. Specif-
ically, at 10:00 UTC shallow convection started and finally
lead to a peak of deeper precipitation-forming convection at
17:00 UTC. In the southern and eastern part of the domain,
stronger convection occurred, accompanied by thick cloud
layers in the afternoon along with a frontal passage. How-
ever, the convective clouds were shifted to higher latitudes in
the model simulations. More details about the weather con-
ditions are given in Heinze et al. (2017).

Four simulations were conducted (Table 1). The con-
trol (C2R) and perturbed (P2R) simulations were initial-
ized at 00:00 UTC on 2 May 2013 from simulations with
the COSMO-DE (Consortium for Small-scale Modelling
for Germany) model at 2.8 km resolution and were run in
three nests from coarse (624 m horizontally) to intermedi-
ate (312 m) to fine (156 m) resolution as described in Heinze
et al. (2017). For analysis, the daytime period between 08:00
and 20:00 UTC is chosen. In particular, the model output
used in the study was, on the one hand, the so-called me-
teograms which were temporarily highly resolved (9 s) and
available at 36 station locations and, on the other, 2D (at
1 min resolution) and 3D (available every 30 min and at 150
vertical levels) whole-domain data fields. The control simu-
lation (C2R) used prescribed CCN distributions from 2013.
The sensitivity simulation (P2R) that is analysed here in com-
parison to the control simulation (C2R) used prescribed CCN
distributions from 1985 (see next section).

The extra pair of simulations (C1R and P1R, respectively)
was conducted in a setup in which the ICON standard de-
scription of cloud optical properties in the radiation scheme
was applied. In this approach, cloud optical thickness as in-
put to the radiation is computed on the basis of solely the
cloud liquid water mixing ratio, without taking into account
variable cloud droplet concentrations. This second pair of
simulations with CCN for 2013 and 1985 thus does not ac-
count for the radiative forcing due to aerosol–cloud interac-
tions (in previous literature also called first aerosol indirect
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Figure 1. Temporal sequence of satellite images at (a) 09:00 UTC, (b) 13:00 UTC and (c) 17:00 UTC on 2 May 2013 as a natural colour
composite of the 0.6, 0.8 and 1.6 µm channels and the high-resolution visible channel from the Spinning Enhanced Visible and Infrared
Imager (SEVIRI) instrument onboard the geostationary Meteosat satellite. Liquid clouds appear in shades of white, and an increase in ice
content shifts the colour of the clouds towards cyan.

effect, cloud albedo effect or Twomey effect) but only for
cloud adjustments (such as the cloud lifetime effect or other
rapid responses). In turn, the first pair of simulations (C2R
and P2R, respectively) allows for calculating the full effec-
tive radiative forcing due to aerosol–cloud interactions, in-
cluding the Twomey effect. The difference between the two
pairs of simulations thus allows for isolating the latter.

2.2 CCN for 2013 and 1985

The anthropogenic aerosol emissions in the Northern Hemi-
sphere has exhibited a strong increase since industrialization
starting in the early 18th century and accelerating from the
19th century onwards. Over Europe and North America, they
reached a maximum in the 1980s and have declined since
then (Smith et al., 2011; Cherian et al., 2014). Over Europe,
the peak was at about 40 Tg sulfur per year. After that, they
decreased to early 1900s levels because of the introduction
of air quality policies and due to economic restructuring in
Eastern Europe. Over the course of about 30 years from the
mid-1980s (represented here by the year 1985) to the mid-
2010s (represented here by the year 2013), a very substan-
tial change in aerosol concentrations occurred (Smith et al.,
2011).

A prerequisite to realistically simulate the aerosol–cloud
interactions is a realistic representation of the aerosol con-
centrations and their capacity to serve as CCN. Compared to
the earlier model version (Heinze et al., 2017; Hande et al.,
2016), new time-varying 4D distributions of CCN concentra-
tions were generated from the emissions valid for 2013 and
for the peak-aerosol conditions around 1985. The simulation
imposing these latter CCN concentrations is hereafter called
“perturbed”, in comparison to the “control” run which em-
ploys CCN concentrations for 2013. The difference between
peak aerosol in 1985 and 2013, rather than, e.g. a comparison
of 2013 conditions to pre-industrial aerosol, has been chosen
for two reasons: (i) the perturbation is much larger since the

emissions in 2013 were much closer to pre-industrial than to
1985 levels and (ii) some observations for 1985 are available
to assess the aerosol fields.

The CCN distributions were created with the regional
coupled model system COSMO-MUSCAT, which con-
sists of two online-coupled codes: the chemistry transport
model Multi-Scale Chemistry Aerosol Transport (MUSCAT)
(Wolke et al., 2004, 2012) and the Consortium for Small-
scale Modelling (COSMO) model, which is the operational
weather forecast model of the German Meteorological Ser-
vice (Deutscher Wetterdienst; DWD) and other national me-
teorological services in Europe (Baldauf et al., 2011; Schät-
tler et al., 2014). The COSMO model, which is a non-
hydrostatic meteorological model and solves the governing
equations on the basis of a terrain-following grid (Baldauf
et al., 2011), provides MUSCAT with all required meteo-
rological fields. Based on these fields, MUSCAT calculates
the transport and transformation processes which include ad-
vection, turbulent diffusion and physicochemical conversion
of particles and trace gases in the air, as well as sink pro-
cesses (sedimentation and dry and wet deposition; Knoth
and Wolke, 1998; Wolke et al., 2012). The emissions of an-
thropogenic primary particles and precursors of secondary
aerosols are prescribed using emission fields from the Eu-
ropean Monitoring and Evaluation Programme (http://www.
emep.int/; European Monitoring and Evaluation Programme,
2019). The emission fluxes of natural primary aerosols (e.g.
desert dust and primary marine particles) are computed on-
line within the model depending on meteorological fields
(surface wind speed and precipitation; Heinold et al., 2011b).

For the present study, two periods of the year 2013 were
simulated with COSMO-MUSCAT, coinciding with the mea-
surement campaigns of the HOPE experiment (Macke et al.,
2017). It includes measurements around JOYCE (Jülich Ob-
servatory for Cloud Evolution; Löhnert et al., 2015) for the
period from 26 March to 19 June and at Melpitz from 1 to
30 September. In order to estimate the aerosol concentrations
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Table 1. Summary of simulations for 2 May 2013. Control (“C”) runs are with (low) 2013 aerosol concentrations. Perturbed (“P”) runs are
with (high) 1985 aerosol. The first set takes into account two moments of the cloud particles size distributions in radiation (“2R”), the specific
mass and number, whereas the second one only accounts for one moment (“1R”), which is the specific mass.

Simulation acronym Microphysics scheme Clouds in radiation Aerosol conditions

C2R Two-moment Mass and number 2013
P2R Two-moment Mass and number 1985
C1R Two-moment Only mass 2013
P1R Two-moment Only mass 1985

in 1985, the concentrations of 2013 were scaled using scal-
ing factors for black carbon (BC), sulfate (SU), ammonium
sulfate (AS) and ammonium nitrate (AN; Genz et al., 2019).
The scaling factors were derived based on the emission ra-
tios between 2013 and 1985 for the different species. Genz
et al. (2019) estimate that the concentration for BC, SU and
AS was larger in 1985 by factors of 2.0, 5.3 and 3.9, respec-
tively, compared to the 2013 concentrations.

Due to the high SO2 emissions in the 1980s, Genz et al.
(2019) assumed that there was more than enough sulfate
available in order to consume all ammonia to form ammo-
nium sulfate. Therefore, ammonium nitrate is assumed to
play a negligible role in the 1980s, and consequently its con-
centration for 1985 was set to zero. Natural aerosol species
(sea salt, mineral dust and organic carbon) are assumed to be
unchanged between the two simulations.

In Sect. 3.1 the AOD derived from the model simulations
is compared to satellite AOD retrievals. Since the modelled
AOD is calculated at 0.5 µm, it was scaled to the 0.63 µm
wavelength (taking into account Ångström coefficients for
the different species) at which the Advanced Very High Res-
olution Radiometer (AVHRR) retrieves AOD. The calcula-
tion of AOD from the modelled results was done following
Meier et al. (2012). Moreover, for both HOPE campaigns,
the modelled CCN number concentrations are compared to
measurements with PollyXT (portable multiwavelength Ra-
man and polarization lidar neXT generation) lidar systems
(Engelmann et al., 2016). In the offline calculation based
on COSMO-MUSCAT, the CCN number concentration of
the multi-modal size distribution at a fixed supersaturation
is calculated according to Abdul-Razzak and Ghan (2000).
The calculation of the CCN number concentration (number
of activated aerosol particles) follows Hande et al. (2016)
and Genz et al. (2019), using the parameterization by Abdul-
Razzak and Ghan (2000) for multi-modal size distributions.
Details on the used hygroscopicity parameters as well as the
derivation of number size distributions from the simulated
speciated aerosol mass can be found in Genz et al. (2019).
For the comparison to available observations, the CCN num-
ber concentration field at a fixed supersaturation is calcu-
lated. However, in order to provide CCN fields for ICON-
LEM, time-varying 3D fields of the CCN number concentra-
tion at different constant updraught velocities were required.

Abdul-Razzak and Ghan (2000) relate the aerosol composi-
tion and updraught velocity to the maximum supersaturation
as air parcels ascend, which in the end determines the num-
ber of activated aerosol particles. The calculated CCN fields
were then used in the ICON-LEM simulations replacing the
fixed assumed CCN number concentration and distribution.

2.3 Observations

2.3.1 Satellite-based

AOD as retrieved in the PATMOS-x (Pathfinder Atmospheres
– Extended) Advanced Very High Resolution Radiometer
(AVHRR) retrievals uses the 0.63 µm channel. It is only re-
trieved over sea and in clear-sky cases. The product is a daily
average of different NOAA satellites with AVHRR aboard.
For 1985 the daily average contains NOAA 7, 8 and 9; and
for 2013 data from NOAA 15, 18 and 19 and METOP-B
(Meteorological Operational Satellite) satellites are used.

To compare distributions of liquid-cloud properties from
the ICON-LEM simulations to satellite observations, the off-
line diagnostic tool Cloud Feedback Model Intercompari-
son Project Observation Simulator Package (COSP; Bodas-
Salcedo et al., 2011; Swales et al., 2018) was applied to
the ICON simulation output. COSP allows for consistency
between cloud properties simulated by ICON and retrieved
by satellite observations such as the Moderate Resolution
Imaging Spectroradiometer (MODIS). For 2 May 2013, col-
lection 6 cloud products MOD06/MYD06 (Platnick et al.,
2015, 2017) from four MODIS satellite overpasses within
the domain (MODIS Aqua at 11:45 and 13:20 UTC; MODIS
Terra at 09:55 and 11:35 UTC) were analysed. The ICON-
COSP simulations were temporally and spatially matched to
the satellite observations as well as regridded to the MODIS
data resolution of 1 km. No sub-column variability is used
in COSP, consistent with the lack of sub-pixel variability in
MODIS retrievals. Only cloudy satellite pixels with assigned
liquid-cloud phase as well as good quality and solar zenith
angles below 50◦ were considered in order to exclude uncer-
tain or problematic cloudy retrievals.

For liquid clouds, number concentration (Nd) is derived
from cloud effective radius (re) and cloud optical thickness
(τc) as in Quaas et al. (2006), where α = 1.37× 10−5 m−0.5
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for

Nd = α τ
0.5
c r−2.5

e , (1)

an approach that assumes an adiabatic growth of clouds
(Grosvenor et al., 2018).

2.3.2 Ground-based

A comprehensive set of active and passive remote sensing
instruments is part of the Leipzig Aerosol and Cloud Re-
mote Observations System (LACROS; Bühl et al., 2013).
Specifically, its multiwavelength-Raman-polarization lidar
provides backscatter and extinction profiles almost contin-
uously (Baars et al., 2016). In this study, it serves to retrieve
aerosol profiling variables and CCN number concentration,
re, liquid water content (ql), and Nd, which are compared
with the model output. The CCN concentration profiles of
the lidar measurements were calculated using the method de-
scribed in Mamouri and Ansmann (2016) for measurements
during the HOPE campaign (Sect. 3.1). Profiles of liquid-
cloud microphysical properties were derived from ground-
based remote sensing using the recently established dual-
field-of-view (DFOV) lidar techniques (Grosvenor et al.,
2018). Such observations are available at Leipzig, Germany
(51.3◦ N, 12.4◦ E), beginning in 2013 and provide infor-
mation about aerosol–cloud interaction processes (Schmidt
et al., 2014) and allow for a climatological assessment
(Sect. 3.4). Originally, the observations were based on the
DFOV Raman lidar technique (Schmidt et al., 2013), which
can only be applied to nighttime lidar observations in order to
reduce effects of the solar background on the measurements
of Raman-scattering lidar returns from nitrogen molecules.
Progress that was made recently in the accuracy of polar-
ization measurements with lidar (Jimenez et al., 2019) al-
lows for applying an alternative technique for the profiling of
liquid-cloud microphysical properties even during daytime
(Jimenez et al., 2017, 2020). In this novel DFOV-polarization
approach, the liquid water content, ql, profile is assumed to
increase adiabatically with height from the cloud bottom,
while theNd remains constant. An inversion scheme exploits
a non-ambiguous relation between re and the extinction co-
efficient, both dependent on Nd and ql, with the single-FOV
depolarization ratio and the relative depolarization, quantities
that a DFOV-polarization lidar can measure (Jimenez et al.,
2017, 2020).

The cloud radar (8.6 mm wavelength), based in the Lin-
denberg Meteorological Observatory – Richard Assmann
Observatory (MOL-RAO), is well suited for the study of thin,
low-reflectivity clouds such as non-drizzling and drizzling
stratocumulus clouds, due to its high sensitivity. The cloud
radar transmits linear polarized radiation at 35.5 GHz and si-
multaneously receives the co- and cross-polarized backscat-
tered signal. Observations in the zenith mode are used, with
an integration time of 1 s and a 256 point Fourier transform
for generating the Doppler spectrum. Forward simulations

of radar Doppler spectra and their corresponding moments
have been performed from the ICON-LEM simulation out-
put using the radar forward simulator included in the Pas-
sive and Active Microwave radiative TRAnsfer (PAMTRA)
framework (Maahn, 2015). The moments of the synthetic
Doppler spectra are derived in the same way as for the ob-
servations (Acquistapace et al., 2017), and then the drizzle
detection criterion described in Acquistapace et al. (2019) is
applied to them. Only liquid clouds are selected following
Cloudnet criteria (Illingworth et al., 2007). In Sect. 3.5 the
ICON-LEM forward-simulated reflectivities have been com-
pared to the radar observations for four different categories
of drizzle, cloud droplets and rain drops.

The ceilometer network of DWD provides backscatter
measurements and cloud base height (CBH) retrievals from
Jenoptik ceilometers (model CHM15k) at very high tempo-
ral resolution (15 s) up to 15 km above ground at 51 stations
across Germany (Wiegner and Geiß, 2012; Wiegner et al.,
2014; Martucci et al., 2010, http://www.dwd.de/ceilomap;
last access: 16 April 2020) within the ICON-LEM domain.
The CBH is an output from ICON-LEM diagnostics, which
is determined as the lowest cloudy grid cell of each column.
The threshold for determining a cloudy grid cell in ICON-
LEM is a sum of cloud water and cloud ice (qc and qi) larger
than 10−8 kg kg−1. CBH, cloud occurrence as an estimator
of cloud cover (CC; see methodology in Costa-Surós et al.,
2013) and cloud persistence (CP) derived from the ceilome-
ter network are compared with those simulated at the same
locations with the ICON-LEM. The methodology to derive
the CP is the following: the time resolution from 51 CBH
time series from ceilometer observations (15 s resolution)
was changed to 1 min, which matches the output frequency
from ICON-LEM diagnostics. All three 12 h (8–20 h) time
series (ceilometer observations and control and perturbed
simulations) were split into 30 min intervals. For each of
these 30 min intervals, the CBH between 0 and 3000 m was
checked, and if there was a CBH, it was flagged as cloudy,
and the neighbour cloudy pixels were assigned to one cloud,
so a cloud persistence for each single cloud of the interval
was assigned. Then each 30 min interval was classified ac-
cording to its cloud cover as “clear sky” (0 %–5 %), “few
clouds” (5 %–25 %), “scattered clouds” (25 %–50 %), “bro-
ken clouds” (50 %–87 %) or “overcast sky” (87 %–100 %).
After that, a normalized histogram was plotted using the
cloud persistence from the time intervals classified as “few”,
“scattered” and “broken” clouds, i.e. cloud cover between
5 % and 87 % (see Sect. 3.6).
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3 Results

3.1 Evaluation of the perturbed and unperturbed CCN
and aerosol distributions

A comparison of the AOD over the North and Baltic seas as
retrieved from AVHRR for 1985 and 2013 and AOD simu-
lated by COSMO-MUSCAT is shown in Fig. 2 and summa-
rized in Table 2. Note that since AVHRR retrieves AOD only
in cloudless cases over sea, AOD is only available over the
North Sea and Baltic Sea region for a small fraction of the
time (between 10 % and 12 % in 1985 and 35 % and 38 %
in 2013, Table 2). Approximately double AOD levels on av-
erage are observed in March–June 1985 in comparison to
March–June 2013. The average AOD and also its change be-
tween 1985 and 2013 are well captured by the model simula-
tion, considering the observation and modelling uncertainty
and natural variability. The geographical distribution over
sea (Fig. 2) also shows consistency between the simulation
and the satellite retrievals with strong differences between
the polluted spring 1985 and the much cleaner spring 2013.
Since not very many data points go into the average from
the satellite, the distribution is more noisy compared to the
simulation output that is available anytime. Despite this, it is
evident that both observations and model consistently show
the expected spatial gradient with larger AOD near the coast
and less aerosol over open sea.

Profiles of CCN at 0.2 % supersaturation from both
COSMO-MUSCAT and PollyXT lidar retrievals are shown
in Fig. 3. The location and time period assessed is the
HOPE campaign (Krauthausen, Germany) from 26 March to
19 June 2013. Model and retrieval agree to within the uncer-
tainty in the boundary layer. The mean profiles for 2013 are
overestimated by the model by 10 %–30 % in the boundary
layer (from the surface to 1800 m in spring 2013 and 1200 m
in autumn 2013). Above the boundary layer, the overestima-
tion increases to more than a factor of 2, since the model
tends to overestimate the vertical mixing between the bound-
ary layer and free troposphere (Heinold et al., 2011a). The
estimated CCN concentrations for 1985 are inconsistent with
the observations; they exceed the concentration in 2013 by a
factor of 2–5 in the boundary layer and up to an order of
magnitude in the free troposphere. Similar results are found
for the HOPE-Melpitz campaign during September 2013 (not
shown).

In conclusion, the imposed aerosol concentrations for
1985 (perturbed simulations) and 2013 (control simulations)
match the distribution and mean values from the satellite re-
trievals over clear-sky ocean well, and it is evident that only
the 2013 aerosol yields CCN profiles that are consistent with
lidar retrievals from 2013.

3.2 Mean vertical hydrometeor profiles of number and
mass concentrations: control vs. perturbed
simulations

Domain-averaged hydrometeor profiles of number and mass
concentration from the model output on 2 May 2013 from
08:00 to 20:00 UTC are shown in Fig. 4. The vertical pro-
file of cloud droplet concentrations closely corresponds to
the introduced CCN disturbance (vertical integrated relative
increase of 147 %; Table 3). In the following sections (3.3
and 3.4) it is explored to which extent this perturbation is
also seen by satellites and from ground-based remote sens-
ing in terms of Nd retrievals. The total-water mass difference
at about 2 km altitude (vertically integrated relative increase
by 8.8 %) is mainly due to decreased rain in the perturbed
simulation (−12.3 %). In the following sections, the changes
in the LWP and liquid water content (ql) are investigated.

A slightly higher homogeneous cloud droplet freezing for
the perturbed simulation is triggered by upward transport of
cloud droplets. In turn, graupel number and mass concentra-
tions are slightly higher in the cleaner environment in low to
mid altitudes (3–4 km). On the contrary, at higher altitudes
(6–10 km) the graupel mass is higher in the perturbed simu-
lation.

3.3 Liquid-cloud microphysics in comparison to
satellite data

Normalized frequency of occurrence distributions of liquid
water path (LWP) and cloud droplet number concentration
(Nd) from the reference (C2R) and perturbed (P2R) ICON-
LEM simulations as well as the corresponding satellite re-
trievals (MODIS) are shown in Fig. 5. The maximum peak of
occurrence and 50th percentile values for Nd compare well
between the ICON control simulation (C2R) and MODIS,
although the distribution of Nd simulated by ICON-LEM is
much broader, resulting in lower and higher 25th and 75th
percentile values, respectively, compared to MODIS (Ta-
ble 4). This can be partly explained by a range simulated
by the model that is too large, which in turn can be partly
related to a difference in the observed and simulated spatial
distribution of clouds at the MODIS observation times. How-
ever, a part of the difference in the range of the distributions
can be very likely attributed to the MODIS instrument char-
acteristics, since optically very thin clouds are not observed
or give problematic retrievals (Grosvenor et al., 2018), and
for optically very thick clouds, the measurements can go into
saturation (note that Nd is computed from the cloud optical
thickness and cloud effective radius; see Eq. 1). The simu-
lated Nd distribution for the perturbed simulation (P2R) is
shifted to significantly higher values. A factor of about 2 be-
tween ICON control and ICON perturbed simulations is re-
flected in the percentile values.

For LWP values larger than about 10 g m−2, MODIS and
ICON compare well, both showing occurrence peak values
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Table 2. Median aerosol optical depth from AVHRR and COSMO-MUSCAT from 26 March to 19 June in 1985 and 2013. The 25th and 75th
percentile ranges of regional variability of the temporal mean AOD are provided in brackets. The mean number of days (out of the possible
86 d) per grid box with valid AVHRR retrieval is shown next to the location.

1985 2013

North Sea (9) Baltic Sea (11) North Sea (33) Baltic Sea (30)
Median (25th–75th) Median (25th–75th) Median (25th–75th) Median (25th–75th)

AVHRR 0.25 (0.22–0.30) 0.30 (0.27–0.33) 0.14 (0.13–0.17) 0.14 (0.13–0.15)
COSMO-MUSCAT 0.22 (0.17–0.25) 0.30 (0.27–0.32) 0.09 (0.08–0.10) 0.11 (0.11–0.12)

Figure 2. Mean AOD retrieved from (a) AVHRR and simulated by (b) COSMO-MUSCAT for 1985 and 2013. The comparison period covers
26 March to 19 June for each of the years.

Figure 3. Comparison of mean vertical profile of CCN num-
ber concentration at 0.2 % supersaturation simulated by COSMO-
MUSCAT (aerosol conditions for 2013 in blue and 1985 in red)
and retrieved from the PollyXT lidar measurements using the al-
gorithm of Mamouri and Ansmann (2016) (black), from 26 March
to 19 June 2013 during HOPE campaign in Krauthausen, Germany.
The shaded area depicts the 25th to 75th percentiles of the set of
single profiles included in the average. A factor of 2 of uncertainty
is considered for the lidar retrievals, as outlined in Mamouri and
Ansmann (2016) and Ansmann et al. (2019).

between 100 and 200 g m−2. However, ICON (control and
perturbed) has a higher frequency of low LWP values, re-
sulting in lower 25th, 50th and 75th percentile values. The
model also does not show a bi-modal distribution as MODIS
does. This bi-modal distribution is due to having two differ-
ent cloudy scenes in the different overpasses, which happen
at different times of the day, i.e. a cloudy scene with op-
tically thinner clouds and thus lower LWP values and then
scenes with optically thicker clouds and higher LWP values.
However, even if the ICON-LEM output is sampled along the
MODIS swath, it does not show this distinct behaviour but
rather a smooth distribution. The difference between LWP
from the ICON reference simulation (C2R) and ICON per-
turbed simulation (P2R) is small compared to the LWP vari-
ability and small in comparison to the model bias with re-
spect to the MODIS retrievals. It is nevertheless a system-
atic increase in LWP that is simulated, even if it is small,
as also expected from recent investigations of satellite data
(Malavelle et al., 2017; Toll et al., 2017, 2019; Gryspeerdt
et al., 2019). An exception is at large LWP values (larger than
200 g m−2; see Fig. 5), where the control simulation is much
smaller than the perturbed one and closer to the satellite re-
trievals. This is firstly consistent with the expectation that an
increase in Nd leads to an invigoration of convective clouds
and, hence, deeper clouds with higher LWP values in the tail
of the LWP distribution, where the convective cloud cores
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Table 3. All-sky domain-mean vertically integrated changes between the perturbed and control simulations (P2R–C2R) for number and mass
concentrations for water species and for the total water as temporal average from 08:00 to 20:00 UTC. The absolute changes are given along
with the temporal standard deviation of the domain-mean changes. The numbers in brackets are the relative changes.

Variable
Absolute (relative) all-sky vertically integrated

domain-mean day-mean differences (P2R–C2R)

Number concentration (m−2) Mass concentration (kg m−2)

Total water 6.9× 1010
± 1.3× 1010 (147 %) 3.8× 10−3

± 7.7× 10−3 (0.9 %)
Cloud water 6.9× 1010

± 1.3× 1010 (147 %) 7.6× 10−3
± 4.4× 10−3 (8.8 %)

Cloud ice 9.7× 105
± 1.0× 107 (0.4 %) 2.8× 10−4

± 7.1× 10−4 (0.9 %)
Rain −3.7× 106

± 1.5× 106 (−25.5 %) −5.2× 10−3
± 2.5× 10−3 (−12.3 %)

Snow 2.7× 104
± 5.6× 104 (2.0 %) 1.7× 10−4

± 5.5× 10−4 (1.2 %)
Graupel −379.3± 1.62× 104 (−1.3 %) 9.1× 10−4

± 6.5× 10−3 (0.1 %)
Hail −1.9± 32.4 (0.1 %) −3.1× 10−3

± 3.1× 10−4 (0.6 %)

Figure 4. Vertical profile of (all-sky) domain-mean number concentration (a) and mass concentration (b) of total water and individual particle
species on 2 May 2013 from 08:00 to 20:00 UTC. The control (C2R) simulation is plotted as solid lines, and the perturbed (P2R) simulation
is plotted as dotted lines. Note the logarithmic x axis for the number concentration panel. Hail not shown due to very low values. Also note
that in the left panel the black solid line is over the blue solid one, and the blue and black dashed lines are also one over the other.

can be found. It, secondly, reflects the fact that the thick, pre-
cipitating clouds most strongly respond to precipitation delay
in response to the CCN perturbation.

In conclusion, the influence of the perturbed aerosol on
Nd clearly can be detected and attributed in comparison to
satellite retrievals, but the systematic increase in LWP is too
small in comparison to natural variability and model bias
to be detected and attributed, except for large LWP values
(> 200 g m−2). The systematic change in LWP, even if small
compared to weather variability, implies a substantial contri-
bution to the aerosol effective radiative forcing.

3.4 Liquid-cloud microphysics in comparison to
ground-based remote sensing

Profiles of several cloud microphysical variables (Nd, re and
ql) were retrieved from ground-based remote sensing as ex-
plained in Sect. 2.3.2. In order to derive comparable profiles
from ICON-LEM that are best suited for evaluation against
the lidar observations, the temporarily highly resolved (9 s)
meteogram output was used. All profiles from 21 of the
36 stations for which meteogram output of ICON-LEM was
available (Table A1) were in a first step screened for the oc-
currence of the presence of hydrometeors. The remaining 15
stations were not considered in the analysis because they
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Table 4. Median, 25th and 75th percentiles of liquid water path (LWP) and cloud droplet number concentration (Nd) from MODIS and
ICON-LEM distributions.

Nd (cm−3) LWP (g m−2)
Median (25th–75th) Median (25th–75th)

MODIS 170 (97–283) 112 (35–203)
ICON-LEM-COSP control 188 (64–416) 68 (23–158)
ICON-LEM-COSP perturbed 339 (113–808) 70 (24–165)

Figure 5. Normalized frequency of occurrence distributions computed from ICON-LEM-COSP data from the 2 May 2013 control (C2R,
blue) and perturbed (P2R, red) simulations, matched with satellite observations from MODIS (black) obtained at the four satellite overpass
times on the same day for (a) Nd and (b) LWP.

were too close (approx. within 20 km) to an already con-
sidered station, which would lead to an unwanted weighting
of the statistics towards a certain region of the ICON-LEM
domain. This was specifically the case for the region of the
HOPE campaign (Macke et al., 2017), for which output of
13 stations is available. Vertically continuous sequences of
hydrometeors were classified as cloud layers to which cloud
base height and cloud top height were assigned. Each identi-
fied cloud layer was in a subsequent processing step filtered
in such a way that (i) precipitation was absent, (ii) ice was
absent, (iii) LWP> 150 g m−2, (iv) cloud depth< 500 m and
(v) 1000 m< cloud base height < 4000 m. Such constraints
are similar to the properties of cloud layers which were
observed with the DFOV-polarization lidar at Leipzig. The
Cloudnet processing suite (Illingworth et al., 2007), which
operated based on cloud radar, lidar and microwave radiome-
ter observations at Leipzig, was used to identify these condi-
tions for the periods when valid DFOV-polarization observa-
tions were made.

For the evaluation of the ICON-LEM simulations, approx.
40 h of DFOV-polarization lidar observations with 3 min
temporal resolution (i.e. 800 profiles) was averaged to yield
mean vertical profiles of Nd, ql and re. The cloud periods
considered were distributed over 27 d in the spring, summer
and autumn seasons of 2017 and over heights between 1 and

4 km a.g.l. (above ground level). The resulting profile from
the observations and the outputs from the ICON-LEM model
for 1985 and 2013 aerosol conditions of 2 May 2013 are pre-
sented in Fig. 6. The results corroborate the satellite-based
conclusions: for Nd, the simulation with the 1985 CCN is in-
consistent with the lidar observations, and the one with the
2013 CCN matches the retrievals to within the uncertainty.
A similar conclusion is drawn for the effective radius. For ql,
in turn – as found before during the comparison to satellite-
retrieved LWP – the model shows only little aerosol impact,
and both realizations compare almost equally to the observa-
tions.

3.5 Effects on precipitation

As discussed earlier, the model simulates large reductions in
rain mass and number concentrations and increases in cloud
liquid mass and number concentrations in the perturbed vs.
control simulation (Fig. 4). To enquire into the role of the
autoconversion process and find out to which extent these
changes might be observable, forward simulations of control
and perturbed meteogram profiles at the site of the MOL-
RAO have been performed using the PAMTRA tool (Maahn
et al., 2015). After that, the drizzle detection criterion de-
scribed in Acquistapace et al. (2019) has been applied to the
forward-simulated Doppler radar moments that were gener-
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Figure 6. Averaged cloud droplet number concentration (Nd), cloud
droplet effective radius (re) and liquid water content (ql) profiles
retrieved from lidar (in black and the temporal variability as shad-
ing in grey) and in ICON-LEM control (in blue) and perturbed (in
red) simulations, as a function of height above cloud base. Note that
measurements can only provide profiles up to 200 m into the cloud
due to the strong extinction of the lidar signal.

ated with PAMTRA. This approach is similar to the one pre-
sented in Rémillard et al. (2017). An ice cloud mask has been
applied to the model output in order to filter out the ice pix-
els, therefore applying the drizzle detection criterion only to
the pixels corresponding to liquid in the cloud mask in both
observations and model output.

The distributions for the different classes of drizzle devel-
opment are shown in Fig. 7 and summarized in Table 5. The
postprocessed model results shown in Fig. 7 are consistent
with the raw results summarized in Fig. 4: the perturbed sim-
ulation shows reflectivities that are shifted towards smaller
values for all drizzle and precipitation classes, compared to
the control simulation. Vice versa, the control simulation pro-
duces larger reflectivities, hence larger drops at every stage of
drizzle formation, and produces larger raindrops. The mean
simulated values of the reflectivities, from both control and
perturbed, fall into the range of the observations of the MOL-
RAO radar, except for the precipitation where both runs over-
estimate the reflectivities. This overestimation is also visible
from the mean Doppler velocities (proxy of fall speed of hy-
drometeors) and spectrum width distributions (not shown).
Mean Doppler velocities are too high (due to drops that are
too large compared to reality), and this produces also broader
spectra, giving larger spectrum widths compared to what is
observed. A closer look into the radar signal suggests that
the small reflectivity values for precipitation observations
are due to insects detected by the radar despite that a clut-
ter removal filter was applied to the radar spectra from 0 to
1600 m a.g.l. as preprocessing.

In conclusion, despite the effort to make model and data
comparable using the forward operator and despite the rather
strong signal in the model, no detection and attribution of an
aerosol signal could be achieved. In the future more com-
parisons are needed as the difference at one grid point only
could arise from a different sampling of cloud life cycle.

3.6 Cloud macrophysics: cloud boundaries, cloud
cover and cloud persistence

ICON-LEM cloud base height (CBH), as well as the calcu-
lated cloud cover (CC) and cloud persistence (CP) based on
the CBH measurements, is compared with high-resolution
ceilometer measurements (15 s temporal resolution) from the
DWD ceilometer network (please see Sect. 2.3.2 for details).
In Table 6, mean CBH and CC have been calculated over the
51 stations for 2 May 2013. On average, the model produces
fewer clouds than observed, and the cloud base heights are
too low in comparison to the ones measured by the ceilome-
ter network. The problem is not due to issues with the initial-
or boundary conditions, as the discrepancy to the reference
observations is larger in the outer nests (312 and 624 m res-
olution, respectively; result not shown here). However, the
cloud variability is very large, and the model output still
is consistent with the data to within the uncertainty range.
For both variables, the differences between control (C2R)
and perturbed (P2R) simulations are so small, in compari-
son to the observations, that no significant deviations can be
detected given the simulation and observation uncertainties.
The absolute (relative) differences between perturbed and
control simulations are for the mean CBH −4 m (−0.37 %)
and for the CC 0.4 % (0.70 %). The same tendency is found
in the all-domain simulation means (Table 7), where the
perturbed ICON-LEM shows on average higher cloud tops
and bases in comparison to the control simulations. The
difference between mean cloud top pressures is −263 Pa
(0.35 %), and the difference between mean cloud base pres-
sures is −140 Pa (0.17 %). The perturbed simulation also
shows higher total cloud cover by 0.16% (relative differ-
ence: 0.20 %) in the domain average (Table 7). The cloud
fraction can also be assessed from MODIS satellite data and
compared to the COSP-processed ICON-LEM output (as in
Sect. 3.3 for LWP andNd). The domain-averaged cloud frac-
tion for the four MODIS overpasses is 0.84, compared to 0.49
and 0.50 for the control and perturbed ICON-LEM simula-
tions, respectively. Despite the very different observational
approaches and spatiotemporal sampling, the general con-
clusion is confirmed: ICON simulates fewer clouds than ob-
served (a result that also has been noted by Heinze et al.,
2017) and shows a positive response of cloud fraction to
more aerosol.

Figure 8 shows normalized CBH distributions for the
ceilometer network and for both the ICON-LEM control
(C2R) and perturbed (P2R) simulations, which overestimate
very low CBH (< 500 m) and underestimate higher CBH val-
ues (751–1751 m). Possibly the ceilometer network is not
able to detect the latter reliably. Further analysis of 30 min
periods exhibit that both simulations overestimate “clear
sky” cases (0 %–5 %) and underestimate “overcast” skies
(87 %–100 %). “Few” (5 %–25 %) and “scattered” (25 %–
50 %) skies are also overestimated, and “broken clouds”
(50 %–87 %) are slightly underestimated (not shown). Cloud
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Table 5. Median as well as 25th and 75th percentiles of the cloud radar reflectivity (Ze) distributions on 2 May 2013 for the four classes
described in Fig. 7.

Drizzle onset Drizzle growth Drizzle mature Precipitation
Mean (25th to 75th) Mean (25th to 75th) Mean (25th to 75th) Mean (25th to 75th)

MOL-RAO cloud radar −18.4 (−22.1 to −15.4) −24.2 (−30.3 to −17.0) −14.2 (−23.1 to −7.5) −38.2 (−49.7 to −28.2)
ICON-LEM control (C2R) −16.2 (−20.5 to −11.7) −15.6 (−22.3 to −5.2) −4.9 (−7.0 to −2.3) −8.1 (−13.5 to −0.9)
ICON-LEM perturbed (P2R) −17.8 (−21.5 to −13.4) −21.5 (−27.4 to −16.9) −9.9 (−15.1 to −5.5) −14.4 (−21.6 to −8.2)

Figure 7. Normalized distributions for the different classes of drizzle development in the Lindenberg Meteorological Observatory – Richard
Assmann Observatory (MOL-RAO) on 2 May 2013. (a) Drizzle onset, corresponding to the small non-precipitating drizzle drops, larger than
cloud droplets but not big enough to fall yet. This is only a signature in the skewness of the Doppler spectrum, not in reflectivity. (b) Drizzle
growth, which contains the drops big enough to modify the spectra shape. (c) Drizzle mature, which is the drizzle precipitating inside
the cloud. (d) Precipitation, which is the class of precipitation below cloud base. The radar observations are processed as in Acquistapace
et al. (2019), and ICON-LEM meteogram output at the MOL-RAO site is processed using the PAMTRA forward operator and processed
analogously. Black: observations; blue: control simulation (C2R); red: perturbed simulation (P2R).

persistence analysis for the group of few, scattered and bro-
ken cloud conditions (i.e. cloud cover between 5 % and 87 %)
and with bases below 3000 m also shows small differences
between control and perturbed distributions (Fig. 8). None
of the simulations are able to capture the observed distribu-
tions for the short-lived clouds (less than 5 min), while the
longer-lived clouds are overestimated.

The comparison of CBH, CC and CP between model and
ceilometer measurements shows systematic differences be-
tween either model simulation and the observations. Detec-
tion and attribution of differences between control (C2R) and
perturbed simulations (P2R) is not feasible in this case. This
is mostly because the effect of the aerosol perturbation on
these quantities is small compared to the model bias.

3.7 Sensitivity to cloud regimes

The International Satellite Cloud Climatology Project (IS-
CCP) regime classification (Rossow and Schiffer, 1991) uti-
lizes cloud top pressure and τc to define different cloud
regimes. A consistent diagnostics is applied to the ICON out-
put. From the top of the atmosphere down in each column,
the first model grid point which has a condensed mass of
cloud water plus cloud ice above a threshold of 0.01 g kg−1

is utilized to obtain the cloud top pressure (threshold from
van den Heever et al., 2010).

An offline computation is used for the total column optical
thickness. Cloud top pressure and total column optical depth
categorize the clouds into the nine categories, namely: cu-
mulus, stratocumulus, stratus (low-level clouds), altocumu-
lus, altostratus, nimbostratus (mid-level clouds), cirrus, cirro-
stratus (high clouds) and deep convective clouds. We applied
the classification to the perturbed (P2R) and reference (C2R)
model simulations. The classified cloud regime distributions
are very similar for the perturbed and control simulations
(Fig. 9 shows, as an example, the distribution at 11:45 UTC).
Applying the ISCCP classification to MODIS satellite data
yields larger low- and mid-level cloud coverage, compared
to the model, and less convective cloud coverage. The low-
and mid-level clouds observed by MODIS are classified as
ISCCP cirrus and cirrostratus clouds. A convective region
(clouds with high column optical thickness and high cloud
tops) in the south-east is misclassified by the model, com-
pared to MODIS, while the convective region in the north-
east is overrepresented in the model. A part of the difference
in simulated and observed cloud types can be attributed to
a difference in the spatial distribution of the cloud types at
the MODIS overpass time. Both cirrus and convective clouds
are most abundant in the late afternoon and evening when no
MODIS satellite observations were available.

Figure 10 displays a normalized frequency of occurrence
distributions of Nd, cloud water path and cloud optical thick-
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Table 6. Cloud base height (CBH), cloud persistence (CP) and cloud cover (CC) as measured at 51 ceilometer stations in Germany and
from ICON-LEM output (2 May 2013 from 08:00 to 20:00 UTC), as well as CC retrieved from MODIS satellite and ICON-LEM output
postprocessed with the COSP simulator. Uncertainty ranges are provided as 25th and 75th percentile ranges.

DWD ceilometer network measurements MODIS

CBH (m) CP (min) CCceilometer (%) CCMODIS (%)
Mean (25th–75th) Mean (25th–75th) Mean (25th–75th) Mean (25th–75th)

Observations 1454 (774–1724) 4.9 (1.0–6.0) 80.1 (63.9–99.5) 90.4 (88.1–92.9)
ICON-LEM control (C2R) 1089 (412–1423) 6.8 (2.5–9.0) 57.1 (32.2–84.4) 52.8 (46.8–62.7)
ICON-LEM perturbed (P2R) 1085 (407–1428) 6.7 (3.0–9.0) 57.5 (32.4–83.8) 53.8 (48.1–63.2)

Figure 8. (a) Normalized cloud base height distribution (bin size: 250 m) of 51 ceilometer stations over Germany on 2 May 2013 (08:00–
20:00 UTC). (b) Normalized cloud lifetime (bin size: 5 min) for low-level clouds (< 3 km) of few, scattered and broken cloud conditions (i.e.
cloud cover between 5 % and 87 %). Data from the DWD ceilometer network in Germany (black) and ICON-LEM C2R (blue) and P2R (red)
simulations.

ness for the entire domain for low- and mid-level, convec-
tive and high (cirrus and cirrostratus) clouds from the ICON-
COSP simulator output, and MODIS retrievals at the four
times of MODIS overpasses (Sect. 2.3). On the one hand,
liquid-cloud droplet number concentration does show sen-
sitivity for low- and mid-level clouds, since control sim-
ulations fits well to MODIS liquid number concentration
and perturbed simulation has higher values (already seen in
Sect. 3.3). On the other hand, cloud water path is barely sen-
sitive to the CCN perturbation for all cloud regimes consid-
ered in the analysis (consistent with the result in Sect. 3.3).
However, the control mean values are slightly closer to the
observations in all cases. Besides, cloud optical thickness
shows a notable increase in the perturbed simulation for low-
and mid-level clouds, compared to the control simulation.
On average, the control simulation is closer to MODIS re-
trievals than the perturbed simulation. For high and convec-
tive clouds, there is not much difference between control and
perturbed simulations, and they partly fit to the MODIS dis-
tribution.

Looking at the different cloud regimes, we can conclude
that (1) Nd is a suitable variable for the detection and attribu-
tion of changes of liquid clouds (low- and mid-level clouds),

(2) there is a potential use of cloud water path (CWP) and
cloud optical thickness (COT) for detection and attribution
specifically for low- and mid-level clouds, and (3) the ice
concentrations are too similar in the control and perturbed
ICON-LEM simulations and so do not allow for an attribu-
tion of an aerosol signal of convective and high clouds (cirrus
and cirrostratus), at least regarding CWP and COT variables.

3.8 Radiative implications

The effective radiative forcing (ERF) due to aerosol–cloud
interactions (ERFaci) has been estimated by subtracting the
control simulation (C2R) domain averages from the per-
turbed (P2R) ones (Table 7). For the simulated case, the
ERFaci is−2.62±1.80 W m−2 in the top-of-the-atmosphere
(TOA) net solar radiation (Rs

toa) and 0.21± 0.40 W m−2 for
the TOA net thermal radiation (Rt

toa). Consistent with the
expectation, the negative forcing in the solar spectrum is
slightly reduced by a positive forcing in the terrestrial spec-
trum (Heyn et al., 2017).

Thanks to the extra simulations that did not use the number
concentration in the radiation transfer computations (C1R
and P1R), which also have two different 4D CCN concentra-
tion distributions (for 1985 and 2013), the adjustments to the
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Figure 9. Cloudy regimes after application of the ISCCP classifications to ICON-LEM (a) control, (b) perturbed model output and
(c) MODIS at 11:45 UTC (MODIS overpass time).

Figure 10. Normalized frequency of occurrence distributions of droplet number concentration (left column, only for low, liquid clouds),
cloud water path (centre column, liquid plus ice water) and cloud optical thickness (right column) of cirrus and cirrostratus clouds (top
row), convective clouds (second row), and low- and mid-level clouds (bottom row) from the ICON-COSP simulator and MODIS (in total
four overpasses on 2 May 2013). Left y axes are for ICON-LEM-COSP, and right y axes are for MODIS observations. Straight-dotted
lines display means. The numbers on the right side show the number of pixels used for the normalized frequency of occurrence distribution
calculation.

RFaci (radiative forcing due to aerosol–cloud interactions),
as far as they operate via cloud and precipitation microphysi-
cal and dynamical changes, were quantified. In these simula-
tions, only the adjustments associated to aerosol forcing are
responsible for the radiation changes. The results are noisy
signals: the average changes in cloud fraction and LWP are
not different from zero to within the temporal variability (not
shown). On average, cloud fraction is simulated to decrease
slightly (−0.17%±0.40 %). This result is surprising and dif-
ferent from what is seen in satellite statistics (Gryspeerdt

et al., 2019). Further analysis is ongoing. The consequence
of the decreasing cloud cover, which is more important radia-
tively than the increase in LWP, is a positive radiative effect
of +0.23 ± 1.24 W m−2. As the difference between the ER-
Faci and the adjustments, RFaci, or the cloud albedo effect
(Twomey, 1974), is obtained as −2.85 W m−2.

In order to put this number into context, we assess the ERF
computed by general circulation models. Within the 6th Cou-
pled Model Intercomparison Project (CMIP6; Eyring et al.,
2016), the Radiative Forcing Model Intercomparison Project
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(RFMIP; Pincus et al., 2016) defined a simulation dedi-
cated to the assessment of the transient historical effective
radiative forcing, the simulation “RFMIP-ERF-HistAerO3”.
There are four models in the CMIP6 archive that submitted
output for these simulations, namely the CanESM5 (Cana-
dian Earth System Model, Swart et al., 2019), the GFDL-
CM4 (Geophysical Fluid Dynamics Laboratory Coupled
Model; Held et al., 2019), the MIROC6 (Model for Inter-
disciplinary Research on Climate; Tatebe et al., 2019) and
the NorESM2-LM (Norwegian Earth System Model low-
atmosphere–medium-ocean resolution; Bentsen et al., 2013;
Kirkevåg et al., 2018), which supplied three, one, three and
two ensemble members, respectively. The ERFaci is approxi-
mated by using the change in cloud radiative effect (CRE; the
difference between all-sky and clear-sky top-of-atmosphere
net radiation flux density here taken in the solar spectrum
only) between two time periods (Quaas et al., 2009). When
evaluating the difference in solar CRE of the individual years
2013 and 1850, one obtains as the difference in global an-
nual mean, a multi-model mean of −0.81 W m−2, with an
inter-model standard deviation of 0.34 W m−2 (using all en-
semble members). For a 5-year average difference (2010 to
2014 and 1850 to 1854; the periods are not centered around
the specific years because the simulations run from 1850 to
2014; Pincus et al., 2016), the values for the global annual
mean are−0.71±0.35 W m−2. For the domain of the ICON-
LEM simulation, and only using May (only monthly output
is available), the signal, defined as the difference 1985 minus
2013, is much more noisy, since it is averaged as much less.
The mean and standard deviation are −4.69± 13.05 W m−2.
To assess the uncertainty, we also computed the change in so-
lar CRE for the months April and May (since the actual day
is early May), averaged over the 5-year periods from 1983
to 1987 minus 2010 to 2014 and a larger domain (10◦W to
30◦ E, 40 to 60◦ N). This yields a smaller value and much
smaller standard deviation of−2.55±2.99 W m−2. The scal-
ing factor for the 5-year and bigger European domain is 3.6;
the one for the single years and ICON-LEM domain is 5.8.
The uncertainty in these scaling factors obtained from the
general circulation models (GCMs) is very large. Neverthe-
less it may be instructive to know that the forcing for May,
considering the large difference in aerosol levels over Eu-
rope between 1985 and 2013, is a factor of 4 to 6 larger than
considering the global ERFaci between 2013 and 1850. The
−2.6 W m−2 obtained in this simulation (Table 7) thus would
imply a global, annual mean ERFaci for 2013 vs. 1850 of be-
tween −0.4 and −0.7 W m−2.

4 Discussion and summary

This study used a new type of large-eddy simulations which
was carried out over a very large domain and driven as a nu-
merical weather prediction with realistic initial and bound-
ary conditions, including an interactive land surface. A large

Table 7. Domain-mean differences between the perturbed and con-
trol simulation pair (P2R–C2R). The absolute changes are given
along with the temporal standard deviation of the domain-mean
changes. The numbers in brackets are the relative changes.

Variable
Absolute (relative) domain mean
difference (P2R–C2R)

Total cloud cover 0.16± 0.37 % (0.20 %)
Liquid water path 7.42± 4.09 g m−2 (11.1 %)
Cloud droplet number

218± 31 cm−3 (143 %)concentration (Nd)
Rain rate −3.28± 8.46 g m−2 h−1 (−2.6 %)
TOA net solar radiation −2.62± 1.80 W m−2 (−0.58 %)
TOA net terrestrial radiation 0.21± 0.40 W m−2 (−0.09 %)
Cloud top pressure −263± 180 Pa (−0.35 %)
Cloud base pressure −140± 155 Pa (−0.17 %)

set of observational data from various sources is used aim-
ing for detection and attribution. Four simulations with the
ICON-LEM model over Germany were carried out with
different time-varying prescribed CCN concentration distri-
butions. The 4D CCN concentration inputs generated with
COSMO-MUSCAT for 2 May 2013 and 1985 were demon-
strated to be consistent with the satellite retrievals of AOD by
several AVHRR instruments on different NOAA satellites.
Furthermore, the control simulation (C2R) results are con-
sistent with the CCN profile as retrieved from ground-based
lidar at two sites in 2013, while the ones for the perturbed
simulation (P2R), with 1985 conditions, are not.

In terms of cloud quantities, it was demonstrated that de-
tection and attribution of the aerosol-induced changes of the
droplet number concentration is also possible. The simulated
cloud droplet number concentration for the 2013 aerosol sim-
ulation (C2R) is consistent with MODIS satellite retrievals,
while the perturbed simulation (P2R) results are on average
2 times higher. An assessment for Nd also was possible from
ground-based active remote sensing thanks to a new lidar re-
trieval technique. The result confirmed the conclusions on
the basis of the satellite data, namely that Nd using the 2013
aerosol is consistent with the 2013 observations, while the
perturbed-run output is not.

The other cloud quantities examined included cloud liquid
water path, cloud fraction, cloud base height and cloud life-
time. Satellite data and network ground-based remote sens-
ing were used as observational reference data. For all of these
quantities, the ICON model simulated systematic changes
between the perturbed (P2R) and control (C2R) aerosol runs.
However, in each case, the difference between either model
simulation and the observations was larger than the differ-
ence between the simulations in response to the different
aerosol conditions. In addition, the natural cloud variability
was large compared to the signal. A possible exception is
that at large LWP values (> 200 g m−2), the control simula-
tion was consistent with the satellite retrievals, while the per-
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turbed simulation showed LWP values which are too large.
Small changes between perturbed and control simulations
are found in the surface rain rate domain-averaged mean
(−2.6 %). However, a detection and attribution even with
detailed radar observations was impossible. The sensitivity
analysis of different variables in different cloud regimes may
well depend on the synoptic situation. It cannot be excluded
that in other synoptic situations the sensitivity in mixed-
phase clouds and maybe even high clouds may be significant.

The cloud changes lead to an increase in the cloud albedo,
with changes in the solar radiation (ERFaci) at the TOA
of −2.62 W m−2. Thanks to a model sensitivity study, the
RFaci could be quantified as −2.85 W m−2. Using informa-
tion from global models, this can be scaled up to the global
scale and the present-day vs. pre-industrial timeframe, im-
plying a global ERFaci of −0.8 W m−2.

Although the simulations in this study are limited to 1 d
over the domain of Germany, this work shows the great po-
tential of combining these new high-resolution simulations
with a large set of observations for the detection and attri-
bution of aerosol–cloud interactions. In the future this work
should be complemented by extended analyses for longer
time periods and more regions to further improve our under-
standing of aerosol–cloud interactions.
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Appendix A

Table A1. List of stations with ICON-LEM meteogram output
used in the scope of this study. The following station names are
compositions of a standardized four-letter code designating air-
ports and aerodromes (International Civil Aviation Organization –
ICAO – codes) and their location: ETGB_Bergen, EDZE_Essen,
ETGI_Idar-Oberstein, ETGK_Kummersbruck, Frankfurt_EDDF,
Duesseldorf_EDDL, Hamburg_EDDH and Berlin_Tegel_EDDT.

Station name Latitude (◦ N) Longitude (◦ E)

LACROS_HOPE 50.880 6.415
RAO 52.210 14.128
Cabauw 51.854 4.927
ETGB_Bergen 52.810 9.930
EDZE_Essen 51.400 6.960
Greifswald 54.100 13.400
ETGI_Idar-Oberstein 49.700 7.330
ETGK_Kuemmersbruck 49.430 11.900
Meiningen 50.560 10.380
Muenchen-Oberschleissheim 48.250 11.550
Norderney 53.710 7.150
Schleswig 54.530 9.550
Stuttgart 48.830 9.200
Bayreuth 49.979 11.681
Nordholz 53.778 8.668
Ziegendorf 53.311 11.837
Frankfurt_EDDF 50.035 8.555
Duesseldorf_EDDL 51.288 6.769
Hamburg_EDDH 53.633 9.994
Berlin_Tegel_EDDT 52.560 13.288
LACROS_Leipzig 51.353 12.435
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SAMD is registered at re3data (Registry of Research data Repos-
itories) with the following DOI: https://doi.org/10.17616/R3D944
(re3data.org, 2017). The repository URL is the following: http://
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