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Abstract

The role of sulfuric acid during atmospheric new particle formation is an ongoing

topic of discussion. In this work, we provide quantitative experimental constraints for

quantum chemically calculated evaporation rates for the smallest H2SO4−H2O clusters,

characterising the mechanism governing nucleation on a kinetic, single molecule level.

We compare experimental particle size distributions resulting from a highly supersat-

urated homogeneous H2SO4 gas phase with the results from kinetic simulations em-

ploying quantum chemically derived decomposition rates of electrically neutral H2SO4

molecular clusters up to the pentamer at large range of relative humidities. By using

high H2SO4 concentrations, we circumvent the uncertainties concerning contaminants

and competing reactions present in studies at atmospheric conditions. We show good

agreement between molecular simulation and experimental measurements and provide

the first evaluation of theoretical predictions of the stabilisation provided by water

molecules.
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New particle formation in the atmosphere is known to have a large effect on earth’s

climate and is often connected to the availability of sulfuric acid (H2SO4).1,2 H2SO4 forms

molecular clusters with water and further stabilising species such as amines3,4 or organic

acids5–7 that can then grow large enough to act as cloud condensation nuclei. Measure-

ments at the CLOUD chamber, CERN, have provided experimental data from which cluster

thermochemistry data was recently extracted for the sulfuric acid-ammonia system.8,9 For

small neutral clusters, the usually employed mass spectrometric techniques are challenging

to apply since they require an initial charging of the clusters, which is expected to affect the

molecular composition.10–13 However, neutral nucleation may dominate over ion-mediated

nucleation in many environments.14 Even key parameters of neutral nucleation remain un-

der discussion, for instance the collision rate between H2SO4 clusters where long range forces

enhance the rate of clustering.15

In previous work, we have shown an experiment where a homogeneously supersaturated

gas phase of H2SO4 is formed during ozonolysis of 2-butene in the presence of SO2 via its rapid

oxidation by stabilized Criegee intermediates (sCI).16 This provides a new pathway that is

able to yield higher supersaturation than in previous experiments with temporal control via

known reaction kinetics.17,18 The in situ formation of H2SO4 removes the otherwise prevalent

influence of the concentration inhomogeneities at an inlet nozzle while wall losses at least in

the initial phase of nucleation are diminished by the high concentrations. Since the discovery

of this system, we have developed a kinetic model from first principles where the evolving

particle size distribution (PSD) can be calculated from the gas phase.19 There we were able

to show a high sensitivity of the resulting PSD towards the used clustering rates. Now we

use this sensitivity to evaluate quantum chemically derived aggregation kinetics and thereby

investigate the underlying cluster energetics for the stabilising effect of water molecules on

sulfuric acid clusters.

The experimental set-up and procedures have been discussed in detail in previous works,

therefore only the main features are described below.20–23 The ozonolysis experiments were
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conducted at ∼450 mbar in a static reactor with a volume of 64 L. For all relevant reactions,

we expect this to be at least close to the high pressure limit.21 For better comparability

with the bulk of experiments at tropospheric pressure, all concentrations below are given in

terms of mole fractions against 1 bar reference pressure, noting that the real mole fractions

are a factor of ∼2.2 larger. Reactant concentrations were determined volumetrically for all

substances except ozone, where UV absorption was employed. A calibrated dilution of SO2

in N2 was used to achieve the SO2 concentrations. Reactant and product concentrations in

the reactor were determined using Fourier Transform Infrared Spectroscopy (Bruker Vertex

70v FTIR spectrometer, 12 m path length in the reactor through use of a multipass White

cell), where applicable. All chemicals used were of commercial grade (see supporting infor-

mation). The reactive mixture was prepared by rapidly (within ∼2 s) expanding a mixture

of 2-butene (mixture of cis and trans) with synthetic air as well as ozone with synthetic

air from two premixing chambers, both with a volume of 40.5 L, into the reactor, resulting

in 18 ppm 2-butene and 0.85 ppm ozone. The temperature during the expansion increases

to 305 K before homogenising and decreasing to 298 K within a few seconds. During

the experiment, it slowly further decreases to reach 295.5±0.5 K dictated by a thermostat

cooling the inner shell of the double-shell construction. SO2 and water were added directly

to the reactor ahead of the expansion. Ozonolysis reaction time was 300 s in all experiments.

After this time, the ozone was completely consumed and the particle size distribution only

changed slowly and marginally with wall losses, dilution, and coagulation. The rates for

these processes have been determined in earlier work.19 To perform the particle analysis,

synthetic air was added to the reaction cell up to a pressure of 1 bar. The particle size dis-

tributions were measured with a particle classifier (TSI SMPS 3938EL57 with LDMA 3081A

and NDMA 3085A as well as TSI CPC 3750, operation parameters: 2 litres per minute

(lpm) sheath flow and 0.2 lpm sample flow). A series of 6 particle size distributions was

measured for each experiment, where the first scan time was used to equalize the in- and

outflow rates and therefore disregarded in the analysis. The particle number concentrations
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have been calculated from the obtained values of dN/d log(dp) for ease of comparison with

the simulations.. Fig. 1 shows the influence of the addition of water on the resulting particle

size distribution.

The main aspects of the particle dynamics model have been presented in a previous publi-

cation.19 Since these previous reference experiments were only performed at dry conditions,

the reactions of the water monomer and dimer with the sCI were added to account for their

influence at the higher water contents present (see reaction mechanism in the supplementary

data). Beyond that, the gas phase kinetics calculations use the reaction mechanism developed

in earlier work16 and were calculated with the Logesoft 1.02.013 software package.25 For the

particle phase (i.e. where the cluster reactions are no longer treated molecule-by-molecule,

starting at the hexamer), the temporal development of the whole ensemble of particles due

to coagulation, condensation, evaporation, wall losses, and dilution is modelled as a set of

kinetic equations without explicit treatment of the cluster energetics. We adapt the sectional

model as described by Gelbard and Seinfeld,26 since it allows for a very flexible description

regardless of the number of components in the system or the modality of the distribution.

We chose to increase the section size with increasing particle size in a manner that keeps the

position and size of the sections in agreement with our experimental equipment, following

expression (1):

di = dα ×
(
dΩ

dα

) i−1
itot−1

. (1)

Here di is the lower boundary of section number i, dα that of the smallest section, dΩ that

of the largest section and itot the total number of sections. Usually, the section size follows

di+1 = di×fs with fs as a constant factor. If fs is lower than 1.08, the discrepancies towards

non-sectional methods become almost negligible.27 For our sections, the corresponding value

for fs would be smaller at around 1.0365. By implementing a moving average size of the

particles in the respective bins, we circumvent the problem of numerical diffusion.27,28
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The kernels governing the condensation and coagulation have been left unchanged since

the last publication, where they were validated against the temporal evolution of the exper-

imental size distribution.19 The crucial set of non-determined parameters in the simulation

are the decomposition rates of the initial H2SO4−H2O molecular clusters containing up to

five H2SO4 molecules. In the previous publication,19 they were arbitrarily chosen purely

to determine the sensitivity of the resulting size distribution on the initial nucleation rates.

Now we calculate the rates from the Gibbs free energies of formation of the clusters instead,

obtained from quantum chemistry.29 Different from the treatment by Kürten,9 the influence

of water is calculated explicitly for these clusters. Each cluster with a given number of H2SO4

molecules was assumed to be hydrated by up to five H2O molecules. As the rate coefficients

of water condensation and evaporation are orders of magnitude higher than those of H2SO4,

the clusters are assumed to be in equilibrium with respect to water and the decomposition

rates are calculated as effective values over the hydrate distributions. The decomposition

rate of cluster i+ j into clusters i and j is

γi+j→i,j = βi,j
Pref

kBT
exp

(
∆Gi+j −∆Gi −∆Gj

kBT

)
, (2)

where ∆Gi is the formation free energy of cluster i with respect to monomers, calculated at

reference pressure Pref, T is the temperature, and kB is the Boltzmann constant. βi,j is the

rate coefficient of the corresponding molecular collision, calculated here as the hard-sphere

collision rate. This neglects additional attractive potentials and will therefore be a lower

limit to the true value, but since changing the collision rates also changes the evaporation

rates to have the opposite effect, this does not significantly impede the model comparisons

in this work. Eq. (2) is calculated for all hydrates of cluster i+ j decomposing into hydrates

of clusters i and j, and the effective rate is obtained as

γeff
i+j→i,j =

nmax∑
n=0

nmax−n∑
m=0

γi+j,n+m→i,n;j,mfi+j,n+m. (3)
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In Eq. (3), n and m are the numbers of H2O molecules in the decomposition products i

and j, nmax = 5 is the maximum number of water molecules in the clusters, and fi+j,n+m

is the fraction of hydrates containing n + m water molecules in the hydrate distribution of

cluster i+ j. The hydrate distributions are calculated from the free energies of hydration as

described in Henschel et al.30

Two different quantum chemically derived data sets were used to assess the decomposition

rate coefficients: previously published data calculated at the RICC2/aug-cc-pV(T+d)Z//

B3LYP/CBSB7 level of theory,30 and updated data obtained applying the recently developed

DLPNO method31,32 at the DLPNO-CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31++G(d,p) level.

It should be noted that the DLPNO calculations are based on re-optimization of the original

lowest free energy B3LYP/CBSB7 structures and that no new configurational sampling has

been applied (data can be found in the Atmospheric Cluster Database33). Generally, the

previously used RICC2 method tends to overpredict cluster binding and yield more ran-

dom errors, while the DLPNO method tends to underpredict it while giving more robust

results.34,35 The rates resulting from the quantum chemical calculations were further mul-

tiplied with a scaling factor to bring the simulated size distributions to the best possible

agreement with the experiments, given in tab. 1 and shown in fig. 4. As illustrated in fig. 2

as well as the previous publication,19 the sensitivity towards the decomposition rates enables

us to pinpoint overall rates of nucleation within a factor of 2.

A comparison of the final decomposition rates shows two striking differences in the wa-

ter dependency (see tab. 1). Firstly, the RICC2 method predicts a drastic stabilisation of

the trimer already at 5 mbar of added water, while DLPNO only gives a moderate influence.

Since the wet rates are calculated as weighted sums over all the possible decomposition paths

of a respective cluster, the dependence of the effective rate on the stabilities of individual

hydrates is highly non-linear. Secondly and probably connected to this effect, RICC2 shows

the decomposition to a trimer and a monomer as the most likely reaction of a hydrated

tetramer. In contrast, for DLPNO the ratio between the trimer and monomer decompo-
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Table 1: Calculated effective decomposition rates (in s−1) of H2SO4−H2O molec-
ular clusters at varying water partial pressures along with their scaling factor
that best brings the simulation in agreement with the experiment for 100 ppb
initial SO2 for the RICC2 (top) and DLPNO (bottom) method. Rates for the
pentamers were taken from the dry values for 10 ppm H2O and interpolated be-
tween the tetramer decomposition rates and the evaporation rates from particles
for the wet cases (see supplementary data), since no hydrated calculated rates
were available. A=H2SO4

Method Reaction 10 ppm 5 mbar 10 mbar 15 mbar 20 mbar
A2 −−→ 2 A 5.15·103 2.42·103 1.45·103 1.00·103 7.61·102

A3 −−→ A2 + A 1.37·105 6.21·102 2.35·102 1.71·102 1.52·102

A4 −−→ A3 + A 4.66·103 2.91·103 6.49·103 1.15·104 1.79·104

RICC2 A4 −−→ A2 + A2 2.58·104 1.5·102 1.9·102 3·102 4·102

A5 −−→ A4 + A 4.91·104 2.11·103 4.60·103 8.14·103 1.27·104

A5 −−→ A3 + A2 1.63·104 – – – –
Best fit scaling factor, 100 ppb SO2 3 8.5 7.5 6.25 5
Best fit scaling factor, 10 ppb SO2 0.525 0.90 0.70 0.60 0.50

A2 −−→ 2 A 1.48·105 1.46·105 1.35·105 1.22·105 1.11·105

A3 −−→ A2 + A 4.90·106 4.85·106 3.79·106 2.44·106 1.58·106

A4 −−→ A3 + A 2.90·104 3.30·104 5.13·104 9.34·104 1.60·105

DLPNO A4 −−→ A2 + A2 1.99·105 2.27·105 2.92·105 3.74·105 4.60·105

A5 −−→ A4 + A 1.78·104 1.79·105 2.37·105 3.22·105 3.22·105

A5 −−→ A3 + A2 1.27·103 – – – –
Best fit scaling factor, 100 ppb SO2 0.25 0.065 0.0285 0.016 0.01
Best fit scaling factor, 10 ppb SO2 0.04 0.006 0.0028 0.0015 0.001

sition and the dimer and dimer decomposition remains similar to the dry case. However,

changing the decomposition pathway even from pure dimer formation to pure trimer and

monomer formation has no significant impact on the resulting particle size distribution from

the simulation as long as the overall decomposition rate of the tetramer remains constant.

From the evaporation rates of H2SO4 from the largest clusters, an approximation of

macroscopic saturation pressures can be made (shown in tab. 2, see SI for details). Here

further discrepancies between the methods become apparent: for increasing humidity, the

saturation pressures derived from DLPNO decrease and even show qualitative agreement

with macroscopic experimental data (see fig.1 in the SI)36 while the values derived from

the RICC2 calculations show unphysical behaviour with an increase of saturation pressures.

It should be noted that allowing the evaporation from clusters with more than five H2SO4
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Table 2: Variation of the effective saturation pressures (ceff = csat · Xm · γm) of
H2SO4 to give a consistent description of the evaporation from clusters and
particles for the respective sets of decomposition rates (see table 1).

Water RICC2 DLPNO
content peff/ Pa ceff/ 1/m3 peff/ Pa ceff/ 1/m3

10 ppm 1.9·10−6 4.8·1014 8.0·10−6 2.0·1015

5 mbar 3.6·10−6 8.8·1014 2.3·10−6 5.7·1014

10 mbar 6.9·10−6 1.7·1015 1.4·10−6 3.3·1014

15 mbar 1.0·10−5 2.5·1015 1.0·10−6 2.5·1014

20 mbar 1.3·10−5 3.1·1015 8.6·10−7 2.1·1014

molecules only insignificantly changes the resulting particle size distribution under these

conditions since the impact of the loss of singular H2SO4 molecules becomes smaller with

increasing particle size.

With the tools now at our disposal, we are able to differentiate between three regimes

of particle dynamics. For higher SO2 concentrations (starting above 200 ppb initial SO2), as

can be seen in fig. 3, additional mass is necessary to bring the simulated size distribution

in agreement with the experiment regardless of the scaling factors used for the nucleation

reaction. Since this necessity is only seen for particle size distributions with comparatively

long residence times and large mean sizes, a source could be reactive uptake of small oxidised

organic molecules from the 2-butene ozonolysis; however any further analysis would be pure

speculation so the results from these higher concentrations are disregarded for now.

A second regime is identified at low initial concentrations (10 ppb SO2 and below), where

the necessary multiplicators are below unity even for the RICC2 values (see the filled and

open squares in fig. 4). This is counterintuitive with regards to the general overprediction of

the cluster stability with this method,34 we therefore conclude that for these low concentra-

tions, additional stabilising species such as oxidation products from the 2-butene ozonolysis

or amines introduced as impurities may start to play a role in the nucleation mechanism. This

is in agreement with the influence of impurities seen in atmospheric chamber experiments.

In a third regime with initial SO2 values around 100 ppb (corresponding to ∼20 ppb peak

H2SO4 concentration), both the RICC2 and DLPNO scaling factors are in agreement with
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their respective oppositional biases (see filled and open triangles in fig. 4). For the dry de-

composition rates only a scaling factor of 3 and 0.5 for RICC2 and DLPNO, respectively,

is necessary to bring the simulations in agreement with the experiment. The errors are

expected to be the smallest in the dry case since the dry clusters have significantly fewer

degrees of freedom, lowering the complexity. These factors correspond to modifying the

reaction free energies (Eq. 2) by less than 1 kcal/mol, which is well within the typical uncer-

tainty of quantum chemical methods. Both methods are therefore able to reproduce the dry

nucleation rate well. At increasing water content, the two methods start to diverge. While

the RICC2 values show the overall smaller dependency of the scaling factor on water content,

the DLPNO factors have to be monotonously decreased. As stated by Myllys et al.,34 this

might be related to a systematic underestimation of the binding energies by the DLPNO

method, which becomes more pronounced for larger clusters. Since species such as highly

hydrated H2SO4 clusters are promoted by higher relative humidities, their systematically un-

derpredicted stabilities gain more influence in equation 3. On the other hand, RICC2 may

benefit from error compensation: while it tends to overpredict cluster stability, the structural

sampling may have the opposite effect if the most stable cluster structures are not found,

giving reduced net errors. This can also be a consequence of the lack of new configurational

sampling. The incorrect humidity influence on the saturation pressure for RICC2 indicates

such masked errors (see tab. 2 and fig. 1 in the SI). Varying the reaction rate of water and

its dimer with the sCI also changes the resulting total particle mass (compare fig. 1), but no

influence on the necessary scaling factors was found.

To summarise, we show how rapid oxidation of SO2 through stabilized Criegee interme-

diates produces a highly supersaturated H2SO4 gas phase at different degrees of humidity.

Under certain experimental conditions, homogeneous nucleation of H2SO4 is the dominating

if not the only relevant nucleation reaction. Comparing experimental particle size distri-

butions with the results from kinetic simulations employing quantum chemically derived

decomposition rates of the neutral H2SO4 clusters gives direct insight into the molecular
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nucleation mechanism while also providing the correct sinks to prevent overestimation of

new particle formation. This approach allows us to reduce the complexity of the particle

formation problem, as nucleation becomes the key process for the evolution of the particle

size distribution. We are able to show the good agreement – within the correct order of

magnitude – of the quantum chemically derived cluster decomposition rates with rates nec-

essary to correctly describe the experimental particle size distributions. We also provide the

first evaluation of the stabilisation provided by water molecules, where the DLPNO derived

stabilisation is too small and therefore the decomposition rates are overestimated over the

whole range of cluster sizes. Still, the values for the tetramer generate saturation pressures

in qualitative agreement with experimental values. The RICC2 values provide a better fit to

the experimental particle data, however possibly affected by beneficial error compensation

due to incomplete sampling of the formed hydrate clusters as the corresponding saturation

pressures show. Since water has a large influence on cluster formation and the resulting

particle size distribution, further configurational sampling of hydrated cluster systems using

systematic hydrated sampling techniques is clearly needed to further improve the calculated

nucleation rates.37,38 Additionally, an extension of the investigated cluster sizes beyond the

tetra- and pentamer, possibly also with experimental studies,39 would help to lessen the

uncertainty introduced by specific cluster structures.

By resolving the sulfuric acid and sulfuric acid - water nucleation mechanism and bridging

the gap between molecular simulation and experiment to investigate the nucleation rates,

we are taking one step further towards calculating the concentration of newly formed cloud

condensation nuclei directly from the atmospheric gas phase composition.
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Figure 1: Comparison of two experimental size distributions (averaged from multiple individ-
ual distributions) at ∼10 ppm H2O and 20 mbar H2O partial pressures measured between 420
and 495 s after the initial expansion. Even the dry conditions are wet enough to efficiently
form H2SO4 from SO3.16 The SO2 concentrations were varied to account for the influence of
the water content on H2SO4 yield via reactions of the water monomer and dimer with the
Criegee intermediates. The dry case was performed with 10 ppb SO2, the wet with 100 ppb.
Fitting the individual size distributions with a lognormal function yielded an average par-
ticle mass concentration of 32.6 ± 1.5 µg m−3 for the dry and 25.3 ± 3.1 µg m−3 for the wet
condition, using a density of 1.7 g/cm3 for pure sulfuric acid particles.24 This corresponds to
simulated total H2SO4 yields of 7.8 ppb and 6.2 ppb, respectively.
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Figure 2: Comparison of an experimental size distribution (grey histogram, average over
three individual scans) to those from simulation runs (simulated distribution was smoothed
three times with the moving average method) with the decomposition rates from table 1 at
10 mbar H2O and 100 ppb SO2. The decomposition rates were multiplied by the value given
in the legend to maximize agreement with the experiment (see also figure 4) and to show
the clear difference induced by values only a factor of 2 different.
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Figure 3: Comparison of an experimental size distribution (grey histogram) to those from
simulation runs with varied decomposition rates for both theoretical methods, shown for
1 ppm initial SO2 and dry conditions. Since a difference in mass is apparent due to either
having the same total number but a lower mean size or alternatively the correct mean size
but too few particles, this concentration of SO2 lies in the regime with unknown further
condensing species.
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Figure 4: Comparison of the necessary scaling factors to bring simulations and experiments
in agreement. Squares represent 10 ppb initial SO2, triangles 100 ppb. The dotted line at
unity facilitates the distinction between increasing and decreasing the decomposition rates.
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