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GENERATIVE MODELS

Impressive progress in last years, algorithmic improvements
coupled with large scale training and large models

(Source: https://bit.ly/3azTV7J)
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GENERATIVE MODELING BENEFIT FROM SCALING:
BIGGAN

BigGAN (Brock, Donahue, and Simonyan 2019) was the first
architecture to scale to ImageNet-1K
Trained on high resolution up to 512x512, and have high
diversity and high quality samples
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GENERATIVE MODELING BENEFIT FROM SCALING:
BIGGAN

Model much larger than previous works: scaling width and and
depth
Batch size (up to 2048) much bigger than previous works
Benefit of scaling the model: reach better performance in fewer
iterations
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GENERATIVE MODELING BENEFIT FROM SCALING:
BIGGAN

512x512 resolution model trained on 512 TPUs (TPU v3 pod)
Training takes between 24 hours and 48 hours for most models
Results as model size is increased:
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GENERATIVE MODELING BENEFIT FROM SCALING:
BIGGAN

a lot of tuning is necessary in experimentation, before finding
the good range of hyper-parameters
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REPRESENTATION LEARNING BENEFIT FROM
SCALING: BIGBIGAN

BigBiGAN(Donahue and Simonyan 2019) asked the following
question: can GANs learn a useful general representation from
unlabeled data ?
Can we learn high level concepts that we can exploit for
downstream tasks ?
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REPRESENTATION LEARNING BENEFIT FROM
SCALING: BIGBIGAN

Similar to BigGAN but in addition to discriminator and generator,
we also have an encoder
Three networks to optimize simultanously
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REPRESENTATION LEARNING BENEFIT FROM
SCALING: BIGBIGAN

Training on ImageNet-1K up to 256x256 resolution, completely
unsupervised (no conditioning)
Training on 32 to 512 TPU cores
Batch size of 2048 similar to BigGAN
Architecture similar to BigGAN for generator and
discriminator, for encoder architecture is based on ResNet-50
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REPRESENTATION LEARNING BENEFIT FROM
SCALING: BIGBIGAN

Learned representation focus on high-level semantic details
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REPRESENTATION LEARNING BENEFIT FROM
SCALING: BIGBIGAN

Better image modeling (FID) translates to better performance in
downstream task (supervised classification)
Bigger models perform better in downstream task (supervised
classification)
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INNOVATIONS IN ARCHITECTURE: STYLEGAN2

StyleGAN/StyleGAN2 (Karras et al. 2020) introduces a novel
way to structure the generator architecture
It decomposes the latent space into high level attributes
(encoding concepts such pose and identity) and stochastic
variation (e.g., to handle freckles and hair)
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INNOVATIONS IN ARCHITECTURE: STYLEGAN2

The latent z is converted to w = f (z) using 8 fully connected
layers f
The w vector is then mapped to a style vector using a fully
connected network for each resolution. One style vector per
resolution.
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INNOVATIONS IN ARCHITECTURE: STYLEGAN2

One block per resolution, each block upsample by 2
Each resolution block is affected by its dedicated style vector A
and noise B
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INNOVATIONS IN ARCHITECTURE: STYLEGAN2

No need progressive generation like in ProGAN (Karras et al.
2018)
The generated image RGBs are a sum of RGBs from each
resolution outputs, everything is learned simultanously
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INNOVATIONS IN ARCHITECTURE: STYLEGAN2

Larger configuration network renders high resolution details
better

15/18



INNOVATIONS IN ARCHITECTURE: STYLEGAN2

Distributed training on 8 V100 GPUs
Reduce training time from 70 days with 1 GPU to 10 days with 8
GPUs
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INNOVATIONS IN ARCHITECTURE: STYLEGAN2

One should not forget the cost of exploration as well: 51 GPU
years was required in total
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SUMMARY

We have seen different architectures proposed in the literature
The GANs are in general costly to train, especially with larger
resolutions and for large datasets.
Distributed training helps to make training faster
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