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Abstract

Our recently developed Open-Boundary Molecular Mechanics/Coarse Grained (OB-

MM/CG) framework predicts ligand poses in important pharmaceutical targets, such

as G-protein Coupled Receptors, even when experimental structural information is

lacking. The approach, which is based on GROMOS and AMBER force fields, allows

for grand-canonical simulations of protein-ligand complexes by using the Hamiltonian

Adaptive Resolution Scheme (H-AdResS) for the solvent. Here, we present a key step

toward the estimation of ligand binding affinities for their targets within this approach.

This is the implementation of the H-AdResS in the GROMACS code. The accuracy

of our implementation is established by calculating hydration free energies of several

molecules in water by means of alchemical transformations. The deviations of the

GROMOS- and AMBER-based H-AdResS results from the reference fully-atomistic

simulations are smaller than the accuracy of the force field and/or they are in the

range of the published results. Importantly, our predictions are in good agreement

with experimental data. The current implementation paves the way to the use of the

OB-MM/CG framework for the study of large biological systems.

Introduction

Human G-Protein Coupled Receptors (hGPCRs) are a superfamily of transmembrane pro-

teins fundamental for cell signaling.1 They are immensely important from a pharmaceutical

perspective: as many as 34% of Food & Drug Administration (FDA) drugs target hGPCRs.2

The structure-based drug design for this superfamily is unfortunately hampered by the lack

of experimental structures (available for only 8% of 800 hGPCRs).3 Thus, for most hGPCRs,

molecular modeling is currently the only method to investigate ligand binding. However, the

quality of structural models largely depends on the degree of sequence identity between the

template and the target protein. Atomistic molecular dynamics (MD) simulations may im-

prove the predictions.4–9 Thanks to highly detailed representation of the protein-ligand com-
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plex as well as its environment (lipid molecules comprising the membrane, water molecules,

ions), MD simulations serve as a sophisticated and capable tool to examine protein-ligand

interactions and to compute ligand-binding affinity. However, in the fairly common cases

where the sequence identity between the target protein and the template is low, caution is

advised: incorrectly predicted side chain orientations might cause long structure relaxation

time, prevent proper equilibration of the system, and in some cases, lead to finding a wrong

free energy minimum structure.

To face these challenges, our lab developed a GROMACS-based10–13 multiresolution hy-

brid scheme, the so-called Open-Boundary Molecular Mechanics/Coarse-Grained framework

(OB-MM/CG).14,15 The core idea is to represent the region of interest (in this case, the

ligand-binding site including the solvent molecules) on the highly detailed, atomistic level of

resolution, while the description of the rest of the system is either coarse-grained (protein out-

side the binding site, solvent bulk) or implicit (membrane). Partial protein coarse-graining

reduces the source of error caused by wrong side chain orientations often introduced in low-

resolution models. A simplified implicit membrane reduces the computational cost of the

simulation while preserving the most essential membrane functions: it prevents water from

diffusing the hydrophobic region of the protein and keeps the protein fully folded.16 In the

latest version of our code, the solvent is treated using the Hamiltonian Adaptive Resolution

Scheme (H-AdResS).17 This approach, developed by Potestio et al.,17 reduces the number

of degrees of freedom of the water solvent by coupling a small atomistic region to a large

coarse-grained reservoir. This results in a simulation of the grand-canonical ensemble in

the atomistic region and allows, in principle, for rigorous calculations of ligand-binding free

energies.18 The current OB-MM/CG code was validated on a well-studied GPCR-ligand

complex. The structural and dynamical properties, including the ligand poses, were shown

to be in good agreement with the reference fully-atomistic simulations.15

Keeping the pharmacological relevance of the hGPCRs in mind, the next step of the OB-

MM/CG framework’s development consists in implementing predictions of ligand-binding
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affinities, the key parameters for drug design. We address this issue using a multistep strat-

egy: (i) Selecting a specific free energy method. Here, we chose alchemical transformations

for a variety of reasons. First, it enables ranking and filtering the most promising drug

molecule candidates in order to narrow down the molecule set for later stages of drug de-

sign.19 Second, calculating relative — as opposed to absolute — binding free energies among

a set of drug candidates cancels out the errors arising due to a chosen force field. These

errors can be especially prominent in the case of drug-like molecules due to the difficulty

of their parametrization.20 Finally, these calculations are very much apt for drug screening

as they are easy to implement and less CPU-demanding than other methods.1 In combi-

nation with the staging approach chosen for sampling, the alchemical transformations can

be parallelized in a straightforward fashion suitable for high-performance computing. This

enables application for hGPCRs in the future. (ii) Implementing and validating alchemical

transformations in the GROMACS-based H-AdResS code. To the best of our knowledge, this

is the first time that such an implementation has been attempted.2 (iii) Implementing the

modified H-AdResS algorithm with enabled alchemical transformation into our OB-MM/CG

code. This last step, currently in progress, will be presented in a subsequent paper.

The accuracy of our implementation is established by comparing the H-AdResS-based

predictions of hydration free energies (HFEs) for a selected set of molecules against values

obtained via standard fully atomistic MD calculations and from experiment. Our calculations

are based on the force fields currently implemented in the OB-MM/CG framework,26 namely,

the GROMOS force field27 and the General AMBER Force Field (GAFF).28 We focus on

neutral analogues of amino acid side chains (except glycine and proline29–31), commonly

used in force-field parametrization.32 They exhibit different size, hydrophobicity, and charge

distribution and include common functional groups (alkanes, alcohols, amides, etc.). This
1However, alchemical transformation provides neither mechanisms nor kinetic constants of ligand bind-

ing/unbinding, which can be addressed by approaches such as well-tempered metadynamics21,22 or Markov
State Models23

2So far, hydration free energies have been calculated only using the AdResS approach.24,25 Although
both schemes dynamically couple regions of different resolution via a hybrid region, AdResS uses force
interpolation while H-AdResS employs interpolation between potential energy functions.
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allows us to assess the accuracy of our predictions for cases of varying difficulty.

This paper is organized as follows: the brief overview of the H-AdResS theory and the

computational details are reported in the Theory and Methods Section. The Results and

Discussion Section presents the HFE results obtained using the H-AdResS setup and com-

pares them with the previously published calculated and experimental HFE values. The

Conclusions Section provides final remarks on the present work and the outlook for the

future development of the setup.

Theory and Methods

Hamiltonian Adaptive Resolution Scheme (H-AdResS)

Short review of the method. The H-AdResS17 represents the water solvent at dif-

ferent levels of resolution simultaneously in a single simulation. The levels of resolution — in

our case, atomistic and coarse-grained — are assigned to subregions in space and smoothly

coupled via a transitional hybrid region. This allows the water molecules to change their

resolution on the fly as they freely move through the hybrid region. In our setup, the solute

molecule is placed in the center of a spherical atomistic (AT ) region, surrounded by a hybrid

(Hy) shell, which is coupled to a coarse-grained (CG) region (Figure 1a).

The total Hamiltonian for the system of a solute molecule and N water molecules reads:

H = Ktot + V sol/sol−w +
N∑
α

[
λαV

AT
α + (1− λα)V CG

α

]
−

N∑
α

∆H(λα) (1)

Here, Ktot is the total kinetic energy of the entire system (solute plus solvent), and

V sol/sol−w is the potential energy of the intra- and intermolecular interactions of the solute.

The third term describes the potential energy of intermolecular solvent-solvent interactions

of N water molecules (labeled α) on the atomistic (V AT ) and the coarse-grained (V CG)

levels of resolution. The resulting potential energy of a molecule α is a sum weighted by
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Figure 1: a. H-AdResS setup: a solute molecule (green) is located in the center of the
spherical AT region (blue), surrounded by a spherical Hy shell (purple), with the rest of
the solvent in the CG region represented by CG beads (red). b. The switching function λα
responsible for the transition between the AT and CG regions smoothly varies between 1
and 0 in the Hy region. The atomistic water molecule is mapped to a single CG virtual site
positioned at the molecule’s CoM.

the switching function λα = λα(Rα). The latter depends on the position of the molecule’s

center of mass (CoM) and is defined to be 1 in the AT region, 0 in the CG region, and

1<λα<0 in the Hy region, where it smoothly changes its value. This results in a linearly

interpolated representation of the water molecule transitioning between the AT and CG

regions (Figure 1b). In the present setup, V AT is the SPC/E model,33 which describes water

molecules as rigid; therefore, there is no intramolecular term for the solvent in Eq. 1. V CG

is a Lennard-Jones potential derived to match the density of the SPC/E model and applied

to a single CG virtual site positioned at the water molecule’s CoM.

The last term in the Hamiltonian (Eq. 1) is the so-called compensation term ∆H(λα),

which is a time-independent function of the molecule’s position. The pairwise CG potential

used in practice is an approximation of a many-body CG potential that would be able to

reproduce the properties of an atomistic system exactly. The latter, however, is very difficult

and time-consuming to obtain.34 Although the pairwise CG potential does reproduce the

chosen properties of the AT potential (here: density of water) well, the chemical potentials

of the AT and CG regions differ, which leads to the net flux of water molecules in the Hy
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region in the absence of the compensation term. This term can be constructed by imposing

either the same pressure or density in the AT and CG regions.17,18 Since the V CG potential

was derived based on the density of the atomistic water, the latter method is used. In this

case, ∆H(λα) reads:17

∆H(λα) =
∆F (λα)

N
+

∆p(λα)

ρ
≡ ∆µ(λα) (2)

Here, the Helmholz free energy difference is ∆F (λα) = F (λα) − F (λ = 0), the pressure

difference is ∆p(λα) = p(λα) − p(λ = 0), and ρ is the reference water density. The result-

ing compensation is equivalent to the change in chemical potential ∆µ(λα) across the Hy

region.17 We also note that this setup results in a grand-canonical description of the AT

region, since µAT and µCG are preserved and the water molecules are freely exchanged across

the Hy region.35 (more details in the SI).

Practical implementation. In the present work, the previously existing H-AdResS

implementation was modified in order to enable the alchemical free energy calculations by

integrating the H-AdResS-related functions into the free energy sampling routine of GRO-

MACS 4.5.10–13

Computational Details

The solute molecules reported in Table 1 are all the neutral amino acid side chain ana-

logues including the Nδ- and Nε-protonated tautomers of histidine, namely, Hid and Hie

(glycine and proline were not considered, as mentioned in the Introduction). The resulting

15 molecules were parametrized in two ways. In the first case, the topology and coordinate

files were taken directly from the FreeSolv database,36 where they were parametrized using

the GAFF28 force field with AM1-BCC37,38 charges.3 In the second case, the topology and

coordinate files were generated using the PRODRG server,42 with the RESP39–41 charges
3With the exception of histidine analogues, for which B3LYP/6-31G** RESP39–41 charges were calculated.
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calculated at the B3LYP/6-31G** level using the Gaussian09 package.43

Table 1: Molecules undergoing HFE calculations in this study. The test set
consists of nine nonpolar and four polar amino acid side chain analogues, along
with the two neutral tautomers of histidine. The side chain analogue of cysteine
(methanethiol) was replaced with ethanethiol, since the server for one of the
force fields (PRODRG42 for GROMOS27) does not allow input topologies with
only two heavy atoms such as methanethiol.

Molecule Residue
methane Ala (alanine)
propane Val (valine)
isobutane Leu (leucine)
n-butane Ile (isoleucine)
toluene Phe (phenylalanine)
3-methyl-1H-indole Trp (tryptophan)
5-methylimidazole Hid (histidine)
4-methylimidazole Hie (histidine)
methylsulfanylethane Met (methionine)
methanol Ser (serine)
ethanol Thr (threonine)
acetamide Asn (asparagine)
propionamide Gln (glutamine)
p-cresol Tyr (tyrosine)
ethanethiol "Cys" (cysteine)

For the solvent, either the fully atomistic (using V AT in Eq. 1) or the hybrid (using V AT

and V CG) descriptions were employed, along with an effectively fully atomistic H-AdResS

setup (i.e. λα = 1 for α = 1, .., N). The latter was used to check for possible errors associated

with the implementation of the modified H-AdResS code (see the SI). Overall, this led to six

different setups reported in Table 2.

The SPC/E model33 was used for V AT . Although TIP3P44 and SPC45 are the "native"

water models for AMBER/GAFF and GROMOS, respectively, SPC/E was tested for HFE

calculations and is compatible with both force fields.46,47 The V CG Lennard-Jones potential

was derived in a separate simulation of a water box using the iterative Boltzmann inversion

to match the density of the SPC/E model.48

Each system consisted of one of the solute molecules in Table 1, placed in the center of the

cubic box and solvated with water molecules using the genbox tool in GROMACS 4.5.49 Peri-
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Table 2: Approaches to calculate HFE used in this study. Notice that, in all
cases, SPC/E33 model was used for the atomistic description of water.

Abbreviation Solute force field Water description GROMACS
code version

AMB-refa GAFF28 with AM1-BCC37,38 atomistic 4.510–13

GRO-ref GROMOS27 with RESP39–41 atomistic 4.510–13

AMB-HAda GAFF28 with AM1-BCC37,38 hybrid, λα = λα(Rα) H-AdResSc

GRO-HAd GROMOS27 with RESP39–41 hybrid, λα = λα(Rα) H-AdResSc

AMB-HAd-ATa,b GAFF28 with AM1-BCC37,38 hybrid, λα = 1 H-AdResSc

GRO-HAd-ATb GROMOS27 with RESP39–41 hybrid, λα = 1 H-AdResSc

a For the sake of clarity, the names of the approaches are derived from the names of their
general force fields (AMBER or GROMOS) instead of the names of small-molecule
parameter sets;
b The results of these setups are reported in Table 1 of the SI;
c In-house version of GROMACS 4.5 with modified H-AdResS.

odic boundary conditions in all three dimensions were applied. Harmonic position restraints

were applied on the solute molecule to prevent it from drifting from the center of the AT

region. The side length of the cubic box b was calculated as follows: b = 2∗(rAT +dHy+dCG),

where rAT is the radius of the atomistic region, and dHy and dCG are the widths of the Hy

and CG regions, respectively (Figure 2). The radius of the AT region was calculated based

on the molecule size with the margin of 1.2 nm. The latter corresponds to the cutoff radii

for the nonbonded interactions (see the next paragraph) to ensure that the sampling of the

microstates occurs strictly within the AT region. The widths of the Hy and CG regions are

system-independent: dHy = 1.2 nm,14 dCG = 0.8 nm.

A cutoff radius of 1.2 nm was used for both electrostatic and van der Waals interactions.

Long range electrostatic interactions were treated using the Reaction Field50–52 method. As

for van der Waals interactions, tabulated user-defined potential functions for repulsion and

dispersion were used group-wise, with separate tables for the atomistic and coarse-grained

representations, respectively. In the case of the fully atomistic reference simulations, the

tabulated potential for atomistic interactions was used for the sake of consistency.

Free energy differences were estimated using the staging method with multiple indepen-
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Figure 2: Geometry of the simulation box. b is the side length of the box, rAT is the
radius of the AT region, dHy = 1.2 nm is the width of the Hy shell, and dCG = 0.8 nm is
the distance from the outer radius of the Hy shell to the side of the cubic box.

dent intermediate states simulated in parallel.53 The two end states were defined via the

intermolecular solute-solvent interactions: solute in water versus solute in vacuum. Decou-

pling the Coulomb interactions was performed linearly with 11 staging windows. van der

Waals interactions were decoupled using soft-core potentials54–57 with 21 staging windows.

The analysis of the results was performed using the g_bar (Bennett Acceptance Ratio)58

module of the GROMACS 4.5 package.10–13

Each of the intermediate window stages for each solute (Table 1) in water underwent the

following sequence of calculations:

1. Minimization of the fully atomistic systems (solute in explicit water) was performed

using the steepest descent algorithm with the maximum step size of 0.01 nm and the

force tolerance of 100 kJ/(mol*nm) was used.

2. Equilibration of the fully atomistic systems. The 100 ps-long NVT equilibration at

T = 300 K was followed by the NpT equilibration of the same length. The reference

pressure of 1 bar was maintained by coupling the system to a Parrinello-Rahman

barostat.59
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3. Free energy production simulations were performed in the NVT ensemble (T = 300 K)

with the trajectory length of 2 ns for all six setups (Table 2):

(a) For the AMB/GRO-ref setups, the output of the NpT equilibration was used as

a starting point for the production simulation.

(b) In the case of the AMB/GRO-HAd and AMB/GRO-HAd-AT setups, coordinate

and topology files from step 2 were first modified by adding a virtual site at the

CoM of each water molecule in order to apply the H-AdResS algorithm. Then,

an additional 100 ps-long NVT equilibration was performed before starting the

production simulations.

In steps 2 and 3, the accurate leapfrog stochastic dynamics integrator60 was chosen with

the time step set to 2 fs and the inverse friction constant set to 0.4 ps. Hydrogen bonds of

the solute molecule were constrained using the LINCS algorithm.61

Results and Discussion

After integrating H-AdResS17 into the alchemical free energy sampling routines of GRO-

MACS 4.5,10–13 we calculated the free energy changes associated with the transfer of the

molecules in Table 1 from vacuum to water (hydration free energies, HFE hereafter). For

each solute, the calculations were performed using either the GAFF28 or the GROMOS27

force fields, with either a hybrid atomistic/coarse-grained description or a fully atomistic

one (Table 2). The HFE values with the latter description have been previously reported

for various generations of AMBER and GROMOS force fields.29–31,36,46,47,62,63 The solute

parametrization was done either by truncating the corresponding amino acid from the pro-

tein force field29–31,46,47,62 or by using the small-molecule parametrization.36,63 In this study,

we adopted the latter approach.4

4Because the PRODRG server42 does not allow input structures with only two heavy atoms, the analogue
of cysteine (methanethiol) was replaced by ethanethiol.
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We compare our H-AdResS results (AMB-HAd and GRO-HAd in Table 2) with (i) ref-

erence fully atomistic simulations from this work (AMB/GRO-ref in Table 2), (ii) fully

atomistic simulations from the available literature, and (iii) published experimental values.

(i) Comparison with all-atom MD simulations from this work. The H-AdResS

(AMB/GRO-HAd) and the reference fully atomistic (AMB/GRO-ref) HFE calculations are

performed using the same simulation run parameters and differ only in the implementation

of the water solvent. The AMB/GRO-HAd HFE values are expected to deviate slightly from

the AMB/GRO-ref values for a few reasons. First, the calculation of the pairwise solvent-

solvent interactions via the so-called kernel functions49 is implemented slightly differently

in the in-house H-AdResS package5. This purely computational error δkernel is calculated as

the difference between the HFE values of effectively fully atomistic H-AdResS simulations

AMB/GRO-HAd-AT (i.e. λα = 1 for α = 1, .., N) and the reference fully-atomistic results

of AMB/GRO-ref (see SI for details): δkernel = ∆Fref − ∆FHAd−AT . The slightly different

equilibration procedures used for reference fully atomistic and H-AdResS setups (see Com-

putational Details) might also contribute to δkernel6. Second, the correction forces acting on

the solvent in the hybrid region may contribute to discrepancies between the two approaches.

However, their influence is indirect, since the sampling of the solute-solvent system states

occurs only in the AT region. The estimation of the correction force influence δcorr was done

by comparing the H-AdResS simulations with hybrid (AMB/GRO-HAd) and fully atom-

istic (AMB/GRO-HAd-AT) solvent among themselves: δcorr = ∆FHAd−AT − ∆FHAd. The

deviation δ of the H-AdResS results from the reference fully atomistic ones is the sum of

both contributions. The corrections were also averaged either over the full or partial set of

molecules listed in Table 1: δ =
∑M
i = δi/M , where M is the number of molecules.

The HFE values from the AMB-HAd and AMB-ref calculations, along with the corre-

sponding δ values, are plotted in Figure 3a,b. For all molecules in the set, AMB-HAd slightly
5This is done to handle both atomistic and coarse-grained types of interactions.
6However, we expect this contribution to be very small compared to the kernel one.
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overestimates AMB-ref with an average deviation δ = -0.60 kcal/mol (δkernel = +0.69 kcal/mol,

δcorr = -1.29 kcal/mol). For fixed-charge force fields such as AMBER (GAFF) and GRO-

MOS, Mobley et al.63 proposed an accuracy limit of 1 kcal/mol. By using this as an

upper-bound accuracy estimation for this study, we conclude that the overall average devi-

ation in the AMB-HAd case is smaller than the force-field accuracy.

Figure 3: Calculated HFE values. a. AMB-ref and AMB-HAd HFE values. b. Deviations
δ of AMB-HAd from AMB-ref. c. GRO-ref and GRO-HAd values. d. Deviations δ of GRO-
HAd from GRO-ref.

The overall agreement of GRO-HAd with GRO-ref turns out to be excellent (see Fig-

ure 3c,d), with the exception of Asn and Gln analogues, acetamide and propionamide. In-

deed, without these two solutes, δ < -0.1 kcal/mol (δkernel = -0.40 kcal/mol and δcorr = +0.39 kcal/mol),

where 0.1 kcal/mol is the precision limit of the calculated uncertainties due to finite sam-

pling.30 In the case of the amides, GRO-HAd underestimates GRO-ref by ≈ 4 kcal/mol. The
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source of this large deviation can be narrowed down to pairwise force calculations, since δcorr

does not change its value when calculated both with and without the amides. This point is

discussed further in the next section in the context of the previously published calculated

results.

(ii) Comparison with previously published all-atom MD simulations. We now

compare our results with the published calculated HFE values for AMBER30,31,36,46,47,62,63

and GROMOS.29,47,62 To avoid introducing a bias toward a specific model used in one of the

published calculations, we first calculate the average over all calculated HFE values (ours

and published) for each molecule. In the case of the histidine analogues, a weighted HFE

value is computed as in Zhang et al.46 (0.2*Hid+0.8*Hie) for the sake of consistency with the

available results. The averages are then used as reference values to calculate the deviations

of the H-AdResS and reference fully atomistic values (denoted as δAV−HAd and δAV−ref ,

respectively). We use root-mean-square error (RMSE) to characterize the dispersion of the

HFE values for each molecule: RMSE =
√∑L

i δ
2
i /L, where L is the number of HFE values

available for a molecule.

For the AMBER force field (Figure 4a,b), the δAV−HAd and δAV−ref values for most

molecules lie within or close to the force-field accuracy limit of 1 kcal/mol, with the exception

of Trp, His, Asn, and Gln analogues. In the case of Trp, Asn, and Gln, however, the RMSE

values are fairly large (2-3 kcal/mol), so that AV-HAd and AV-ref lie within their respective

dispersion ranges, thus, only the His analogue exceeds its dispersion range. The deviations

δAV−HAd and δAV−ref averaged over the full set of molecules are -1.01 kcal/mol and -

0.42 kcal/mol, respectively.
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Figure 4: Comparison with the published calculated HFE values. a. AMB-ref,
AMB-HAd, and previously published AMBER HFE values. b. Deviations of AMB-ref and
AMB-HAd from the average values. Gray-shaded area represents the accuracy limit adopted
here (1 kcal/mol).63 The error bars are the RMSE values calculated for each molecule over
the available results. c.,d.: Same as a. and b. but for the GROMOS force field.

The corresponding deviations for the GROMOS-based calculations (Figure 4c,d) are also

within the force-field accuracy, with the exception of the Phe, His, Asn, and Gln analogues.

However, in these cases, the δAV−HAd and δAV−ref values still lie either within (Phe, His) or

close (Asn, Gln) to their respective dispersion ranges (Figure 4d). Hence, the GRO-HAd and

GRO-ref HFE deviations for Asn and Gln analogues, also calculated in (i), actually turn

out to be close to the expected dispersion for amides reported in literature. The averaged

deviations are δAV−HAd = +0.45 kcal/mol and δAV−ref = -0.13 kcal/mol.

Since, in both AMBER and GROMOS cases, the δAV−HAd values turned out to be equal

or less than 1 kcal/mol, the agreement of the H-AdResS results with the corresponding

15



averaged HFE values is rather good. As it may be expected, the values δAV−ref for the

reference fully atomistic calculations are even smaller.

(iii) Comparison with experiment. Finally, we address the predictive power of the

chosen solute parametrization by computing correlation coefficients R2 between the calcu-

lated and published experimental values (Figure 5). Our fully atomistic reference HFE calcu-

lations correlate rather well with experiment: R2(AMB-ref)=0.925 andR2(GRO-ref)=0.909.7

This establishes the accuracy of the simulation setup used in all presented calculations. The

correlations for the H-AdResS HFE calculations hold very well in comparison with the ref-

erence case: R2(AMB-HAd)=0.933 and R2(GRO-HAd)=0.888.

Figure 5: Comparison with the experimental results. a. Comparison of the experi-
mental results36 with the fully-atomistic results (AMB-ref and GRO-ref) and b. with the
H-AdResS results (AMB-HAd and GRO-HAd).

7The value of R2(GRO-ref) is lower than R2(AMB-ref) due to higher deviation of GRO-ref HFE values
for the Asn and Gln analogues. In particular, GRO-ref in our case overestimates the hydrophobicity of both
amide molecules stronger than AMB-ref. The observed discrepancy likely origins from the GROMOS force
field’s overestimation of polar side chains’ HFE values.29
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Conclusions

We have presented the first step required to efficiently predict the ligand-binding affinities

within our Open-Boundary Molecular Mechanics/Coarse-Grained framework (OB-MM/CG)

for hGPCRs.15 We showcased the ability of the Hamiltonian Adaptive Resolution Scheme

(H-AdResS)17 with enabled alchemical free energy calculations to reproduce fully atomistic

reference simulations. We calculated hydration free energies (HFE) for a set of commonly

investigated neutral amino-acid analogues using two different force fields for the solutes,

namely, GAFF28 and PRODRG/GROMOS.27,42 The implementation turns out not only

to reproduce the reference fully atomistic HFE calculations within acceptable accuracy for

both AMBER and GROMOS parameterizations of the solute but also to agree well with the

experimental data. As the next and final step, our code will be included in the OB-MM/CG

framework. The implementation is currently underway.
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