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A B S T R A C T   

Computer simulations are used to assess the influence of a 20-nm-thick SiNx membrane on the quantification of 
atomic-resolution annular dark-field (ADF) scanning transmission electron microscopy images of Pt nano
particles. The discussions include the effect of different nanoparticle/membrane arrangements, accelerating 
voltage, nanoparticle thickness and the presence of adjacent atomic columns on the accuracy with which the 
number of Pt atoms in each atom column can be counted. The results, which are based on the use of ADF 
scattering cross-sections, show that an accuracy of better than a single atom is attainable at 200 and 300 kV. At 
80kV, the scattering in a typical SiNx membrane is sufficiently strong that the best possible atom counting ac
curacy is reduced to +/- 2 atoms. The implications of the work for quantitative studies of Pt nanoparticles 
imaged through SiNx membranes are discussed.   

1. Introduction 

A full understanding of the relationship between the structure and 
performance of catalyst nanoparticles requires local atomic-resolution 
characterisation of their structure and composition, in particular at 
their surfaces. An important tool to obtain such information is the 
transmission electron microscope (TEM). However, if characterisation is 
restricted to post mortem analyses in vacuum, before and after a reaction 
occurs, then information about structural evolution that takes place 
under realistic operational conditions may not be captured [1,2]. Two 
approaches can be used to study the evolution of catalyst particles at 
elevated pressure and temperature on the atomic scale. The first 
approach makes use of microelectromechanical systems (MEMS) tech
nology to create small reaction chambers (or E-cells) between SiNx 
membranes in dedicated specimen holders. The electron-transparent 
SiNx windows, which are typically 20-30 nm thick, allow reactions to 
be imaged at pressures that can exceed 1 bar [3]. Such SiNx membranes 
contain predominantly Si and N, but have also been shown to contain 
small amounts of O and Cl, whose concentrations depend on the syn
thesis method [4]. The second approach involves the use of a 
differentially-pumped environmental TEM (ETEM) [5] to introduce gas 
near the sample at a pressure of typically up to ~50 mbar. In the latter 
case, changes in sample temperature are often also introduced using 

MEMS-based holders. It is clear that the use of SiNx membranes affects 
the spatial resolution of images of catalyst particles. However, their 
influence on quantitative measurements has yet to be investigated 
systematically. 

Even though it is important to understand the structural evolution 
and deactivation of catalysts over time in three dimensions (3D) [1,6], 
TEM experiments are usually carried out in a single viewing direction, 
which complicates direct 3D interpretation. It would be highly benefi
cial to be able to follow dynamic processes such as Ostwald ripening and 
particle coalescence in 3D and to explore the feasibility of atomic-scale 
3D analysis of catalyst nanoparticles using MEMS-based in situ holders. 
3D information can be obtained tomographically in the TEM by 
combining information from images recorded at different sample tilt 
angles. Of particular interest for studies of catalyst nanoparticles is 
discrete tomography [7–9], as the number of images can be reduced to 
15 or fewer. However, the application of tomography during in situ ex
periments is laborious, as the acquisition of a tilt series can be 
time-consuming and is in many cases impossible due to geometric re
strictions. Although fast tomography has been demonstrated by inter
rupting heating experiments and quenching the sample to room 
temperature before recording each continuous tilt series of images [10], 
the use of such an approach is less appropriate for chemical reactions in 
gas or liquid environments. In addition, it is not possible to remove gas 
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from a nanoreactor instantaneously. 
Quantitative aberration-corrected annular dark-field (ADF) scanning 

TEM (STEM) can be used to provide 3D information from single images 
[11–13] on a frame-by-frame basis. This method relies on converting 
experimental images to an absolute scale by using a detector normal
isation method [14,15], so that images can be analysed with reference to 
the incident beam intensity. In order to perform this calibration, the 
electron beam is scanned over the ADF STEM detector to record a 
sensitivity map. The average pixel intensity in the detector map is 
considered to be 100% of the incident beam intensity. Dividing the 
experimental images by this value then results in images that can be 
displayed on an absolute scale as a fraction of the incident beam in
tensity. However, detector asymmetries should ideally also be taken into 
account [16–18]. Processing the calibrated images in this way has been 
used to determine numbers of atoms in individual atomic columns in 
recorded images [11–13,19–24], as well as local values of sample 
thickness [25] and composition [26–31]. It should be noted that the 
measurement of a chosen quantity is often only possible if the other 
parameter (e.g., composition or thickness) can be measured indepen
dently. Data analysis can be performed either by statistical methods [20] 
or through comparisons with simulations, in particular by using 
probe-integrated scattering cross sections [32–34], which have been 
shown to vary little with probe shape, astigmatism and sample tilt. 
Scattering cross sections can be obtained by simply integrating the STEM 
image formation equation [35] (Eq. 1.1). The image intensity is a 
convolution between the object function O(r) and the probe function 
P(r0 − r) according to the expression 

I(r0) =

∫

P(r0 − r)O(r)d2r, (1.1)  

where I(r0) is the intensity as a function of probe position, specified as a 
fraction of the incident beam intensity. Integration over an atomic col
umn or region of interest that contains a discrete number of pixels is 
described by Eq. 1.2. A summation over the probe function with respect 
to all probe positions 

∑
iAiP(r0 − r) is equal to unity, leaving only a de

pendency of integrated intensity on the object function, according to Eq. 
1.3. 
∑

i
IiAi =

∫ ∑

i
AiP(r0 − r)O(r)d2r (1.2)  

A
∑

i
Ii =

∫

O(r)d2r = σ (1.3) 

Although accurate atom counting requires the use of a minimum 
electron dose to provide a sufficient signal-to-noise ratio [36], this dose 
can be accumulated over several frames to reduce beam damage [37]. 
Jones et al. [11] showed that quantitative STEM can be used to study a 
time series of images of particle damage in the presence of the electron 
beam. A hybrid method that involves both statistical analysis and image 
simulations allows atomic columns that have been missed using the 
statistical method to be recovered from library information [22]. 
Altantzis et al. studied the stabilities of surface facets on Pt nanoparticles 
in different gas environments [21], while De wael et al. extended the 
statistical analysis approach by making use of additional information 
from sequentially-recorded images [38]. There is great potential for 
extending these methods to understand transformations of particle 
morphologies over the course of catalytic reactions. 

Here, we use computer simulations to assess the influence of the 
presence of a silicon nitride membrane, which can, for example, be used 
in both an E-Cell and an ETEM (when using a MEMS-based heating 
holder) and has a typical thickness of 20-30 nm, on the accuracy of ADF 
STEM image quantification by atom counting. Understanding the 
detrimental scattering effect of the membrane is an important step to
wards experimental design for optimising accuracy. We used a faceted Pt 
nanoparticle as the sample material in our simulations, as it represents a 

highly relevant catalyst material for many reactions, such as the oxygen 
reduction reaction (ORR) in fuel cells [39]. 

The activity of Pt-based catalysts in the ORR has been shown to 
decrease in the sequence Pt(110) > Pt(111) > Pt(100) [40]. In addition, 
ad-atoms have been shown to bind to oxygen atoms, thereby reducing 
the activities of the particles [13]. The analysis of their 3D structure and 
the application of atom counting to Pt-based catalysts during in situ 
experiments could therefore provide useful information, which may lead 
to the development of more active and stable catalyst materials. 

2. Methods 

2.1. Simulation details 

Models of amorphous silicon nitride were created using a similar 
approach to that of Surrey et al. [41] by distributing Si and N atoms 
randomly in the ratio 3:4 with a density of 3.2 g/cm3 in a volume of 5 ×
5 × 20 nm3. Although this is a simple approximation of an amorphous 
structure, the structural details of amorphous materials do not normally 
have a significant influence on image formation [42]. As stated in the 
introduction, such films have been shown to contain small amounts of Cl 
(~0.5% relative to Si) [4] and O. While the presence of these impurities 
has implications for compositional analysis, their effects on quantitative 
STEM are expected to be negligible. The assumption of a 0.5 at% 
contamination of both O and Cl would increase the mean atomic number 
and density by less than 0.1%. 

A <110>-oriented nanoparticle comprising 640 Pt atoms assembled 
in a truncated octahedron with a bulk face centred cubic crystal struc
ture and a lattice constant of 0.392 nm was chosen for study. In order to 
assess the influence of the presence of stoichiometric Si3N4 on the ac
curacy of the quantitative interpretation of ADF STEM images, a series of 
simulations was performed for the following configurations (with short- 
hand labels given in brackets and illustrated in Fig. 1): nanoparticle only 
(Pt); Si3N4 only (Si3N4) (not illustrated in Fig. 1); nanoparticle above 
Si3N4 (Pt-Si3N4); nanoparticle below Si3N4 (Si3N4-Pt), nanoparticle 
below Si3N4 with a 2 nm gap (Si3N4-Vac-Pt) (not illustrated in Fig. 1); 
nanoparticle between 20 nm Si3N4 layers (Si3N4-Pt-Si3N4). The simula
tion with a nanoparticle above Si3N4 is representative of an experiment 
performed on a heating chip. The simulation with a nanoparticle be
tween Si3N4 layers is representative of a nanoreactor cell or E-Cell, in 
this case with a narrow separation between the membranes. 

The presence of a gas environment between the membranes was not 
considered here, as it would increase the time required for the simula
tions significantly and reduce their general applicability, given the range 
of gases that can be used. A rough estimate of the contribution of the gas 
environment is summarised by the following calculations. At a tem
perature of 800 K and a pressure of 1 bar, a nanoreactor has a typical 
maximum separation between the SiNx membranes of ~30 µm due to 
bulging. The central position on the window is therefore often not used 
for imaging and a location closer to the edge is preferred. On the 
assumption that a separation of 15 µm is more realistic during an in situ 
experiment, for a 0.1 nm2 probe area the electron beam is predicted to 
interact with 14 molecules of an ideal gas. Although this estimate does 
not include the effect of beam spreading, only the part of the beam that is 
directly above and below an atomic column is usually important for ADF 
quantification. In comparison, an equivalent region of a 20-nm-thick 
Si3N4 membrane used as one chip of a nanoreactor contains 8.2 Si and 
10.94 N atoms, while the addition of a 30-nm-thick Si3N4 membrane as a 
second chip increases these numbers to 20.5 Si and 27.35 N atoms, 
which is almost three times the mass thickness of the gas region 
(assuming N2 gas). In order to simulate the gas accurately, the input 
structure would need to be 250 times thicker than for a single Si3N4 
membrane, making it computationally too expensive at this time. The 
25% contribution to the mass thickness from the gas is a minor contri
bution to what is already a small effect of the Si3N4 membrane. 

The simulations described below were carried out for an aberration- 
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corrected STEM using the following parameters: accelerating voltage 80, 
200 or 300 kV; convergence semi-angle 25 mrad; high-angle ADF de
tector collection semi-angle range 70-150 mrad. They were performed 
using the µstem software (version 5.3_single_precision) with the quan
tum excitation of phonons (QEP) multislice approach [43] and ‘on the 
fly’ potential calculations to reduce memory requirements [44]. Atomic 
displacements were included based on an Einstein distribution, with 

mean square displacements of 0.006333 Å2 for Si and N and 0.004864 
Å2 for Pt [45]. The defocus plane was set to the top of the Pt nano
particle, i.e., 0 nm for Pt and Pt-Si3N4 and -20 nm for Si3N4 -Pt. Whereas 
150 slices were used to model each Si3N4 membrane, the Pt nanoparticle 
was sampled more finely at 1 slice per atomic layer, making 19 slices. 
Simulations of a Pt nanoparticle with one Si3N4 membrane therefore 
contained 169 slices, while those with two membranes contained 319 
slices. A series of simulations of a Pt crystal, based on a single unit cell, 
was also performed to create a comparison library. A <110> orientation 
was again assumed and the crystal was tiled to achieve a thickness of up 
to 15 atoms. 

2.2. Analysis details 

Analysis of the simulation results was carried out using a combina
tion of Atomap and Hyperspy Python libraries [46,47]. These libraries, 
which were written for the analysis of microscopy data, provide routines 
for automated peak finding and intensity integration via Voronoi cell 
segmentation [48,49] for each atomic column in an image, as shown in 
Figs 2 and 3. Multiplication of the resulting values by the corresponding 
pixel areas converts the integrated intensities into scattering cross sec
tions, which are presented here in units of Mb (megabarns) [32]. Vor
onoi integration is a robust method of integration for thin samples, even 
if slight sample mis-tilt leads to movements of atomic column positions 
[50], as the cells remain almost unchanged [51]. So long as the atomic 
columns are sufficiently resolved and integrated over completely, the 
choice of integration method usually does not matter [32]. 
Two-dimensional Gaussian fitting applied by other researchers would be 
equally valid, but is in practice more difficult to apply to the analysis of 
Si3N4 images, where no discrete atomic columns are present in the 
image. 

The number of atoms in each atomic column is known from the input 
structure and is shown in Fig. 2. This knowledge was used to determine 
how the cross-section changes for a given column thickness as a result of 
the addition of a Si3N4 membrane above and/or below the nanoparticle. 
Slight variations were seen between atomic columns that had the same 
thickness but differing neighbouring columns, as a result of the effect of 
probe tails from the nearby columns [52]. In the simulations of amor
phous Si3N4, atomic-scale contrast features are visible, even though no 
systematic alignment of atomic columns is present. The atomic column 
positions from the Pt-only simulation were therefore used as the basis for 
segmentation and integration of Voronoi regions on the substrate. This 
approach provided regions that had the same size and location as those 

Figure 1. Three-dimensional representations of the structures that were used 
for the simulations described in this paper. (a) Pt nanoparticle alone; (b) Pt 
nanoparticle on top of a Si3N4 membrane; (c) Pt nanoparticle at the bottom of a 
Si3N4 membrane; (d) Pt nanoparticle sandwiched between Si3N4 membranes. 
The incident electron beam direction is vertically downwards on the page. 

Figure 2. Atom column thickness map denoting the number of atoms in each 
atomic column in the Pt nanoparticle input structure. The Pt nanoparticle is 
viewed down the <110> zone axis. The viewing direction is that same as the 
electron beam direction in Fig. 1. 
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in the Pt-only simulation, as shown in Figs 3c and 3d, thereby facilitating 
easier comparison between all of the calculations. In the graphs of re
sults that are presented below, the analysis steps (integration, subtrac
tion of difference values, etc.) were carried out for each atomic column 
before evaluating averages and standard deviations over all atomic 
columns of the same thickness, in order to provide an understanding of 
the accuracy of ADF STEM image quantification. 

3. Results and discussion 

The main results obtained from the simulations are summarised in 
Figs 4 and 5. Figure 4 shows scattering cross sections for one 20-nm- 
thick silicon nitride membrane plotted as a function of location within 
the image (taken from atomic column assignments) for the three 
accelerating voltages. Each error bar corresponds to one standard de
viation. Figure 5 shows the remaining results sub-divided according to 
accelerating voltage. For each data point, the average Si3N4 intensity has 
been subtracted to allow a direct comparison with the Pt crystal refer
ence library. The results for the Si3N4 membrane (Fig. 4) show a steady 
average cross-section that is independent of location in the image, as 
expected for an amorphous sample of constant thickness. It should be 
noted that the atomic column label values in this plot are not mean
ingful, as they refer to the Pt nanoparticle. However, the atomic column 
locations are a reasonable approach for segmenting the intensities across 
the image. There is an expected increase in integrated intensity for the 3- 
atom-column regions at the particle surface, where the integration area 
is slightly inflated due to bowing out of the cells (see Fig. 2). This in
crease corresponds to an additional 3.5% in the number of pixels present 
for each outer cell. A slightly higher number of Si and N columns is then 
included in the integration zone, resulting in an increased intensity. The 
same integration areas were used for comparing each of the simulation 
sets. When subtractions and differences were carried out, the same 

integration size was considered. It has previously been shown that the 
scattering cross-section is robust to integration area, provided that the 
‘significant intensity of the column’ is included [32]. Figure 5 shows that 
there is no noticeable effect for the 3-atom columns in the Pt 
simulations. 

For data corresponding to the Pt nanoparticle being located above 
and/or below the Si3N4 membrane, the values in Fig. 4 were subtracted, 
allowing for a direct comparison with Pt reference values. The resulting 
integrated intensities match well at 200 and 300 kV. However, at 80 kV 

Figure 3. Results of 300 kV simulations: (a) Simulated image of a Pt nanoparticle viewed down the <110> zone axis; (b) Resulting cross-section map; (c) Simulated 
image of Si3N4; (d) Resulting cross-section map obtained by choosing the same integration regions as for the Pt nanoparticle. 

Figure 4. Individual scattering cross sections for a 20-nm-thick silicon nitride 
film, similar to that shown in Fig. 2d, separated into equivalent atomic columns 
as for the Pt nanoparticle. 
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the integrated Pt cross-sections are further from the Pt reference library, 
suggesting that a higher accelerating voltage is preferable for MEMS- 
based experiments, presumably as a consequence of decreased scat
tering in the Si3N4 membrane. For all three accelerating voltages, the 
Si3N4-Pt simulation shows a reduction in atomic column intensity, most 
likely because the Si3N4 scatters the electron beam, meaning that less of 
it reaches the nanoparticle. The Si3N4-Vac-Pt simulation, in which there 
is a 2 nm gap between the membrane and the nanoparticle, was used to 
determine whether a greater distance between the nanoparticle and the 
membrane reduces the influence of the membrane on quantification. 
Although the 2 nm gap produces little change in the intensities, in a real 
experimental setup the distance between the chips is typically 5-30 μm 
and the effect of the top membrane may be smaller due to the material 
being further from focus. 

A small variation between different columns of the same thickness is 
seen in the simulations as a result of the presence of different nearest 
neighbours [32]. As an absolute value, this variation generally increases 
with sample thickness. However, as a percentage standard deviation it 
stays approximately constant, as shown in Fig. 6. Its value is approxi
mately 1% at 200 and 300 kV, but closer to 1.5% at 80 kV. The presence 
of a Si3N4 membrane (either above or below the nanoparticle) increases 
the standard deviation for the 3-atom-thick columns due to the 
increased variation in integration area. For other atomic columns, the 
average standard deviations are 8%, 4% and 3.7% at 80, 200 and 300 
kV, respectively. For a 6-atom-thick column, these values are equivalent 
to counting errors of ±1.45, ±0.44 and ±0.37 atoms, demonstrating that 
in the absence of statistical (shot) noise and other artefacts single atom 
sensitivity is in principle possible at 200 and 300 kV, but not at 80 kV. 
Although the variation in cross section between different atomic col
umns that have the same thickness results in part from the presence of 
different numbers of neighbouring columns, Fig. 6 shows that it ac
counts for less than 25% of the total variation seen in the supported 
nanoparticle simulations. 

Simulations with Si3N4 both above and below the nanoparticle were 
performed at 200 kV. The values are slightly higher than for the simu
lated reference library, but are still mostly within 5% of the library 
values and increase monotonically with thickness, as shown in Fig. 7. It 
should be noted that statistical methods, such as those of van Aert, are 
applicable so long as the values increase monotonically with thickness, 
even if they deviate from simulated library values. 

Two different approaches, which are summarised in Tables 1 and 2, 
can be used to determine the accuracy of ADF STEM quantification 
based on the above simulations. A full detailed error analysis broken 
down by accelerating voltage and sample thickness is presented in the 
Supplementary Information. 

In the first approach, which is summarised in Table 1, the measured 
cross section values are compared with those from a reference library, as 
described above. The standard deviation is then either added to or 
subtracted from the average intensity and the resulting atom number 
assignment is determined. In this way, it is possible to evaluate the ac
curacy of atom counting based on a direct comparison between exper
imental results and simulations. In Table 1, the counting accuracies of 
the model structures are compared for different accelerating voltages 
and show up to which number of atoms within a column a counting 
accuracy of + or – 1 atom can be achieved. If the value is outside the 
investigated range (3-10 atoms) then “<3” or “>10” is written. “<3” 
indicates that single atom counting accuracy is not possible, even for the 
smallest simulated thickness. “>10” indicates that single atom counting 
accuracy is possible over the full investigated range. The results show 
that at 80 kV the best possible -1 atom counting accuracy can be ach
ieved for Pt-Si3N4. In contrast, for Si3N4-Pt and Si3N4-Vac-Pt an atom 
counting accuracy of -1 atom is not possible, other than for below 4 
atoms, while an accuracy of +1 atom or better is possible up to at least 
10 atoms. This asymmetry in the atom counting error could lead to a 
systematic underestimation in atom counting analysis for Si3N4-Pt and 
Si3N4-Vac-Pt. At 200 kV, single atom sensitivity is possible for Pt-Si3N4 

Figure 5. Individual scattering cross sections for each atomic column in sim
ulations of the Pt nanoparticle compared with library values for pure Pt for (a) 
80, (b) 200 and (c) 300 kV. Error bars represent single standard deviations from 
columns of the same thickness. 
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and Si3N4-Pt up to a thickness of 8 atoms. For greater numbers of atoms, 
the accuracy decreases with increasing sample thickness. For the Si3N4- 
Pt-Si3N4 simulations, single atom sensitivity only persists up to a 
thickness of 7 atoms, decreasing to +1/-0 atoms for greater thicknesses. 
This asymmetry would result in a systematic over-estimation in the 
number of atom counts. At 300 kV, single atom sensitivity persists up to 
the full thickness of 10 atoms for the Pt-Si3N4 simulation and up to 8 
atoms for the Si3N4-Pt and Pt-Vac- Si3N4 simulations. 

In the second approach, which is summarised in Table 2, the stan
dard deviation is compared with half of the distance between the mean 
intensities of columns. This is comparable to the degree of overlap that 
might be found during Gaussian fitting using the statistical method. At 
80 kV, the outlook is rather poor, as an accuracy of +/-1 atom is only 
possible up to a thickness of 6 atoms for Pt-Si3N4, while for the other 
structures it is less than 3 atoms. At 200 kV, the accuracy is better than 
+/-0.5 atom for the Pt-Si3N4 and Si3N4-Pt simulations up to a thickness 
of 8 atoms. For the Si3N4-Pt-Si3N4 simulation, the accuracy is +/- 0.6-0.8 
atoms even at the maximum thickness investigated. At 300 kV, an ac
curacy of +/-0.5 atoms is possible up to a thickness of 4 atoms, but re
duces marginally to a maximum of +/- 0.7 atoms at the largest thickness 

Figure 6. Comparison of percentage standard deviation in integrated cross 
section between atomic columns of the same thickness for (a) the Pt nano
particle alone; (b) the Pt nanoparticle with Si3N4 below it; (c) the Pt nano
particle with Si3N4 above it. 

Figure 7. Comparison of integrated cross sections for columns of different 
thickness for simulations with Si3N4 membranes both above and below the Pt 
nanoparticle. 

Table 1 
Summary of atom counting limitations for direct comparisons with simulations 
for different model structures and accelerating voltages. Each column shows the 
thickness above which the average simulated value after subtracting or adding 
the standard deviation would result in an atom counting assignment of -1 or +1 
from the true value.   

Pt-Si3N4 Si3N4-Pt Si3N4-Vac-Pt Si3N4-Pt- Si3N4  

-1 +1 -1 +1 -1 +1 -1 +1 

80kV 6 <3 <3 >10 4 >10 - - 
200kV >10 8 8 >10 8 >10 9 7 
300kV >10 10 8 >10 8 >10 - -  

Table 2 
Summary of atom counting limitations for a statistical quantification method for 
different model structures and accelerating voltages. Each column shows the 
thickness above which an error of ±0.5 (or ±1) atoms would occur.   

Pt-Si3N4 Si3N4-Pt Si3N4-Vac-Pt Si3N4-Pt- Si3N4  

±0.5 ±1 ±0.5 ±1 ±0.5 ±1 ±0.5 ±1 

80kV <3 6 <3 6 <3 <3 - - 
200kV 7 >10 7 >10 7 >10 4 - 
300kV 8 >10 8 >10 7 >10 - -  
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of 10 atoms. 
In summary, single atom counting accuracy is generally not 

achievable at 80kV. Atom counting improves with increasing acceler
ating voltage. Single atom counting accuracy is attainable at 200 and 
300 kV and is is slightly improved at 300 kV compared with 200 kV. The 
presence of a systematic bias means that direct comparisons between 
experimental results and simulations should be applied with caution. 
The simulations that are used for the reference library should necessarily 
include the effects of the membrane. A statistical-based atom counting 
method could be applied with little to no modification to the approach. 

All of the simulations that are presented here are based on stoi
chiometric Si3N4 with a thickness of 20 nm. It is safe to assume that the 
effects that we observe will be greater with increasing membrane 
thickness. The theoretical maximum atom counting accuracies discussed 
above will be reduced by the presence of additional experimental errors; 
including scanning distortions and noise. Scanning distortions can affect 
the measured intensities and therefore the resulting atom assignment, 
which is also seen as a broadening of histograms, which affects statistical 
methods [53]. Non-rigid registration of a time series of images has been 
shown to reduce such effects [46,54]. Likewise, noise effects will be 
minimised by using the highest dose that the sample allows, possibly 
accumulating counts over several frames to keep the dose rate low. 

4. Conclusions 

In this paper, simulations have been used to assess the influence of 
the presence of SiNx membranes on the quantification of atomic- 
resolution ADF STEM images of Pt nanoparticles. Density variations 
within the membrane and additional scattering of the electron beam are 
shown to affect the final measured intensities for each atomic column, 
resulting in errors in any subsequent atom counting measurements. For 
the three accelerating voltages studied, the most significant effect on the 
accuracy of atom counting for Pt nanoparticles is observed at 80 kV, 
when the scattering contribution from SiNx is greatest. The best accuracy 
attainable is then +/-1 atom, although this value will be reduced in the 
presence of other experimental errors. At 200 and 300 kV, the influence 
of the SiNx membrane is smaller and errors in atom counting are lower. 
Out of these two accelerating voltages, 300 kV provides slightly better 
accuracy. If the membrane is above the Pt nanoparticle, then (back
ground-subtracted) cross-sections are lower than comparison library 
values for a Pt nanoparticle in the absence of supporting SiNx. This 
difference may result from the fact that a ́dirtý beam, which has been 
pre-scattered by a SiNx membrane, has a lower intensity before it in
teracts with each Pt column. However, this error is small at the thick
nesses considered here (up to 10 atoms, or 2.4nm) and single atom 
sensitivity in atom counting accuracy can still in principle be achieved. 
Although the accuracy of atom counting is lower at larger specimen 
thicknesses, if the signal remains monotonic with thickness then a sta
tistical method may be more robust for such an analysis. 
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