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The Oliver–Pharr method is maybe the most established method to determine a material’s Young’s 
modulus and hardness. However, this method has a number of requirements that render it more 
challenging for hard and stiff materials. Contact area and frame stiffness have to be calibrated for every 
tip, and the surface contact has to be accurately identified. The frame stiffness calibration is particularly 
prone to inaccuracies since it is easily affected, e.g., by sample mounting. In this study, we introduce 
a method to identify Young’s modulus and hardness from nanoindentation without separate area 
function and frame stiffness calibrations and without surface contact identification. To this end, we 
employ automatic image recognition to determine the contact area that might be less than a square 
micrometer. We introduce the method and compare the results to those of the Oliver–Pharr method. Our 
approach will be demonstrated and evaluated for nanoindentation of Si, a hard and stiff material, which 
is challenging for the proposed method.

Introduction
Indentation is widely used to characterize the mechanical 
material properties of materials. Traditionally, indentation has 
been used to determine the hardness of a material by pushing 
a hard sphere or pyramid into the material with a given force 
or weight. Afterwards, the scientist would measure—by optical 
microscopy—the contact diameter for the Brinell sphere [1] (for 
ductile metals) or the diagonal length of the Vickers imprint [2] 
(for harder metals). Based on that contact area, the hardness is 
then calculated. In addition to these static indentation methods, 
dynamic indentation methods exist, e.g., [3].

Starting with the Rockwell indentation technique [4], the 
hardness was determined based on the depth recorded during 
the indentation. In the case of Rockwell indentation, a minor 
and a major force are applied and the difference in depth deter-
mines the hardness. Later on, the universal or Martens hard-
ness used multiple loading steps and the unloading curve [5]. 
In the 1990s, Oliver and Pharr further improved depth-sensing 
indentation [6]. They combined the Sneddon equation [7] and 
approximated the contact depth with the help of the unload-
ing stiffness. From the contact depth, Oliver and Pharr evalu-
ated the contact area using an analytical representation. The 

Oliver–Pharr method is the current standard [8] when deter-
mining Young’s modulus and hardness down to an indentation 
depth in the range of tens of nanometers.

The Oliver–Pharr method requires two calibra-
tion steps. Initially the frame stiffness is calibrated, 
which is followed by the area function. The area function 
Ac = m0h

2
c +m1hc +m3h

0.5
c +m4h

0.25
c + · · · uses a custom 

series function to map the contact depth hc to a contact area 
Ac . It should be noted that the function has little geometric 
relevance as only the first term h2c and second term hc relate 
to conical opening angle and tip rounding (for small contact 
depths), respectively. As the tip wears during multiple experi-
ments, the tip area function should be re-calibrated using the 
reference material. A typical reference material is fused silica, 
which has a low Young’s modulus compared to most metals and 
hard-coating materials. This difference leads to extrapolation of 
the mechanical properties from a compliant reference material 
to a stiff sample. Naturally, every extrapolation might result in 
large differences between intrinsic and apparent properties.

The convent ional  Ol iver–Pharr  method uses 
hc = hmax − 0.75Pmax/Smax to determine the contact depth hc 
from the measured depth h, force P, and unloading stiffness S 
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at the maximum force with subscript ’max.’ Lately, the 0.75 pre-
factor is only used for brittle materials that show a pronounced 
sink-in during indentation while the factor decreases to 0 for 
ductile metals that show a pronounced pileup during indenta-
tion [9]. As such, the user has to know a priori the ductility of 
the material to determine its hardness and Young’s modulus. In 
FEM simulations, a lower yield stress reduces the elastic defor-
mation and increases the plastic deformation, which results in 
less sink-in and more pileup deformation during indentation. 
However, sink-in and pileup deformation are not uniquely 
linked to elasticity and ductility, respectively. For instance, 
non-ductile nanocrystalline Ni exhibits a pileup. Therefore, we 
concentrate on the terms sink-in and pileup in this study.

Moreover, depth sensing has two sources of potential error: 
surface contact identification and thermal drift. As the nanoin-
denter tip approaches the surface, its depth is tared at the surface 
contact. This contact is typically determined from a stiffness 
or force increase but is especially error prone if surface layers 
exist. The thermal drift is determined after the indentation and is 
assumed linear. This thermal drift estimate is used to correct the 
measured depth. Hence, the contact area and depth determina-
tion have a number of sources of uncertainty.

The frame stiffness calibration is of importance as it includes 
all stiffness contributions other than the contact stiffness.1 The 
gantry stiffness, the stiffness of the glue, the stiffness of the 
nanoindenter tip mounting, and the influence of the sample 
thickness are summarized in the frame stiffness. Since the con-
tributions from the glue, sample thickness and from the tip 
mounting vary depending on the user, also the frame stiffness 
changes from one sample to the next.

Good practice warrants that the calibration uses the same tip 
and sample mounting, if the contact stiffness—between tip and 
sample—is larger than 10% of the frame stiffness [10]. Accord-
ing to Sneddon [7], the contact stiffness Kc is given by

where Er is the reduced modulus. The reduced modulus Er is 
given by 1/Er = (1− ν2tip)/Etip + (1− ν2)/E, where the ‘tip’ 
subscript denotes the material properties of the hard and stiff 
indenter tip and the properties without subscript denote the 
properties of the sample. E denotes Young’s modulus and ν 
Poisson’s ratio.

If we assume a perfect Berkovich tip with an area 
function of Ac = 24.5 h2c  , we can simplify the area to 

(1)Kc =

√

4AcE2r
π

,

Ac =∼ 8πh2c = 25.1 h2c  accepting an error of 1% in Young’s 
modulus. With the area simplification, we obtain a reduced 
modulus Er = Kc/(4

√
2 hc) . If we use a typical frame stiffness 

Kframe = 8.5 · 106 ± 1.56 · 106 N/m [10], we notice that the 
contact stiffness between tip and sample should be lower than 
Kc = 8.5 · 105N/m . The maximum contact depth hc that fulfills 
the stiffness requirement, is plotted as a function of the reduced 
modulus in Fig. 1. The figure shows that the contact depth is lim-
ited for stiff materials while compliant materials allow a larger 
contact depth.

In passing it should be noted that a number of nanoindenter 
vendors do not allow the user to vary the frame stiffness depend-
ing on the current glue compliance or do not allow the calibra-
tion of the frame stiffness by the user. 

In summary, over the last decades, the indentation measure-
ments have initially used optical methods to determine the con-
tact area and hardness. Then, instrumented indentation and the 
Oliver–Pharr method make use of the depth measurements as 
well as stiffness and area calibrations to determine the hardness 
and Young’s modulus. Challenges to the accurate representation 
of the frame stiffness exist for hard and stiff materials, which are 
used in hard coatings.

Currently, image recognition is employed widely in com-
mon consumer products. Faces [11] and finger-prints [12] are 
recognized in electronics to give access rights to the consumer. 
Street signs are recognized in cars to inform the driver of speed 
limits and potential hazards [13].

Here, we introduce Enhanced Nanoindentation by Image 
Recognition (ENIR) and use image recognition to determine 
the contact area and from it the hardness and Young’s modulus. 

Figure 1:   Threshold depth for different reduced moduli. Four 
characteristic materials have been selected: fused silica with Young’s 
modulus of 72GPa and Poisson’s ratio 0.18, Si with Young’s modulus 
of 179GPa and Poisson’s ratio of 0.27, steel with Young’s modulus of 
210GPa and Poisson’s ratio 0.3, tungsten with Young’s modulus of 
411GPa and Poisson’s ratio of 0.3. The threshold depth is given for each 
material.

1  The frame stiffness has naturally non-linear terms, which are 
ignored in this study because their quantification is difficult due to 
limited contact at low contact forces.
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In this approach, the frame stiffness is evaluated using cyclic 
unloading for each sample, i.e., from each set of measurements. 
The contact area after the final unloading is determined by 
image recognition based on micrographs. It should be noted 
that a number of macro-indenter vendors use image recognition 
to determine the contact area and hardness (without Young’s 
modulus) [14, 15]. However, their algorithms are proprietary, 
and publicly accessible documentation does not exist.

To establish the ENIR method and evaluate its accuracy, we 
use a hard and stiff material with homogenous material prop-
erties: single-crystal Si wafer with a 〈100〉 normal orientation. 
The properties of Si wafers have been reported in a number of 
studies. Hess [16] determined that Poisson’s ratio is 0.27 using 
an Nd:YAG laser with a wave length of 355 nm on an undoped 
and polished sample. The hardness of a 〈111〉 normal surface was 
determined as 11.7 GPa using atomic force microscopy (AFM) 
after indentation with 0.1mN [17]. The hardness of the 〈100〉 
surface of an undoped single crystal was evaluated as 13GPa 
by indenting with a normal force of 0.2mN [18]. Nanoindenta-
tion and the analysis of the load-displacement curve for a 〈001〉 
surface have obtained a hardness of 7–9GPa [19].

Nanoindentation reports the isotropic Young’s modu-
lus, while the sample might be anisotropic. Nanoindentation 
with 0.2mN on a 〈100〉 surface reported a Young’s modulus of 
179GPa and with 15mN a Young modulus of 202GPa [18]. The 
authors found that doping significantly influences the modulus. 
Microindentation on the ∠111〉 resulted in a range of Young’s 
moduli of 163–188GPa [20]. Hess reported a Young modulus 
of 160GPa for the 〈111〉 Si-surface using an Nd:YAG laser [16].

The goal of this study is to introduce the ENIR method, 
which does not require frame stiffness and area function cali-
bration on a reference material to determine the hardness and 
Young’s modulus from image recognition. It will be highlighted 
that the surface contact identification is not necessary and that 
the undesirable thermal drift is less influential in the ENIR 
method. Its applicability and uncertainty compared to the Oli-
ver–Pharr method will be evaluated.

Theory for enhanced nanoindentation using 
image recognition
The approach consists of two steps. In the first step, the frame 
stiffness for the given sample and tip mounting is evaluated 
from cyclic unloading segments of a multitude of indentations. 
Thereafter, the area is evaluated by microscopy, and the Young 
modulus and hardness are obtained.

Following [10, 21], the compliance (inverse of stiffness) 
of the frame and contact are added to obtain the measured 
compliance. The contact compliance of the material with its 
reduced modulus Er depends on the contact area, see Eq. 1. If 

the definition of hardness is employed H = P/Ac , the meas-
ured compliance Cmeasured is given by

where a is a constant that can also be obtained as 1/a2 = K2
c
P  . 

Eq. 2 is typically used for the frame stiffness calibration [10], 
because the intercept is easily determined by linear regression. 
Alternatively, the K2/P ratio can be evaluated for every inden-
tation depth and the frame stiffness can be adjusted to result 
in a constant K2

c /P . The K2
c /P approach requires iterating the 

frame stiffness, evaluating the contact stiffness and calculating 
the ratio as a function of depth. As such, that K2

c /P approach is 
rather cumbersome.

In the ENIR method, the Cframe is evaluated from multi-
ple unload cycles of all indentations using the same sample 
and tip mounting, i.e., all experiments on the same sample. It 
should be noted that this evaluation—as any frame stiffness 
calibration—requires that the material properties H and Er 
are constant as a function of depth. Hence, the ENIR method 
is not applicable for materials with gradients. For metals, the 
penetration depth has to surpass the domain of the indenta-
tion size effect [22]. For thin films, quasi-constant properties 
are required and the indentation depth is limited by 10% of 
the film thickness.

Figure 2a shows a typical nanoindentation with cyclic 
unloading (5 segments) and a maximum load of 5mN in Si. 
The compliance in Fig. 2b shows that the frame compliance 
is much smaller than the contact compliances. Measurements 
with a force of less than 1mN are excluded from the fit because 
contact is not well established for low indentation depth.

The area evaluation by image recognition is explained in the 
next section. Here, the determination of Young’s modulus and 
hardness are shown. If the measured compliance is the sum of 
the frame and the contact compliance, and if the Sneddon equa-
tion [7] is employed, we obtain the reduced modulus Er

From this equation, Young’s modulus is evaluated by 
(1− ν2)/E = 1/E − (1− ν2tip)/Etip , where the ’tip’ subscript 
denotes the properties of the tip material. ν is Poisson’s ratio of 
the sample material. The hardness is determined as H = Pmax/A . 
Hence, we need to measure the compliance Cmeasure , force Pmax, 
and contact area Ac at the final unloading to determine Young’s 
modulus and hardness.

The entire approach does not evaluate the contact depth 
or contact area function. Therefore, the contact of the tip with 

(2)
Cmeasure = Cframe + Cc = Cframe +

√
πH

2Er

1
√
P

= Cframe + a
1
√
P

,

(3)Er =
√

π

4Ac

1

Cmeasure − Cframe



Article

© The Author(s) 2021 

 
 J

ou
rn

al
 o

f M
at

er
ia

ls
 R

es
ea

rc
h 

 V
ol

um
e 

36
 

 I
ss

ue
 1

1 
 J

un
e 

 2
02

1 
 w

w
w

.m
rs

.o
rg

/jm
r

2269

the surface does not have to be identified from the load–dis-
placement curve, and the drift influences the results less in the 
ENIR method.2 Furthermore, the method does not depend on 
the sink-in/ductility of the material, i.e., is the contact depth 
equal to the maximum depth as for ductile materials or less than 
the maximum depth as for brittle materials [9]. In addition, the 
frame stiffness is not considered a fixed calibration constant, but 
it depends on the tip and sample mounting. As such, the frame 
stiffness is evaluated for each sample, i.e., set of measurements, 
separately.

Results
The nanoindenter was used to indent the Si-wafer with a matrix 
of 4× 4 indents with maximal normal forces of 5, 10, and 20mN , 
each. The loading segment included 5 loading–unloading cycles 

to determine the stiffness as a function of the applied normal 
force. As shown in Fig. 2a, the force–displacement curves have 
some rough unloading curves and a significant hysteresis during 
the unloading–reloading cycle. Jang et al. [23] report that this 
elbow behavior is connected to a volume-reducing phase trans-
formation, which occurs for Berkovich indenter tips especially 
at low loads. Those authors also note that a pop-out mechanism 
occurs at forces above 20mN . Indeed, the elbow hysteresis dom-
inates the measurements of the force domain that is employed 
in this study.

Initially, we focus on the area identification from SE images. 
To this end, we imaged 10, 8, and 4 imprints of nanoindentations 
with normal forces of 5, 10, and 20mN , respectively. The num-
ber of scans was chosen to allow for statistical analysis; while 
it was obvious early on that the measurements with a 20mN 
normal force were less significant. These scans were analyzed 
as described in the previous section, and images were rejected 
if they failed the quality requirements. Ideally, those imprints 
would be scanned again in a fully automatic configuration. After 

Figure 2:   (a) One typical nanoindentation measurement with 5 unloading cycles on Si. The individual maximum forces and contact depth are denoted 
by red and blue dots, respectively. The unloading slope is determined from a power law, as shown in orange at the final unloading. (b) Measured 
compliance as a function of the load for 16 indentations. The linear fit used the filled datapoints as the open datapoints are not used for fitting and 
only shown for reference. The frame compliance is positive but close to zero.

Figure 3:   Original images and superposed contours (see Fig. 7). (a) after 5mN indentation; (b) after 10mN indentation; (c) after 20mN indentation.

2  The drift influences the apparent unloading stiffness in the Oli-
ver–Pharr and ENIR methods.
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rejection, 8, 6, and 4 images remained for 5, 10, and 20mN , 
respectively. Fig. 3 shows representative images for each normal 
force group and the identified contours.

As shown in Fig. 3a, the imprint is visible and the pileup 
is minimal at an indentation force of 5mN . Under these con-
ditions, the convex hull (orange) and the enclosing circle well 
describe the contact area. However, the threshold for the imprint 
corners (blue line, see also dark area in Fig. 7) is too restrictive 
and the identified contact area is too small. As such, the triangle 
of corners algorithm is of less use in this condition. For 10mN , 
the area identification by the triangle of corners (blue line) is of 
mixed quality: while the upper corners are well identified, the 
lower corner is not well identified. The convex hull that includes 
the contact and pileup area is too large, as significant pileups are 
observed. The circle and the corresponding equilateral triangle 
best describe the contact area in this force group.

For imprints with a normal force of 20mN , we observe 
cracks at the corners of the imprint. These cracks are identified 
as dark area and included in the triangle of corners area. Jang 
et al. [24] observed cracks during indentation of Si and used 
these cracks to calculate its fracture toughness in their early 
study. In their later study, the same group of authors quanti-
fied the threshold for cracks under a Berkovich indenter as 
10–20mN [25]. That threshold has the same value in this study.

Since the cracks are identified as dark area and contribute 
to the triangle of corners area, this area is too large and not use-
ful for large normal forces. The convex hull and the contact and 
pileup area are also too large, because a significant pileup has 
formed, which cannot be neglected. On the other hand, the tri-
angle in circle algorithm proves to be the best approximation of 
the contact area.

Concluding, the triangle in circle algorithm is the superior 
algorithm for all normal forces. In the following, we quantify the 
area using the different algorithms and normalize them with the 
normal force and show these values as hardness.

The inspection of the imprints, see Fig. 3, has revealed that 
the triangle of corners algorithm overestimates the contact areas 
for large forces and underestimates them for small forces. This 
behavior results in an apparent hardness that has a strong nor-
mal force dependence, see blue line in Fig. 4. The contact and 
pileup algorithm naturally leads to a larger apparent contact 
area because it includes the pileup. At small indentation forces, 
the influence of the pileup is less significant which leads to an 
appropriate area and consequently apparent hardness. However, 
the pileup renders this algorithm less suitable for higher normal 
forces. The circle in triangle algorithm results in an intermediate 
contact area and apparent hardness. It should be noted that the 
reported hardness by this algorithm is slightly increasing with 
increasing normal forces. This behavior is not expected since Si 
has a constant hardness in this normal force regime and a size 
effect is not expected.

The measurements according to the Oliver–Pharr method 
exhibit a constant hardness. The AFM-based and triangle in cir-
cle algorithm give an average hardness which is similar to that 
of the Oliver–Pharr method.

The AFM measurements have the smallest scatter, while the 
scatter is largest for the triangle of corners algorithm since it is 
difficult to identify the corners for small imprints. The scatter 
for the triangle in circle algorithm is lowest for small indenta-
tion forces while the contact and pileup algorithm has the lowest 
scatter for large forces. Compared to all image recognition-based 
methods, the Oliver–Pharr method has the lowest hardness 
scatter.

From the previous results, we conclude that the triangle 
in circle algorithm is the best for the SEM images and will be 
employed for the subsequent Young’s modulus evaluation. Using 
Eq. 3, we calculate first the reduced modulus and then Young’s 
modulus, as shown in Fig. 5. Using the present ENIR method, 

Figure 4:   Normal force normalized by the identified projected contact 
area. A triangle connects the corners of the dark areas: triangle of 
corners; the convex hull that surrounds the imprint and the pileup: 
contact + pileup; the triangle that is inscribed in the circle, which 
surrounds the convex hull: triangle in circle. For reference also see Fig. 7. 
The results of the Oliver–Pharr method are shown in black while the 
hardness as determined by AFM measurements is shown in red. The 
scatter shows the standard deviation for all measurement types. The 
data are laterally off-set to allow for more clarity.

Figure 5:   Young’s modulus as a function of the indentation force 
according to the ENIR method and the Oliver–Pharr method. The data 
are laterally off-set to allow for more clarity.
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we obtain Young’s modulus that is within the scatter of Young’s 
modulus values determined by the Oliver–Pharr method.

The present approach results in a minor size effect 
(i.e., smaller indentation forces result in a smaller apparent 
Young’s modulus). This apparent size effect is smaller when 
using the Oliver–Pharr method. The scatter using the ENIR 
method is large for high normal forces for which cracks devel-
oped during nanoindentation. Moreover, the scatter is higher 
for the ENIR method than in the Oliver–Pharr method even at 
low indentation forces which do not result in cracks. The quan-
tification of the scatter will be a central part of the next section.

Discussion
The hardness and Young’s modulus according to the ENIR 
method are similar to the values determined using the Oli-
ver–Pharr method. The similarity of both methods is also given 
for small contact areas < 1µm2 . At 20mN the apparent contact 
area is too small compared to the physical contact area. As a 
result, the hardness is reported as too high and Young’s modulus 
is reported as too low.

Image analysis can identify the development of cracks, 
where nanoindentation is not sufficiently sensitive. Indentation 
into Si [25] has found no phase transformation because only a 
small volume was deformed although the same authors [23] also 
observed phase transformations in other studies. These phase 
transformations during unloading result in a more complicated 
unloading curve in Si than for other materials.

The Oliver–Pharr and this ENIR method rely heavily on the 
unloading stiffness which is in most materials well described by 
the power law f = B(h− hf )

m with the exponent m larger than 
1 but less than 2. However, if an elbow behavior occurs as in 
the case of Si, then the exponent can significantly increase and 
the non-linear fitting becomes more cumbersome and leads to 
a larger scatter.

The scatter in the measured contact stiffness also leads to 
a high scatter in the calculated frame stiffness, which has a 
large influence on the reported Young’s moduli but is too often 
ignored. The scatter in the frame stiffness arises from the dif-
ficulty of extrapolation to infinite normal forces. In such an 
extrapolation, results from higher forces reduce the scatter in 
the intercept evaluation compared to low forces. Therefore, the 
frame stiffness evaluation should use as high forces as possible 
whether in the Oliver–Pharr method on fused silica or in the 
ENIR method on the present sample. However, a large range 
between low and high forces is also helpful for reducing the 
scatter in the determination of the frame stiffness.

Figure 6 compares the measured compliance for a Si and 
fused silica sample. At low forces, the compliance is elevated 
compared to the series of spring model [21] because the contact 

is not well established, and those datapoints are excluded from 
the linear fit. The slopes of both fits differ because the ratio of 
Young’s modulus and hardness differ between both materials. 
However, one would expect that both curves intersect the y-axis 
at the same value. As the inset shows, these linear fits do not 
have the same y-intersection. Moreover, since the y-intersection 
of the compliance is close to zero, the stiffness is large and small 
differences in compliance result in severe differences in stiffness.

The scatter in the frame compliance and stiffness is severe 
as the frame stiffness can range from 106 to 107 N/m . However, 
the present and Oliver–Pharr method use a single frame stiff-
ness and ignore this uncertainty, which is hidden from the 
reported data (Figs. 4 and  5). Increasing the number of inden-
tations into the material in question has a limited effect on 
the standard deviations, i.e., measuring the same object with 
the same uncertainty, results in the same standard deviation.

The Oliver–Pharr method also assumes that the tip area is 
described by a unique analytical function. However, the deter-
mination of the series factors results in an uncertainty, which 
is difficult to quantify since the different factors have different 
weights. As an estimate, we assume that the area function has 
an uncertainty of 5%, which is in line with the typical accuracy 
of area function fitting [9, 10].

To evaluate the uncertainty of Young’s modulus, we 
propagate the standard deviation through the equations and 
determine the individual uncertainties �y = dy/dx|x�x , in 
which the derivative of the function is evaluated at the average 
configuration and is multiplied by the individual uncertainty 
�x . For the Oliver–Pharr method, 5 equations are evaluated: 

(1)	 Stiffness correction: 1/Kc = 1/Kmeasure − 1/Kframe

(2)	 Depth correction: hmax = hmax − Fmax/Kframe

(3)	 Contact depth: hc = hmax − 0.75Fmax/Kc

Figure 6:   Frame compliance determination for a fused silica (FS) and Si 
sample as a function of the normal force. The filled symbols represent 
measurements at higher forces which were used for linear fitting. The 
open symbols represent other measurements at low forces, which were 
not used for linear fitting.
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(4)	 Contact area: Ac = 24.5 h2c and 5% additional uncer-
tainty

(5)	 Sneddon equation: Er = Kc
√
π/4Ac

These evaluations result in the following uncertainty table for 
the Oliver–Pharr method. We use the italic font for input vari-
ables that are derived from the 10mN indentations into the Si 
sample, showcased in this study. Since the uncertainties of the 
individual rows are uncorrelated, the summation in the last 
column uses the Euclidean norm to obtain the last row of each 
section.

We discuss the uncertainty in each equation/section sep-
arately. The stiffness correction leads to a contact stiffness 
�Kc = 6.895mN/µm ∼ 4.15% and both parts, Kmeasure and 
Kframe, contribute roughly equally. The depth correction leads 
to an uncertainty of 3 nm which is 1.4% . This value arises from 
the uncertainty of the frame stiffness and the depth. The force 
uncertainty plays an insignificant role in this section. The con-
tact depth equation does not significantly increase the uncer-
tainty as it remains at 3 nm , within the rounding of nanom-
eter. The contact area has an uncertainty of 0.039µm2 which 
is 4.39% . Finally, the uncertainty of the reduced modulus is 
7.293GPa which is 4.69% at a reduced modulus of 155.46GPa . 

This reduced modulus corresponds to Young’s modulus of 
167GPa for Poisson’s ratio of 0.27.

The here reported standard deviation is larger than the 
standard deviation as evaluated from Young’s moduli of each 
individual nanoindentation, see Fig. 5. That standard devia-
tion 4.323GPa is deflated compared to the full uncertainty 
since the former ignores the uncertainty of the frame correc-
tion, depth correction, and contact area and assumes those 
values as a constant.

Now, we evaluate the uncertainty of the ENIR method 
which relies on image analysis. Here, the same values are used 
as in Table 1 and the uncertainty of the contact area is chosen 
such as to result in the same reduced modulus uncertainty as 
for the Oliver–Pharr method. As a result, the uncertainty of 
the area recognition should be 0.07µm2 ∼ 7.8% . This area 
uncertainty is much larger than the uncertainty of the contact 
area in the Oliver–Pharr method because multiple equations 
and parameters contribute to the uncertainty in that method. 
On the other hand, only one equation accumulates uncer-
tainty in the ENIR method, as shown in Table 2.

The required uncertainty of the area measurement is not 
met for the ENIR method. We obtained an uncertainty on the 
order of 30% for the area evaluation from SEM images. For AFM 
measurements, the uncertainty is 10% . As such, the uncertainty 

TABLE 1:   Uncertainty analysis for 
the Oliver–Pharr method using 
values from indentation with a 
10mN normal force on Si.

x Value Unit dy/dx|x Unit �x Unit � Unit

(1) Kmeasure 156.57 mN/µm 1.13 – 3.72 mN/µm 4.196 mN/µm

Kframe 2680.27 mN/µm 3.85 10−3 1.39 N/µm 5.472 mN/µm

Kc 166.28 mN/µm 6.895 mN/µm

(2) Fmax 9.75 mN 0.373 nm/mN 38.0 µN < 1 nm

hmax 0.22 µm 1.00 – 2.30 nm 2 nm

Kframe 2680.27 mN/µm 1.36 nm2/mN 1.39 N/µm 2 nm

hmax 0.21 µm 3 nm

(3) Fmax 9.75 mN 4.51 nm/mN 380 nN 0.171 nm

hmax 0.21 µm 1.00 − 2.98 nm 2.978 nm

Kc 166.28 mN/µm 265 nm2/mN 6.90 mN/µm 1.824 nm

hc 0.17 µm 3 nm

(4) hc 0.17 µm 10.7 µm 3.50 nm 0.038 µm2

Factors 32.08

Ac 0.90 µm2 0.039 µm2

(5) Kc 166.28 mN/µm 0.935 1/µm 6.90 mN/µm 6.446 GPa

Ac 0.90 µm2 86.5 mN/µm4 0.0394 µm2 3.410 GPa

Er 155.46 GPa 7.293 GPa

TABLE 2:   Uncertainty analysis for 
the Enhanced Nanoindentation 
using Image Recognition (ENIR) 
method using values from 
indentation with a 10mN normal 
force on Si.

x Value Unit dEr/dx|x Unit �x Unit � Unit

Ac 0.90 um2 86.5 mN/um4 0.07 um2 6.055 GPa

Cmeasure 6.39 nm/mN 25.9 N2/um3 0.152 nm/N 3.923 GPa

Cframe 0.373 nm/mN 25.9 N2/um3 7.46 pm/N 0.193 GPa

Er 155.46 GPa 4.64 % 7.217 GPa
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of the ENIR method and algorithms is greater than the uncer-
tainty of the Oliver–Pharr method.

However, the uncertainty evaluation for the Oliver–Pharr 
method (Table 1) is a best case scenario. For ductile metals, 
a factor of 0 for Eq. 3 in Table 1 is suggested [9]. If that fac-
tor is uncertain, then the uncertainty of the reduced modulus 
increases to 25% . In that case, the standard deviation using the 
ENIR method is superior to the Oliver–Pharr method.

The ENIR method for the identification of Young’s modu-
lus and hardness requires image acquisition. Confocal and light 
microscopy are not sufficient if the contact area is on the order of 
1µm2 as the lateral resolution of those techniques is too limited. 
Concluding, AFM and SEM are the remaining techniques for 
these hard materials. AFM is slow but integrated in our nanoin-
denter. In addition, AFM data have the 3D information and can 
be used reliably for the evaluation of the physical contact. As 
such, the uncertainty is 10%.

SEM imaging would be especially helpful if one uses in-situ 
nanoindentation with, e.g., a Hysitron PI 89 SEM PicoIndenter 
or a KLA Nano Flip. That equipment allows the user to indent 
the surface and then turn the sample to the SEM column for 
imaging. That approach would benefit from an integration of 
the nanoindenter and the SEM software to automatically capture 
indents after indentation.

The ENIR method has one significant advantage over the 
Oliver–Pharr method: imaging—whether SEM or AFM—sup-
plies more information that helps the scientist to determine 
the material properties. In this study we have seen that minor 
cracks develop at higher loads. These cracks did not result in 
severe compliance and that compliance change is not observed 
in nanoindentation. However, images could be used to invali-
date Young’s modulus and hardness measurements if cracks are 
observed.

Moreover, if the imprint is concave, the material deforms by 
sink-in as observed in the present study. If the imprint results 
in a large pileup, the imprint becomes convex. That information 
can supplement a nanoindentation study that conventionally 
only allows to study the energy under the force–displacement 
curve during nanoindentation.

Conclusions
In this study, we introduced the ENIR method that allows the 
evaluation of the mechanical material properties by using the 
frame stiffness correction and Sneddon equation. The contact 
area was determined from secondary electron images and AFM 
measurements. We used the ENIR method to determine Young’s 
modulus and hardness of Si, which are inside the scatter of those 
reported by the Oliver–Pharr method.

Comparing to the Oliver–Pharr method, the ENIR method 
has a number of advantages but also disadvantages:

•	 The ENIR method does not require the area function calibra-
tion or the separate frame stiffness calibration. Additionally, 
the ENIR method does not require to identify the surface 
contact from the load–displacement curve and is insensitive 
to the thermal drift. In the ENIR method, the frame stiff-
ness is automatically evaluated for each set of measurements, 
i.e., each sample.

•	 Generally, the Oliver–Pharr method results in less uncer-
tainty. To achieve comparable uncertainty using ENIR, the 
uncertainty of the area measurement must not exceed 7.8% . 
However, the algorithms for SEM images and AFM measure-
ments resulted in uncertainties of 30% and 10% , respectively.

•	 Improved image quality is beneficial for reducing the uncer-
tainty. Additionally, improved algorithms are required, 
which measure the contact area with less scatter.

•	 As the present approach uses a secondary information 
stream, i.e., images, more information can guide the scien-
tist. In this study, cracks were visible in the images while the 
nanoindenter measurements did not show a reduction of the 
stiffness due to crack formation, i.e., nanoindentation was 
not sufficiently sensitive to fracture.

•	 Images can guide the scientist about the presence of pileups 
(convex shape) or the presence of sink-in deformation (con-
cave shape).

Therefore, the Enhanced Nanoindentation using Image Recogni-
tion (ENIR) method has a great potential for hard and stiff materi-
als when used in conjunction with the conventional Oliver–Pharr 
method. In order to realize the full potential of the ENIR method, 
the area recognition algorithms should be improved and the 
method should be applied for a number of materials.

Experimental procedure and data analytics
In this study, we used a MTS Nanoindenter XP with a Berkovich 
tip. The tip was calibrated prior to testing using a fused silica 
reference. The nanoindenter is equipped with a DME DualScope 
DS 95-200 Atom-Force-Microscope (AFM) with a C-26 control-
ler. For imprint identification, we also use a Zeiss Merlin Scan-
ning Electron Microscope (SEM) with a Gemini column and 
secondary electron (SE) and in-lens detectors. The SE detector 
was used for imaging as this detector shows a better topography 
contrast while it has a lower resolution and requires a longer 
dwell time than the in-lens detector.

The as-collected plain Tiff images contain a speckle noise, 
which is often removed by a median filter [26] with an appro-
priate radius and recursion. In this study, we employed a non-
linear denoising filter [27] which resulted in superior image 
quality compared to the median filter, as shown in Fig. 7b. It 
should be noted that an appropriate adaptation of the denoising 
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parameters (filter strength of 10, template window size of 21 
pixel and a search window size of 63 pixel) severely simplifies the 
subsequent image processing steps. After filtering, the minimum 
and maximum of the background gray values were determined 
from a 60-pixel wide frame. These minimum and maximum 
thresholds were used to identify the dark (corner of imprints) 
and bright areas (imprint sides and pileup), respectively (see also 
Fig. 7c). A morphological closing operation with a 2-pixel kernel 
was executed on the dark and bright binary images to remove 
small outlying speckles.

From the dark area, the contour of the main shape was 
determined and the Ramer–Douglas–Peucker algorithm [28, 29] 
was used to identify its triangular shape, i.e., the connection of 
the corners. Finally, the triangle area was determined in units of 
pixel and converted into an area unit using the pixel-size from 
the meta data of the original image. This triangle of corners area 
is the first approximation of the contact area.

The bright area has an irregular shape as it includes a part 
of the imprint and the pileup. The convex hull [30] of the bright 
area includes the entire imprint and the pileup. As such, the 
convex hull area—converted into an area unit—is the second 
approximation of the contact area: contact and pileup. Using 
the convex hull, we determined the circle that encloses this 
hull [31]. Once the radius r of the enclosing circle is known, 
the area of an equilateral triangle is determined A = 3

√
3/4r2 . 

This area, converted into an area unit, is the third contact area 
approximation: triangle in circle. Since the equilateral triangle is 
analytically determined, no triangle with specific corner points 
is determined and can be plotted.

It should be noted that these algorithms failed in a few cases. 
Criteria on the image quality and the results of the algorithm 
were defined to automatically filter out failures. If the maximum 
and minimum background gray values are above 235 and below 
90, then the initial raw image is considered too bright or too 
dark, respectively. If the ratio of “contact and pileup” area and 
“triangle of corners” area are above 3 or below 1/3, then the algo-
rithms failed. In these cases, the results of the image analysis 
were discarded.

The identification using the AFM measurements requires 
manual interaction as AFM measurements often include 
horizontal scars. To this end, the raw AFM measurements are 
cropped to exclude any artifact and to ensure that the 30-pixel 
wide frame does not include particles that hinder further pro-
cessing. In the second step, the topography is improved to 
obtain a horizontal background: the beginning and end of each 
line scan are used to fit a line, which is subtracted from the line 
scan. Afterwards, the non-linear denoising algorithm [27] was 
employed. Since the noise in AFM measurements is periodic, 
a low pass filter or an FFT filter would also be successful. Here, 
we focus on one denoising algorithm for all raw data.

Figure 7:   Procedure of contact area identification from SEM images. (a) central part of the full-sized original image which is twice as large as the 
domain, which is shown here; (b) after non-linear filtering; (c) after applying a threshold for bright and dark areas; (d) identified triangle from dark area 
(blue), convex hull of bright area (orange) and surrounding circle (green-white) superposed on the original image.
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After denoising, the measurements were shifted to result 
in a zero-average height. Then the contact area was deter-
mined by iterations of the threshold depth: starting from a 
2nm depth threshold below zero, the binary image of this 
height threshold was determined and a morphological clos-
ing operation with a kernel size of 2 was applied. The con-
tours of the binary image were determined and those contours 
excluded that had fewer than 6 pixel. If the resulting number 
of contours was larger than one, the iteration was continued 
by multiplying the depth threshold with 1.5.

The final contour can have a concave shape, see Fig. 8c, 
especially in a material that exhibits a sink-in as Si does. How-
ever, the nanoindenter tip is convex and the contact area of 
this convex shape is similarly convex. Therefore, the convex 
hull of the identified contour was evaluated and the area of 
this convex hull is used as contact area. Concluding, only one 
area measure is reported for the AFM measurements.
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