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ABSTRACT

BigEarthNet is one of the standard large remote sensing
datasets. It has been shown previously that neural networks
are effective tools to classify the image patches in this data.
However, finding the optimum network hyperparameters
and architecture to accurately classify the image patches in
BigEarthNet remains a challenge. Searching for more ac-
curate models manually is extremely time consuming and
labour intensive. Hence, a systematic approach is advisable.
One possibility is automated evolutionary Neural Architec-
ture Search (NAS). With this NAS many of the commonly
used network hyperparameters, such as loss functions, are
eliminated and a more accurate network is determined.

Index Terms— Neural Architecture Search, NAS, Evo-
lutionary Algorithms, Remote Sensing, Classification

1. INTRODUCTION

Deep learning has reached unprecedented results across
many domains in the last decade and Remote Sensing (RS)
is no exception. As deep neural networks require a large
amount of data to train, the constant stream of measurements
from satellite-borne sensors makes RS an frequent use-case.
In recent years, publicly accessible, labeled, RS-specific
datasets [1, 2] have been released, allowing the RS com-
munity to train neural networks tailored to specific research
questions.

ResNet-50 is a convolutional neural network (CNN) with
skip connections which has been shown to be effective for
computer vision tasks [3]. It has been tested extensively and
is the bases for many CNNs used in a multitude of different
fields including Remote Sensing.

There are multiple ways of evaluating the effectiveness
of a neural network, many of which use the ideas of preci-
sion and recall. The F1 score is one such measure. It is the
harmonic mean of precision and recall and is often used in
the multi-class multi-label case. The result can be calculated
globally, i.e. the micro-F1 score, or it can be the unweighted
average of the F1 scores for each class, i.e. the macro-F1

Fig. 1. Example patches and labels for Sentinel-2 tiles [6].

score [4]. There are other methods, however they are not rel-
evant to this work.

BigEarthNet 1, a large-scale remote-sensing dataset con-
taining patches extracted from 125 Sentinel-2 tiles (Level2A)
acquired from June 2017 to May 2018 [1]. The archive con-
sists of 590,326 patches, each of which is assigned one or
more of the 19 available labels. The label nomenclature is an
adaptation of the CORINE Land Cover [5] which consists of
labels from 10 European countries updated in 2018 [6]. Each
patch has 12 spectral bands at various resolutions: 3 RGB
bands and band 8 at 10m resolution (120 px× 120 px); bands
5, 6, 7, 8a, 11, and 12 at 20m resolution (60 px× 60 px); and
bands 1 and 9 at 60m resolution (20 px× 20 px). The cir-
rus sensitive band 10 was omitted, as well as patches covered
with snow or clouds [7]. Example patches are shown in fig. 1.

In [6], multiple network types were trained for the
BigEarthNet dataset to various degrees of success. Those
experiments excluded bands 1 and 9, utilized the Adam op-
timizer, the sigmoid cross entropy loss, an initial learning
rate of 0.001, and were trained for 100 epochs. It was found
that ResNet-50 was the most accurate network architecture,
achieving a micro-F1 score of 77.11 and a macro-F1 score of
67.33.

1http://bigearth.net/



As a portion of the data was excluded for these experi-
ments (bands 1 and 9), the inclusion of this data may increase
the effectiveness of a network. This, combined with a dif-
ferent network architecture or training configuration has the
possibility to greatly improve both training time and accuracy.

2. EVOLUTIONARY OPTIMIZATION

The structure of a neural network is determined by its hy-
perparameters. These include, the optimizer, the number of
training epochs, the network architecture, the loss function,
and many others. As the number of combinations of hyperpa-
rameters for a network can become extremely large, it is typ-
ically infeasible to determine effective combinations manu-
ally. Therefore, it is typically done automatically via selected
a hyperparameter search and a Neural Architecture Search
(NAS). A NAS typically takes a large amount of time to com-
plete as it must train a network for each set of hyperparame-
ters to determining the set’s effectiveness or quality. The algo-
rithms for finding the optimal hyperparameters within a NAS
vary widely [8], however this work utilizes an evolutionary
NAS to search for an optimal configuration for the ResNet-50
network used in [6].

The evolutionary NAS to be used begins with a popula-
tion of random hyperparameter sets, known as offspring. Af-
ter these networks are trained, they are sorted into the mat-
ing population. When an offspring is added to the mating
population, the worst-performing network is removed. New
generations of offspring are created by breeding two random
members of the mating population, i.e. randomly sampling
hyperparameters from each set. During the mating process
mutations can occur, i.e. modifying a small amount of the
offspring’s set. These new networks are then trained and the
process is repeated for either a specified number of genera-
tions or until an external factor stops it.

3. EXPERIMENTS

The hyperparameter search space was divided into six groups:
optimizers, learning rate (LR) schedulers, activation func-
tions, loss functions, the number of filters in each convolu-
tional block, and the activation order. The search space is
shown in table 1, excluding the number of filters which ex-
ponentially spans the space between two and 256. For this
network, the number of filters in a convolutional block is
dependent on a ratio with the first block’s number of filters.
The parameters of the learning rate schedulers and optimizers
were also included in the search space.

It has been shown in [13] that the order of activation, batch
normalization (BN), and convolution layers within residual
building blocks can affect the accuracy of a network. The test
configurations shown in fig. 2 will be used when referring to
the activation order.

Fig. 2. The various orders of the activation, batch normal-
ization (BN) and convolution layers within residual building
blocks used in a network. ReLU is an example activation
function, during the NAS the activation function is defined
by the network hyperparameters [13].

The data is prepared analogously to [6]. Albeit, there is
no image augmentation performed on the images. The net-
work was implemented in TensorFlow [17] and the NAS was
controlled by the open source package propulate [18].
propulate maintains the status of the population via
MPI [19]. The experiments were performed on various num-
bers of NVidia A100 GPUs [20] on ForHLR 2 at KIT. The
networks use early stopping to exit the training if the loss as
measured on the validation set is not longer increasing for ten
epochs.

Hyperparameter combinations which contained the opti-
mizers Adam, Adamax, Nadam, and RMSprop, failed more
frequently than their counterparts. These optimizers will
return NaN values if the combination between the loss func-
tion, optimizer, and their parameters is unfavorable, most
likely due to their adaptive algorithms. This behavior is
commonly referred to as instability. It is important to note
that an optimizer’s stability is typically a poor indicator of
its effectiveness. Since other optimizers were more stable,
the more unstable optimizers are quickly excluded from the
search space. To compensate for this effect, individual NASs
were performed for Adam, Adamax, Nadam, and RMSprop.

As poorly performing networks are removed from the
population, the relative frequency of hyperparameter selec-
tion can be used as a proxy for the stability and accuracy of
the network with that hyperparameter. This measurement is
conducted across all of the completed searches as to avoid ex-
cluding the metrics which perform better with the less stable
optimizers. By this measure, the most successful loss func-
tions were binary cross entropy and categorical hinge. The
least effective loss functions were hinge, Kullback–Leibler
divergence, and squared hinge. Exponential decay, inverse
time decay, and polynomial decay were used at roughly the
same frequency. Indicating that, when given fitting parame-
ters, all three are stable and effective choices for learning rate
schedulers. The use of this metric to determine the effective-
ness of activation functions is flawed as activation function



Table 1. Neural architecture and hyperparameter search space. The Activation column header shows the activation functions.
Activation order details are shown in fig. 2. ELU is the exponential linear unit, ReLU is the rectified linear unit, SELU is the
scaled exponential linear unit, K-L divergence is the Kullback-Leibler divergence, and tanh is the hyperbolic tangent.

Optimizer [9, 10] LR Scheduler [11] Activation [12] Activation Order [13] Loss [14, 15, 16]

Adadelta Exponential Decay ELU Original Binary Cross Entropy
Adagrad Inverse Time Decay Exponential BN after addition Categorical Cross Entropy
Adam Polynomial Decay Hard sigmoid Activation before addition Categorical Hinge
AMSGrad Linear Activation-only pre-activation Hinge
Adamax ReLU full pre-activation K-L Divergence
Ftrl SELU Squared Hinge
Nadam Sigmoid
RMSprop Softmax
SGD Softplus

Softsign
Swish
tanh

effectiveness was found to be correlated with the network op-
timizer. I.e. Adamax was most effective with ELU whereas
Adadelta was most effective with Softmax. Nonetheless,
the most commonly chosen activation function was a linear
function. It is theorized that this is due to its stability with
many optimizers. Therefore it is chosen in the early stages
of the NAS and slowly disregarded as other, more effective,
activation functions are found. Similarly to the usage of the
linear activation function, the number of filters chosen during
the early stages of the NAS is primarily four. As the NAS
progresses, the number of filters is predominantly chosen as
either 32 or 64. The most effective activation order is full
pre-activation (as shown in fig. 2).

As mentioned, some optimizers were sequestered into
separate searches and thus the measure of their frequency
is less useful. Therefore, they are judged on the F1 scores
which their optimizers produce. Ftrl did not fail more fre-
quently than others, however it did not continue to produce
competitive results and was slowly eliminated from the pop-
ulation in the general NAS. The individual searches with
Adamax, RMSprop, and Adam all produced competitive net-
works with the collective NAS. Showing that the networks
excluded for stability issues were unfairly removed for the
population.

The most effective optimizers were Adadelta and SGD,
both of which produced multiple configurations which had
results greater than or equal to the target micro-F1 score of
77.11. The most accurate configuration converged to a mirco-
F1 score of 77.25 and a macro-F1 score of 69.57 in 10 epochs.
Both of which are accuracy improvements over the networks
presented in [6], and the found network converged in 90 fewer
epochs. The final network configuration is as follows. The
optimizer was Adadelta, with rho as 0.8831, and epsilon as
3.4771e− 06; the learning rate scheduler was polynomial de-

cay with an initial learning rate of 0.8666, 10585 decay steps,
an ending learning rate of 0.0035, a power of 0.8693, and
without cycling; 128 filters; the softmax activation function;
the binary cross entropy loss; and with full pre-activation.

At a class level, the found network noticeably outperforms
the networks used in [6] for certain classes. Namely, coastal
wetlands; moors, heathland and sclerophyllous vegetation;
and agro-forestry areas were 9.60%, 5.05%, and 6.86% more
accurate then the presented ResNet50 implementation. How-
ever, the class ”beaches, dunes, and sands” performed 17.4%
worse. As the overall performance is very similar, the large
differences in class accuracies are attributed to the inclusion
of more spectral bands in the trained data.

4. CONCLUSION

The recent increase in availability of large RS datasets has
allowed researchers to achieve unprecedented results in tasks
such as land cover classification. However, this comes at the
price of spending a considerable amount of time manually
searching for optimal DL architectures and hyperparameters.

When utilized correctly, a NAS can determine network
hyperparameters which result in accelerated convergence
rates, improved accuracy, or both. However, if the search
space of a NAS contains hyperparameters of functions with
varying stability, some hyperparameters can be unfairly ex-
cluded. To avoid this, either careful selection of the search
space hyperparameters or multiple NASs are required. This
is exemplified by the various optimizers which required indi-
vidual NASs to produce competitive results.

It has been shown that an evolutionary NAS can increase
the accuracy and greatly increase the convergence rate of the
target network. The use of Adadelta, polynomial decay, Soft-
max, and binary cross entropy has been shown to slightly out-



perform the initial network.
Some of the classes showed greatly improved accuracy

with inclusion of more spectral bands. However, one cate-
gory (beaches, dunes, and sands) was significantly less accu-
rate than previous results. Therefore, the inclusions of more
bands should be done based on the intended use-case of the
network after training. More research is required to determine
the effectiveness of each band for the accurate classification
of an image.

This result, and the result of any NAS, is limited by its
search space and as the functions within the search space were
selected based on their commonality, there are many cutting
edge functions which were not included. To greatly outper-
form the given network, a combination of implementing a
more advanced network architecture and the selection of more
useful loss functions is required.
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