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Tunneling atomic force microscopy (TUNA) was used at ambient conditions to measure the
current-voltage (I-V') characteristics at clean surfaces of highly oriented graphite samples with
Bernal and rhombohedral stacking orders. The characteristic curves measured on Bernal-stacked
graphite surfaces can be understood with an ordinary self-consistent semiconductor modeling and
quantum mechanical tunneling current derivations. We show that the absence of a voltage re-
gion without measurable current in the I-V spectra is not a proof of the lack of an energy band
gap. It can be induced by a surface band bending due to a finite contact potential between tip
and sample surface. Taking this into account in the model, we succeed to obtain a quantitative
agreement between simulated and measured tunnel spectra for band gaps (12...37) meV, in agree-
ment to those extracted from the exponential temperature decrease of the longitudinal resistance
measured in graphite samples with Bernal stacking order. In contrast, the surface of relatively
thick graphite samples with rhombohedral stacking reveals the existence of a maximum in the first
derivative dI/dV, a behavior compatible with the existence of a flat band. The characteristics of

this maximum are comparable to those obtained at low temperatures with similar techniques.

I. INTRODUCTION

Is ideal graphite, a carbon-based structure composed
by weakly coupled graphene layers, a semimetal or a
narrow-gap semiconductor? This fundamental ques-
tion and the possibility of a spontaneous symmetry
breaking[1] that may trigger a narrow energy gap, was
not clarified in earlier experiments. The main reason
is that most of the earlier experimental studies were
done using samples with a considerable amount of highly
conducting stacking faults (SF) parallel to the graphene
planes of the graphite structure [2]. The dominant stack-
ing order of the graphene layers is the Bernal (2H)
stacking order (ABABA...). There is also a minority
phase, called thombohedral (3R) (ABCABCA...), occur-
ring with a concentration < 25% in bulk samples [3—
5]. Hence, well ordered graphite samples contain SF be-
ing two dimensional (2D) interfaces between twisted 2H,
twisted 3R regions or between the 2H and 3R stacking
orders. Several reports in the last 12 years on the inter-
nal structure of well ordered, pyrolytic as well as natu-
ral graphite samples characterized by transmission elec-
tron microscopy (TEM) and X-ray diffraction (XRD),
revealed a significant amount of SF separated by a few
tens to several hundreds of nm in the c—axis direction
[2, 5-10]. These 2D SF show quite different electronic
properties, which dominate the conductance at certain
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temperature and magnetic field ranges of high quality,
highly ordered graphite samples[11, 12].

Scanning tunneling microscopy (STM) measurements
done on well ordered graphite or bilayer graphene
samples at room and low temperatures, indicate that
those SF can be also found at or very near the sam-
ple surface[13-15] altering the density of states (DOS)
locally.[16] Kelvin force microscopy studies of the surface
of well-oriented graphite samples, done in air as well as in
inert atmosphere, revealed the coexistence of insulating-
and conducting-like regions,[17] whose origin can also be
related to the presence of ideal graphite and regions with
SF at or near the surface, respectively. These highly con-
ducting 2D SF are the origin for the metallic-like behavior
in the temperature dependence of the resistance[2, 11],
for the low temperature Shubnikov-de Haas and de Haas-
van Alphen quantum oscillations [10, 11], and also for the
huge diamagnetism of graphite[18] at fields applied paral-
lel to the c—axis[19]. In other words, the proposed Fermi
surface [3] does not correspond to ideal graphite, in con-
tradiction to the semimetal picture proposed more than
60 years ago.[20-22] Finally, some of the SF are at the
origin of the observed granular superconducting behav-
ior of graphite: whereas twisted graphene bilayers show
superconductivity at T < 10 K[23] (related to the ex-
istence of a flat band [24]), higher critical temperatures
have been reported earlier due to internal and larger SF
in bulk and TEM lamellae[7-9, 25], partially containing
the 3R phase[5, 26].

The experimental facts that speak for a semiconduct-
ing nature of ideal graphite are the following.



-Longitudinal electrical resistance: Thin graphite samples
with low or negligible amount of SF show an exponen-
tial temperature dependence in the electrical resistance
compatible with a semiconducting behavior[2] with an
energy gap in the order of ~ 30 £ 10 meV for the 2H
phase and ~ 110 £ 15 meV for the 3R phase[27]. The
small band gaps of the 2H or 3R phases combined with
the huge electrical anisotropy of graphite, as well as the
contribution of the 2D SF to the total conductance of a
sample [2] can be anticipated to be at the origin of the
complex, even contradictory temperature and magnetic
field dependences of the transport properties found in
literature.[10, 11] An exponential decay with temperature
of the longitudinal resistance can be taken as a semicon-
ducting fingerprint that challenges the usual semimetal
description of the band structure of ideal graphite, as-
sumed in the past on the basis of the McClure, Slon-
czewski and Weiss calculations[20-22].

-Magnetoresistance: Indirect support for the semicon-
ducting behavior of graphite is given by the magnetic
field dependence of the magnetoresistance at tempera-
tures T above 50 K and fields to 65 T. In these ranges,
the contribution of the SF to the magnetoresistance turns
out to be negligible in comparison to that of the graphene
matrix[12, 28]. The field dependence of the magnetore-
sistance can be well understood within a two-band model
indicating the existence of an energy gap between a va-
lence and a conduction band[28].

-Hall effect: A further example of the influence of de-
fects in graphite samples is the sign of the Hall coef-
ficient. Out of thirteen published studies on the Hall
coefficient of different graphite samples (not few-layers
graphene) [29-41], nine reported positive Hall coefficient
at a certain field and temperature range[29-36, 41]. The
differences in the Hall coefficient have been partially ex-
plained by taking into account SF within the graphite
matrix[41]. Graphite appears to be another example of
solids for which both, intrinsic and extrinsic effects con-
tribute to the Hall coefficient, making a direct estimate
of the intrinsic carrier densities difficult[41].

-Optical spectroscopy:  Optical pump-probe spec-
troscopy with 7-fs pump pulses indicates that at ultrafast
time scale graphite does not behave as a semimetal but
as a semiconductor[42].

Regarding studies on graphite with the two different
stacking orders using angle-resolved photoemission spec-
troscopy (ARPES) we would like to mention the follow-
ing recent publications. A gaplike feature of 25 meV
between the 7 and 7* bands at the K(H) point was re-
ported [43], whereas in [44] an energy gap of 37 meV
was inferred from the band fits near the H point. A
gaplike feature at an energy of ~ 67 meV was reported
in [45] and interpreted as a phonon-induced gap. Re-
cently, similar results were obtained by ARPES in combi-
nation with scanning tunneling microscopy/spectroscopy
(STM/STS) studies in highly oriented pyrolytic graphite
(HOPG) of, however, unreported quality [46]. Very sim-
ilar dI/dV characteristics curves with clear gaplike fea-
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Fig. 1. (a) Normalized TUNA current-voltage characteris-
tics measured in the tunneling regime at different positions
of a HOPG sample (HOPGA-Pd-1, see Table I), see optical
image in the upper left inset. The maximum current values
at -0.5 V used for the normalization were (1% to 3" loca-
tions): 217 pA, 302 pA, 240 pA. The lower right inset shows
the first derivative of the I-V curves at the three locations.
The normalization of the current values with the first deriva-
tive was done at -0.3 V (instead of -0.5 V as in the main
panel) to enhance the details in the region of interest. Fig-
ure 9 shows the first derivative in the whole measured voltage
range for the same sample. (b) Similar measurements for
a graphite mesoscopic flake (sample MG-Pd-11-2) (see SEM
image at the upper left inset) at different positions. The max-
imum current values at -0.5 V used for normalization were:
1174 pA, 912 pA, 565 pA, 597 pA, 671 pA, 447 pA. The in-
set below right shows the first derivative of the I-V curves
at three locations (current normalized at -0.3 V). All results
were obtained at ambient conditions.

tures were obtained by STS, independently of the used
tip material (Ag, Pt/Ir or W), prior to exposing the sam-
ple to hydrogen molecules [46]. This similarity is actually
not expected because of the large differences between the
contact potentials of the used tip materials and graphite,
a fact that affects the I — V' characteristics, as we will



see below. Improvements in the ARPES technique al-
low measurements with a resolution of < 100 nm in the
sample surface plane. This is a necessary resolution be-
cause of the lack of large single crystalline regions in usual
graphite samples [47]. We note, however, that the usual
energy resolution of 2 5 meV appears still not enough
to clearly resolve a semiconducting energy gap of the or-
der of 30 meV. Nano-ARPES measurements on a long
sequence of 3R stacking order showed the existence of a
flat band, which 25 meV dispersion appears to be com-
patible with a magnetic ground state characterized by an
energy band gap close to 40 meV [48].

The aim of this work is to unravel whether tunneling
atomic force spectroscopy can provide further evidence
for the semiconducting nature of graphite and whether
differences can be measured at room temperature be-
tween the two stacking order phases. We used a relatively
new tunneling spectroscopy technique, called tunneling
atomic force microscopy or TUNA, and in particular the
PeakForce operation mode [49]. The overall results are
compatible with the interpretation that ideal graphite
with 2H phase is a narrow band-gap semiconductor and
that the 3R phase, found in thick flakes, exhibits a maxi-
mum in the DOS at its surface, compatible with the exis-
tence of a flat band in the electronic spectrum.[48, 50-52]

II. RESULTS AND DISCUSSION

All TUNA results presented in this work were obtained
in air at normal conditions on natural and HOPG sam-
ples of grade A and micrometer size flakes obtained from
the corresponding bulk pieces. The quality and stacking
order characterization of the samples were done using
Raman spectroscopy, as done in previous reports[53-56].
The I-V curves were obtained in the tunneling regime
with currents between a few tens of pA to < 3 nA . Fur-
ther details about samples and characterization methods
are provided in the ‘Samples and Methods” Section IV
below.

A. Bernal stacking order
1. Ezxperimental tunneling spectra

Figure 1 shows the normalized I-V characteristics and
their first derivatives (see insets) for the bulk HOPG sam-
ple (a) and a graphite flake (b). Raman spectroscopy
indicates that the main phase in those samples is the
2H phase. Figure 1(a) illustrates normalized I-V curves
of the bulk samples, measured at three different spatial
positions. All three curves are nearly identical. Anal-
ogous measurements on the thin graphite flakes reveal
similar 7 —V curves as for the bulk sample, although with
somewhat larger local variations, as depicted in Fig. 1(b).
These small spatial variations of the current can be ob-
served in general for thin graphite flakes and are not nec-

essarily related to the presence of SF at the surface but
due to bending or defective regions.

Our normalized I-V curves are asymmetric and the
first derivative of the normalized current exhibits a min-
imum at V' ~ 0.12 V, see the inset in Fig. 1(a). An early
STM work on graphite at ambient conditions reported
a relatively wide minimum at low voltages in the differ-
ential conductance.[57] Similar curves were obtained at
4.2 K on very thin graphene multilayer samples with the
Bernal phase[50].

At first view, the normalized I-V curves in Fig. 1 ex-
hibit apparently no band gap, i.e. a voltage region with-
out detectable tunneling current. On the other hand, the
first derivative dI/dV is a quantity generally assumed to
be proportional to the LDOS. Although in a classical
semiconductor model a minimum in the LDOS can be
a trace of a band gap, it is not a sufficient criteria to
infer its existence. The simulation of the I — V spectra
proposed below can help to discern to which extent the
existence of a (small) energy gap is compatible with the
measured spectra.

2. Simulation of the spectra

In view of the aforementioned difficulties that prevent
a direct observation of a band gap using the I-V curves,
we turn to a different approach: First, we assume that
graphite behaves like an ordinary semiconductor. Un-
der this assumption, a software package, specifically de-
signed for simulating tunneling currents at semiconduc-
tor surfaces,[58, 59] is employed to investigate the influ-
ence of the size of the band gap on the I-V curves. By
comparing simulated I-V curves with those experimen-
tally obtained on graphite with Bernal stacking, we con-
clude that the measured spectra can be understood us-
ing an ordinary semiconductor model by assuming small
band gaps. Finally we try to estimate the size of the
band gap from the TUNA measurements.

In order to derive the tunneling current, we follow
the two-step method as described in Refs.[58, 59]
First, we performed self-consistent electrostatic simula-
tions of the tip-vacuum-semiconductor system to unravel
the potential- and carrier distributions in three dimen-
sions. A Pt-Ir tip with a radius of 100nm and opening
angle of 45° was chosen. The carrier concentrations of
the sample are derived using the parabolic band approx-
imation (see, e,g, Ref. [60]). Band gaps ranging from
0.1meV to 120meV are assumed. The graphite’s Fermi-
level position Er as well as the concentration of free elec-
trons n (Er,T) and holes p (Er,T) at a temperature of
T = 300K are defined by solving the charge neutrality
condition:

n(Ep,T)—p(Er, T)+Na (Er,T)—Np (Er,T) =0, (1)

with Na (Er,T) and Np (Ew,T) being the acceptor and
donor concentrations. Several Hall effect results[29-
36, 41] suggest that graphite should be degenerated with



a Fermi-level located inside the valence band with a
free carrier concentration of the order of 107cm™3 at
300 K.[41, 61] We assume density of states effective
masses of the order of one hundredth of the electron rest
mass for a parabolic band approximation. Using these
constraints, we can solve the charge neutrality condition
only, if a certain concentration of shallow acceptor states
are incorporated. Due to the lack of the precise knowl-
edge about the graphite density of states effective masses
and acceptor ionization energies, it remains to be clari-
fied in a future work, whether the assumed concentration
of shallow acceptors states depends on the concentration
of atomic lattice defects in our HOPG samples. Note
that those defects can play a role in the effective carrier
density, as irradiation studies indicate.[62]

Without bias (V' = 0), the contact potential is de-
fined as the work function difference between the metallic
probe tip (Ptgo-Irap) and the graphite sample. It affects
the tip-induced band bending in the same manner like the
application of a bias voltage. For Pt and Ir work function
values between 5.7 and 5.8 eV were reported[63]. On the
other hand for graphite the work function varies from
4.6[64] to 4.7eV[65]. Taking into account these values,
the contact potential between the probe tip and graphite
surface is expected to be ~ 1eV.

In a second step, we use the one dimensional electro-
static potential along the central axis through the tip
apex to derive the tunneling currents through the vac-
uum barrier using the WKB approximation based model
described in Refs.[66, 67]. In order to fit the measured
I-V curves to the calculated ones, we took the band gap,
the effective masses, the concentration of acceptors and
the tip-sample separation as fit parameters.

3. Modeling of the tunneling current based on the
tip-induced band bending

As discussed above, from experiments we expect a
free carrier concentration of the order of ~ 107 cm™3
(i.e. ~ 3 x 10° em™2 per graphene layer) at 300 K
for Bernal graphite. For such a carrier concentration
the electrostatic potential, present between the metallic
probe tip and graphite during STM experiments, cannot
be screened completely at the graphite surface and can
reach the subsurface region of the material (commonly re-
ferred to as tip-induced band bending). We take the tip-
induced band banding into account in our self-consistent
simulations.

The above discussed contact potential of ~ 1eV in
conjunction with small band gaps lead to empty and
filled states, which are simultaneously present in both,
valence- and conduction-band. Hence, at negative bias
(sample) voltages the tunneling out of filled valence-
and conduction-band states into empty tip states oc-
curs, while at positive voltages, tunneling from filled tip
states into empty valence- and conduction-band states
takes place. This situation is illustrated in Fig. 2. Even

at positive sample voltages, the downward band bend-
ing remains present. In contrast to other p-type semi-
conductors with larger band gaps, tunneling into empty
conduction band states (I¢) occurs even for very small
positive sample voltages already (in addition to the tun-
neling current Iy into empty valence band states). At a
sample voltage of approximately ~ +0.12 V the increas-
ing Ic becomes larger than the decreasing Iy, leading
to the above discussed minimum in the first derivative
dr/dv.

A good agreement between the measured and sim-
ulated I-V curves at Bernal stacked graphite surfaces
was achieved as indicated by the green solid line in
Fig. 3. This simulation was obtained for a free car-
rier concentration of 2.3 x 107 cm™3, similar to the
expected one[41, 61], a band gap of 25meV, similar to
that obtained from transport results[2, 27], as well as ef-
fective masses of 0.01 and 0.0075 for the valence- and
conduction-band, respectively. We restricted the calcu-
lations within the voltage range of interest 0.3 V. In the
same figure we show the simulations obtained with the
same parameters but for band gaps 0.1 meV and 50 meV.

In order to investigate the influence of a band gap
on the tunneling spectra of graphite, we calculated I-
V' curves for band gaps between 0.1 meV and 120 meV.
Figure 4 shows that in particular the tunneling current
at the positive voltage branch decreases with increasing
band gap. This behavior is caused by an interplay of two
effects: First, the shift of the graphite’s conduction band
states towards larger energies with increasing band gap
leads to less conduction band states that are available for
tunneling. Second, a larger band gap leads to an energet-
ically increased tunneling barrier between tip and sam-
ple, which in return decreases the tunneling probability.
Hence, also the tunneling current related to valence band
states decreases slightly with increasing band gap. This
delicate interplay alters the slope of the combined tunnel-
ing current (i.e. the sum of conduction- and valence-band
related tunneling currents) at positive sample voltages
and defines the position of the minimum of the dI/dV
curves. Larger band gaps result in stronger curvatures
at the positive voltage branch, while for small band gaps
the positive voltage branch becomes more linear. In the
limit of a vanishing band gap, the minimum in the dI/dV
curve is still present. Note that thermal broadening of
the Fermi-Dirac distribution of the Ptgglrog-tip states is
not taken into account in the tunneling current compu-
tation, which can however be anticipated to not change
the position of the minimum in the dI/dV curve but only
its intensity.

Although the simulations with smaller and larger band
gap appear to agree less with the experimental data ac-
cording to the depicted graph |I| vs. V shown in Fig. 3,
a clear distinction is difficult on this basis alone. A more
sensitive way is given by comparing the first derivative
and in particular the position of its minimum. The reason
is that the minimum in the dI/dV curve is found to shift
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Fig. 2. Tip-induced band bending as a function of the distance from the graphite surface for a biased tip-vacuum-sample system.
(a) At negative sample voltages, tunneling out of filled valence band states (Iv) is dominating the total tunneling current. In
addition, due to the large downward band bending and the small band gap, the conduction band minimum is dragged below the
Fermi level at the surface, filling up its states with electrons. These electrons can tunnel out of the conduction band into empty
tip states, leading to an additional, but small, tunneling current component (flinv). (b) The large downward band bending
is also present at positive sample voltages, due to a large contact potential of ~ 1eV. The total tunneling current is again
composed of two components: The first component is driven by tunneling of electrons from the tip into empty valence band
states (Iv). This is only possible because the Fermi-level of the sample is situated below the valence band maximum, leading
to unoccupied states within the valence band. The second component is driven by electrons tunneling from filled tip states into
empty conduction band states (Ic). At small positive sample voltages, Iv is the dominant tunneling current component while
for large positive voltages, Ic becomes the largest contribution to the total tunneling current.

with the band gap as illustrated in Figs. 5(a) and (b).
As one can recognize in this graph, the first derivative
of one of the I — V' curves obtained for sample HOPG-
Pd-1 as example (see Fig. 1(a)), roughly agrees with the
simulation with energy gap of 25 meV with a minimum
at Vinin = 0.127 + 0.007 mV. We further quantified the
voltage position of the experimentally observed minima
by fitting a polynomial of 9th grade to the numerical dif-
ferentiation of all I —V curves, yielding an average value
of Vinin = 0.122 4+ 0.005 mV. The experimental region
of the minimum is shown as shadowed area in Fig. 5(b).
The comparison of the measured Vi, values with the
simulated Vi, vs. the band gap FEg suggests that the
experimental data can be described best with a semi-
conductor model with a band gap between 12 meV and
37 meV. From the simulated Viin(Eq), see Fig. 5(b), we
note that the data obtained for the mesoscopic graphite
sample with Bernal stacking order, see Fig.1(b), suggest
that larger and a broader distribution of band gaps could
be localized at certain regions of the inhomogeneous or
bended graphite surface. We may speculate that atomic
lattice defects, other than simple SF, but twisted or tur-
bostratic stacking with more complexes sequences may
have different band gaps.

We varied the parameters of the simulations to esti-
mate the error range. A decrease of the contact potential
leads to a slight increase of the band gap (~ 4 meV per

0.1 eV decrease) while decreasing the free carrier con-
centration (~ 4 x 106 cm™3 per 0.1 eV decrease) and
the effective band masses. Taking into account transport
data,[41, 61] we expect that the carrier concentration is
at least > 1017 em™3 at 300 K. Hence, the contact po-
tential should be 2 0.7 eV, which restricts the band gap
to < 40 meV. Taking into account correlation effects be-
tween the parameters, we estimate an error in the carrier
density parameter of +1.5 x 1077cm™3. We note that
if we assume a negligible band gap at contact potentials
smaller than 1 eV, the deviation between the measured
data and the theoretical curve increases, pointing further
to the existence of a finite energy gap.

We conclude this section by pointing out that the mea-
sured spectra for the Bernal stacking order are best de-
scribed by a semiconductor model with a narrow band
gap. In first approximation the first derivative spectra is
proportional to the LDOS, although the voltage scale is
shifted by the existence of a tip-induced band bending.
Taking advantage of these insights in the interpretation of
the tunneling spectra on Bernal stacking order graphite,
we now turn to measurements of the rhombohedral stack-
ing order of graphite.
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Fig. 4. Simulated tunneling current vs. bias voltage at dif-
ferent band gaps between 0.1 meV and 120 meV using the pa-
rameters explained in the main text. Note that the absolute
values of the current are plotted.

B. Rhombohedral stacking order

The 3R phase is of especial interest nowadays due to
the expected flat band at its surface or at its interfaces
with the 2H stacking order[51, 68]. A flat band in the
3R phase has been found experimentally[48, 50, 69, 70],
which correlates with a maximum in the DOS at the
Fermi level, enhancing the probability to trigger super-
conductivity [51, 52, 71] and/or magnetism[48, 72, 73] at
high temperatures. In particular, STS obtained on a se-
quence of five layers of 3R phase showed a peak in the
DOS around the Fermi level with a width of ~ 50 meV
at half maximum[50]. We have performed TUNA mea-
surements in several natural graphite samples with the
3R phase. For a relatively thick (22 nm) sample with
the 3R phase, we measured a clear maximum in the dif-
ferential conductance reproducible at different positions
spread by several ym? in the sample area, see Fig. 6.
This maximum is not observed, however, in a 3R phase
sample of much smaller thickness (3 nm), see Fig. 7. This
difference may indicate that either the roughness of the
samples plays a detrimental role or the number of 3R unit
cells in the thin sample is not enough to clearly develop
this feature at room temperature, as numerical simula-
tions suggest.[51]
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We note that the maximum in the differential conduc-
tance observed in the thicker 3R sample is shifted by
~ 40 meV above the zero level and with a width at
half maximum of ~ 100 meV. Those values are of the
same order as reported at 4.2 K, in spite of ~ 70 times
higher temperatures, stressing the robustness of the high
DOS feature around the Fermi level at the surface of this
graphite phase. The shift of the maximum in the dif-
ferential conductance may come from the influence of a
finite contact potential and band bending.

We note that the temperature dependence of the re-
sistance measured for a large number of bulk samples
from different origins follows over a very broad range

Au
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Fig. 6. TUNA current-voltage characteristics obtained at
different positions of the 3R phase surface of a 22 nm thick
(=~ 22 unit cells) natural graphite flake (sample NBF5-01-03,
see Table I), see upper left inset with the AFM image. The
current values used for normalization were (from 1% to 5
positions): 276 pA, 293 pA, 386 pA, 374 pA, 366 pA. The
bottom right inset shows the first derivative of the I-V curves
at the 1°° and 4'® positions in the voltage region of interest.

(2 K £ T £ 1100 K) the temperature dependent re-
sistance known for semiconductors, suggesting, that this
minority 3R phase should also be a narrow gap semicon-
ductor with an energy gap of the order of 100 meV[27].
Under this assumption we would have the situation of a
different band structure at the surface from that in the
bulk of the 3R phase. The position of the minimum in the
first derivative obtained for the thinner samples, see inset
in Fig. 7, cannot be determined with sufficient accuracy
because it depends very much on the spatial position on
the sample. Much better sample quality of thin enough
3R phase samples is necessary to check for a semiconduct-
ing behavior with a larger energy gap than in the Bernal
case as transport measurements suggest[27]. Mean field
theoretical studies indicate[74] that the only possible ori-
gin for an energy gap in the bulk of the 3R phase should
be related to a spontaneous symmetry breaking, a feature
that needs more work to verify its existence.

IIT. CONCLUSION

Characteristic current-voltage curves obtained by tun-
neling atomic force spectroscopy (TUNA) on Bernal
stacked graphite surfaces can successfully be reproduced
by using classical self-consistent semiconductor model-
ing in conjunction with quantum mechanical tunneling
current derivations, taking into account a non-zero band
gap as well as reasonable values for the carrier concen-
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Fig. 7. TUNA current-voltage characteristics obtained at
three different positions of the 3R phase surface of a 3 nm
thick (=~ 3 unit cells) natural graphite flake (sample NBF5-
SNG-3, see Table I), see upper left inset with the AFM image.
The current values at -0.5 V used for the normalization were
(from 1 to 3" positions): 241 pA, 222 pA, 213 pA. The
bottom right inset shows the first derivative of the normalized
current I(V) curves.

tration and effective masses of graphite. The best sim-
ulation could be obtained for band gaps in the range
(12...37) meV, in agreement with previous transport
and Hall-effect studies. The agreement between simu-
lated and measured tunneling currents at 300 K should
be considered as a demonstration that the assumption
of graphite being a semiconductor with a narrow band
gap is in line with the measured data. In particular
our model explains the minimum in the dI/dV curves
at V ~ 120 mV. It is the result of a delicate interplay
of tunnel currents arising from valence- and conduction-
band states at both positive and negative sample volt-
ages. Furthermore, we showed that the lack of a voltage
region without detectable current in the I-V spectra, is
not sufficient to exclude the presence of a band gap. In
analogy, a voltage range without detectable current is not
one-to-one equal to the fundamental band gap.[75, 76]

In contrast to the results obtained from samples with
Bernal stacking, the surface of samples with the rhom-
bohedral stacking order indicate a clear maximum in the
differential conductivity, in agreement with previous STS
results obtained at much lower temperatures, suggesting
the existence of a flat band at the Fermi level. On the
other hand, very thin samples with rhombohedral stack-
ing order show a minimum in the first derivative at posi-
tive voltages, whose voltage positions depend very much
on the sample location.

IV. SAMPLES AND METHODS
A. Samples

The origin, thickness and method for electrical con-
tacts of the measured samples are given in Table I. The
bulk HOPG Grade A sample, from which we prepared the
samples HOPGA-Pd-1, MG-Pd-11-1, MG-Pd-11-2 and
A1 (see Table I), was obtained from Advanced Ceram-
ics (now Momentive Performance Materials). The to-
tal impurity concentration (with exception of H) of the
HOPG and natural graphite samples is below 20 ppm,
see Refs. [5, 77] for more details.

Graphite flakes were prepared using a mechanical
cleavage. The method consists of mechanically gently
rubbing a bulk graphite sample onto a thoroughly cleaned
in ethanol substrate. After that, the substrate with the
multigraphene flakes is well cleaned in an ultrasonic bath
of highly concentrated acetone for one minute several
times.

Different ways of electrical contacts fabrication were
applied. The investigated graphite samples were placed
on top of two differently prepared silicon substrates with
a 150 nm thick insulating silicon nitride (SizNy) couting.
On one of the two substrates we patterned electrodes on
the samples top surface and on the insulating substrates
using electron beam lithography followed by sputtering of
a bilayer Cr/Au (5 nm/30 nm). Other graphite samples
were electrically contacted by depositing their bottom
surface to a 100 nm thick Pd layer sputtered on the SizNy4
coating (after depositing a buffer layer of 31 nm thick Cr).

60 ] 8or
_ @ A R o -
5 ’ ]
= <
= =
£ &
g g
E R
< 3
= -1
260 2700 - éOO
Wavenumber (cm ™)
Fig. 8. (a) Average of the 2D band of the rhombohedral

phase (3R) showing the six processes due to ABC stacking of
the NBF5-01-03 natural graphite flake sample. (b) Average of
the 2D band of the Bernal phase (2H) showing the two process
due to ABA stacking of MGPd-11 HOPG flake sample. (c)
Raman image of the spatial distribution of the 2D band width.
The yellow color area shows the 3R phase.(d) Raman image
for the spatial distribution of the 2D band. In this case the
red color area represents the Bernal phase (2H).



TABLE I. Characteristics of the measured samples. The electrical contacts of the samples (last column) were done through

lithography at the sample top surface or directly on the bottom
bohedral stacking order, 2H: Bernal stacking order.

sample surface using Pd-coated substrates. 3R means rhom-

Sample Thickness (nm) Origin Stacking order Contacts
NBF5-01-03 22 Brazil mine 3R lithography
NBF5-01-05 40 Brazil mine mixture of 2H and 3R lithography
NBF5-SNG-3 3 Brazil mine 3R lithography
NBF5-01-09 8 Brazil mine 2H lithography
HOPGA-Pd-1 300 HOPG Grade A 2H Pd-coated
MG-Pd-11-1 65 HOPG Grade A 2H Pd-coated
MG-Pd-11-2 40 HOPG Grade A 2H Pd-coated
Al 45 HOPG Grade A 2H Pd-coated
B. Raman characterization 10 ‘ ‘ ‘ ‘ _— 50
+ DL . Jas
Microscopic analysis of the graphite stacking orders © HOPG-1 .
and sample quality were realized by Raman spectroscopy 14042
measurements. Raman spectra of multilayer graphene = 35 \E
samples were obtained with a confocal micro-Raman @ 3.0 2
microscope WITec alpha 300+ at 532 nm wavelength 3 3
(green) at ambient temperature, see Fig. 8 as example. E 25 3
All Raman measurements were performed using a grat- T 20
ing of 1800 grooves mm™1!, 100x objectives (NA 0.9) and g 15 2
incident laser power of 1 mW. Lateral resolution of the = i
: : 10 2
confocal micro-Raman microscope was ~ 300 nm and the ] S
depth resolution ~ 800 nm. 0.5
The Raman results revealed Bernal and rhombohedral -1.0 : ‘ : : ‘ : 0.0
-0.50 -0.25 0.00 0.25 0.50

stacking orders as well as a mixture of those phases de-
pending on sample. The areas with different stacking
orders have been localized by surface scanning and regis-
tration of spectra at each point in increments of 100 nm
with the confocal micro-Raman microscope. Afterwards,
the function of automatic recognition of the given shapes
of the spectrum curves showed the regions with different
stacking.

Figures 8(a,b) present the Raman spectra in the 2D
Raman bands for rhombohedral (3R) area of the NBFG5-
01 sample and Bernal (2H) area of the MGPd-11 sample.
The spectra are the average obtained by hyperspectral
scanning within the respective regions. Figures 8(c,d)
show the Raman image that is obtained analyzing the
spatial distribution of the 2D band width of the NBF5-
01 and MGPd-11 samples. Following recent publications
[53-56] there are three main Raman scattering features
in rhombohedral stacking order of the graphite structure.
The main one that can be used to find the 3R phase is
the absorption at the G’-band with a broad peak around
~ 2700 cm~!, as shown in Fig. 8(a), in clear contrast to
the corresponding peak measured in the 2H phase, see
Fig. 8(b). According to the Raman results the investi-
gated samples presented in this study are of high struc-
tural quality due to the absence of the disorder-related
D-peak around ~ 1350 cm ™! (not shown).

These results indicate that while the smaller area in
the NBF5-01 sample has a Bernal stacking order, the
larger area consists of rhombohedral one. The opposite
is observed in the other sample shown in Fig. 8(d).

Voltage V (V)

Fig. 9. TUNA results of the current-voltage characteristic
curves (left y-axis) and their first derivatives (right y-axis)
measured on a diamond-like carbon film (DLC) and on the
position 1 of the bulk graphite surface of Fig. 1(a). The max-
imum current values used for normalization were: 59 pA (e)
and 217 pA (o). The red line of the first derivative corre-
sponds to the graphite sample and the black one to the DLC
film. The derivatives were obtained from the normalized cur-
rent data at -0.5 V.

C. TUNA measurements

Local current-voltage (I-V') curves measurements were
performed with a Bruker Dimension Icon Scanning Probe
Microscope equipped with PeakForce Tunneling AFM
module (PF-TUNA)[49]. The PeakForce Tapping mode
is based on a quick contact interaction of the probe and
the sample (tens to hundreds of microseconds). Peak-
Force TUNA mode with a bandwidth of 15 kHz allows
the measurement of a current averaged over the full tap-
ping cycle. All measurements were conducted at room
temperature and at ambient conditions. Pt-Ir-coated sil-
icon nitride probes with a nominal radius of 25 nm (PF-
TUNA, spring constant = 0.4 N/m, resonant frequency
= 70 kHz) have been used. PeakForce Tapping Ampli-
tude was set to 150 nm. A current sensitivity of 100



pA/V was used in all measurements. The bias voltage
was swept from -500 mV to 500 mV on flat surface re-
gions. In order to decrease the noise in the data, the I-V
curves shown in this study were taken from an average
of 25 consecutive I-V ramps at a single point.

The measurement and calibration of the I — V' curves
at certain parts of the selected samples were performed as
follows: First the I — V curves were measured on a test
sample - a floppy disk. After checking the operability,
the cantilever was moved to the graphite sample and a
20 nm? area was scanned in order to localize the flat
areas without irregularities. Then a point was chosen
in an area of 5 x 5 nm? or 1 x 1 nm? to register the
IV curves. The PeakForce setpoint (trigger force) was
chosen as small as possible in order not to damage the
surface.

To rule out possible artifacts (e.g., when a piece of
graphite sticks at the tip), to check the reproducibil-
ity of the measurements and the state of the used Pt-
Ir probes, three different tests were used, namely: Af-
ter each measurement the response of the Pt-Ir probe
was examined using the reference sample (FD sample,
12 mm from Bruker). Furthermore, scanning electron
microscope (SEM) was used to check for the state of the
probes tips. In order to avoid distortion in the data, each
probe was used not more than 25 h. After that we contin-
ued with a new probe. In the case of the samples with the
3R phase two different probes were used to check for the
reproducibility of the unusual behavior at low voltages.

Finally, to verify that the shift of the minima in dI/dV
to positive bias voltages obtained in the graphite samples
is not an artifact, we selected a n-type semiconducting
sample with larger band gap than graphite, but still rel-
atively narrow. Just after measuring one sample with
Bernal stacking and without changing the probe or any
sets of the microscope, we measured a hydrogenated di-
amond like carbon (DLC) film, the one usually used in
old magnetic hard disks. Upon hydrogenation and de-
fect concentration the energy gap of the DLC films can
be as low as a few hundreds of meV. The measured I-V
curve of the DLC film is shown in Fig. 9 together with
its differential conductance (right axis). For comparison,
in the same figure we include one of the curves obtained
from the bulk HOPG sample shown in Fig. 1(a). The
I-V curve of the DLC film and its derivative indicate an
energy gap E, 2 0.25 eV. Note that the I-V curve of the
DLC film shows an opposite asymmetry as for graphite,
i.e. it is shifted to negative bias voltages.

The TUNA equipment allows in principle a constant
current scan to get a scan image of the conductance
variation across the sample surface. This useful tool
cannot be easily used for graphite due to the soft c—axis
elastic module of the graphite structure. When one
uses this mode and due to the soft elastic module a
time dependence in the I-V curves is observed. Mea-
surements of the time-dependence of the I-V spectra
were carried out with the graphite sample HOPG-Pd-1
using the spectroscopy mode in the PeakForce TUNA
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Fig. 10. (a) Single (no averaging) TUNA current vs. bias
voltage curves obtained on sample HOPGA-Pd-1 (2H phase)
at a fixed location in Continuous Ramping mode at different
times. After 26 s the tunneling current saturates already at
low bias voltages just before a direct contact between tip and
the sample surface occurs. (b) The same data as in (a) in
the tunneling regime but normalized by their corresponding
currents at -0.5 V.

mode. In order to obtain a series of I-V curves at
one fixed position the Continuous Ramping mode was
used with the parameters: 2 V set point, 100pA/V
sensitivity and ramp rate of 1.03 Hz. The cycle was
repeated automatically after certain time. Overall, 26
I-V curves were obtained within 26 s, some of them
are shown in Fig. 10. These measurements indicate
a variation of the tunneling current with time. The
observed behavior is similar to the one observed from
tunneling regime to point-contact changing the tip-
sample distance in Ref. [57]. In the tunneling regime,
i.e. at low enough current amplitudes and before a
direct contact is achieved, all I-V curves show the same
behavior after normalization, see Fig. 10(b). This effect
should be taken into account when measuring electrical
characteristics of soft materials with PF-TUNA mode.
From the technical point of view, the obtained results



indicate that the TUNA technique allows spectroscopy
studies in natural and pyrolytic graphite samples. Care
must be taken with time dependent effects due to the
soft c—axis module of graphite and the set-point selected
in the TUNA electronics.

R.A. carried out the TUNA
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