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Abstract. The Human Brain Project (HBP) (https://humanbrainpro
ject.eu/) is a large-scale flagship project funded by the European Com-
mission with the goal of establishing a research infrastructure for brain
science. This research infrastructure is currently being realised and will
be called EBRAINS (https://ebrains.eu/). The wide ranging EBRAINS
services for the brain research communities require diverse access, pro-
cessing and storage capabilities. As a result, it will strongly rely on e-
infrastructure services. The HBP led to the creation of Fenix (https://
fenix-ri.eu/), a collaboration of five European supercomputing cen-
tres, who are providing a set of federated e-infrastructure services to
EBRAINS. The Fenix architecture has been designed to uniquely address
the need for a wide spectrum of services, from high performance com-
puting (HPC) to on-demand cloud technologies to identity and access
federation, for facilitating ease of access and usage of distributed e-
infrastructure resources. In this article we describe the underlying con-
cepts for an audience of computational science end-users and develop-
ers of domain-specific applications, workflows and platforms services. To
exemplify the use of Fenix, we will discuss selected use cases demonstrat-
ing how brain researchers can use the offered infrastructure services and
describe how access to these resources can be obtained.

Keywords: Fenix · Human brain project · Distributed
e-infrastructures

1 Introduction

Today, advances in addressing grand challenges depend on the ability of
researchers coming from different geographic regions to effectively collaborate
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and having flexible access to distributed e-infrastructure services. Fenix supports
the former and provides the latter as it enables researchers, e.g., to collaborate on
data curation, aggregation and sharing by providing federated storage sources
as well as to use high-capability resources like High Performance Computing
(HPC) systems.

The brain research community is a diverse community that applies a large
variety of methods. It is thus not surprising that the requirements concerning
e-infrastructure services are rather diverse. While some teams need massively-
parallel HPC systems for large-scale simulations, others are producing extreme-
scale data sets and employ advanced and potentially compute-intensive data
analysis techniques. Given the size of the data sets, data analysis and making
these data sets available to the wider community needs to be done in such a
way that data transport can be avoided. This does not only help reducing costs
or improving performance, in a number of cases this is mandatory given the
involved amount of data. Yet other research teams perform computational and
data analysis tasks requiring compute resources at smaller scale, but need to do
this in an interactive manner.

Fenix is creating an infrastructure layer comprising services that are federated
in a rather lightweight fashion. It is designed such that quite different types
of compute services ranging from HPC to Cloud as well as different types of
data repositories can be integrated. This initiative is realised by five European
supercomputing centres, namely BSC in Spain, CEA in France, CINECA in
Italy, CSCS in Switzerland, and JSC in Germany. Fenix is organised in such a
way that other resource providers may join in the future.

This paper is organised as follows: In the next section we introduce the general
concepts that led to the architecture of Fenix. In Sect. 3 we provide details on
the Fenix services and discuss in Sect. 4 how EBRAINS services can make use
of these. In Sect. 5 we describe how resources are allocated to users from HBP,
before providing a summary and outlook in Sect. 6.

2 Fenix Concept

The current architecture of Fenix is based on the general consideration that a
clear separation between an infrastructure service layer and a platform service
layer is beneficial. Such a layered approach is commonly used for creating Cloud
infrastructures (see, e.g., [2]), where the terms Infrastructure-as-a-Service (IaaS)
and Platform-as-a-Service (PaaS) are widely used.

For Fenix we prefer to use the terms infrastructure service layer and platform
service layer. The platform service layer encompasses all services that are specific
for a given research domain. They are not necessarily useful for other domains or
would require significant adaptations. A typical example are web-based portals,
such as the EBRAINS Collaboratory1. While such portals are needed for almost
any research infrastructure, their organisation is highly domain specific. The

1 https://wiki.ebrains.eu.

https://wiki.ebrains.eu
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infrastructure service layer includes a set of services that allow implementing
these platform services and are sufficiently generic for being useful for differ-
ent research communities. One example are machines for deploying any of the
aforementioned portal services, which are typically offered in a virtualised envi-
ronment. Using Virtual Machine (VM) technology allows for better exploitation
of the hardware resources as a larger number of VMs, which typically only need
the resources of a few CPU cores, can be deployed within a single physical
machine.

The infrastructure services are organised such that they can be provided
by multiple, geographically distributed resource providers. While this approach
adds the complexity related to the federation of these services, the approach has
a number of important benefits, which we will discuss below.

Most of the end-users are not expected to use the Fenix infrastructure ser-
vices directly, but rather connect to the platform services that are deployed on
top of these infrastructure services as shown in Fig. 1. For specialist users there
is, however, the option to directly access the infrastructure services. An exam-
ple are users performing simulations on massively-parallel HPC systems, who
typically directly access these systems to compile and execute their simulation
applications.

The layered approach has multiple benefits. In general, a layered approach
and the resulting separation of concerns helps to manage complexity. From the
perspective of the platform service providers, the abstraction of an infrastruc-
ture service layer can help improving sustainability and performance due to the
distributed nature of the infrastructure service layer, involving multiple infras-
tructure resource providers. Resource providers can be replaced, for instance
when funding conditions change, or the number of resource providers could
be changed according to the needs of the platform service layer. Furthermore,
platform service providers are enabled to improve on resilience by replicating
their services over multiple sites. Another benefit of a distributed infrastruc-
ture is improved data locality. With a larger number of infrastructure resource
providers, the probability that storage resources are available in geographic prox-
imity of the data source increases. From the perspective of the infrastructure
service providers, the layered approach has the benefit that it allows the consol-
idation of their service offerings when supporting multiple science communities.
Finally, it creates opportunities for improving the utilisation of the offered hard-
ware resources.

3 Fenix Compute and Data Services

In this section we provide an overview of the current service portfolio offered by
Fenix, which was developed on the basis of an analysis of today’s needs of the
brain research communities. With other communities starting to use Fenix, the
current portfolio of services is anticipated to change.
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Fig. 1. Overview of the Fenix architecture as described in Sect. 2. Details on the infras-
tructure services are provided in Sect. 3.

The Scalable Compute Services (SCC) abstract large-scale computing
resources. These are HPC systems with a larger number of compute nodes with
1–2 CPUs and possibly additional compute accelerators like GPUs. SCC services
can be used for running highly parallel simulation applications, but are also suit-
able for data analysis tasks, involving extreme-scale data sets. SCC resources are
managed by a batch queuing system, which schedules jobs such that hardware
utilisation is optimised.

As an increasing demand for interactive access to compute resources is
observed, Fenix introduces Interactive Compute Services (IAC) services. These
allow end-users to obtain ad-hoc access to single compute nodes where interac-
tive frameworks like Jupyter are offered. Typical usage scenarios are interactive
analyses, visualisations, and steering of simulations running on SCC.

VM services offer access to on-demand virtualised machines. The prime use
case for this service is the deployment of platform services running in a “24/7”
mode, for instance web-based portal services.

To cope and comply with different and in parts incompatible needs and
requirements, Fenix introduces two classes of data repositories. An Archival Data
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Repository (ADR) is a storage system for long-term storage of data objects in a
shareable manner. Such data repositories must therefore feature a standardised
interface with easy to install clients and allow for federation. Mechanisms sup-
porting flexible and fine-grained access control are another important feature.
Fenix decided for the widely used Cloud object storage interface Swift2.

Unlike an ARD, an Active Data Repository (ADR) is not a federated data
repository that is relatively openly accessible from outside a data centre. An ACD
is meant to be used for storing (copies of) private data sets and will typically
offer 10 − 100× more bandwidth as well as significantly lower latency. Such
features are important for data repositories connected to SCC services. A typical
implementation of an ACD is based on a parallel file system with a POSIX
interface like Lustre3 or Spectrum Scale4.

Both types of data repositories will be connected through a Data Mover
service that will allow to asynchronously copy or move data back and forth.

It is important to note that the different services have different security
requirements. Some of them, like SCC, IAC and ACD, are realised in an HPC
environment with tightly restricted access policies. VM services are deployed
in a Cloud environment with an open connectivity. This will, e.g., allow users
unknown to the data centre with weak or no credentials to connect to the plat-
form services deployed on such resources. An ARD is connected to both environ-
ments and thus can serve as a bridge between both worlds. Other connections
between services deployed in different environments are subject to negotiations
to identify the right balance between the realisation of advanced workflows and
security concerns.

Except for these restrictions, Fenix allows to combine the use of different ser-
vices at different locations within a single project. This is a significant advantage
compared to similar service offerings in Europe. Achieving this depends on the
following prerequisites:

– All services must be integrated into a single Authentication and Authorisation
Infrastructure (AAI) such that a user can connect with the same credentials
to any service offered at any Fenix site.

– Resource management must be centralised such that both, a Fenix user as
well as a Fenix resource provider, have an overview of the resources that are
still available or have already been consumed.

– For coherent management of access control, a central service is needed that
makes the necessary attributes available.

At the time of writing this article, a first version of the AAI is being put in
operation, while the central resource management and attribute service, which
is called FURMS, is still under development.

While the Fenix service portfolio is provided using general-purpose hardware
technologies, the concept described in this section also allows for provisioning

2 https://wiki.openstack.org/wiki/Swift.
3 https://lustre.org/.
4 https://www.ibm.com/products/spectrum-scale.

https://wiki.openstack.org/wiki/Swift
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of infrastructure services, using special-purpose hardware solutions. Within the
HBP there are, e.g., ongoing efforts to integrate neuromorphic computing ser-
vices that are provided on the BrainScales [8] and SpiNNaker [4] systems at the
Universities of Heidelberg and Manchester, respectively.

4 Selected EBRAINS Services

In this section we introduce a selected set of EBRAINS services and discuss how
these can make use of Fenix services.

The EBRAINS Brain Simulation Platform comprises a suite of software tools
and workflows for collaborative brain research that allow researchers to recon-
struct and simulate detailed models of brain areas. This includes, e.g., simulators
like NEST [5] and Neuron [7] as well as the neurophysiology data analysis tools
package Elephant [3]. A simple workflow using Fenix services is shown in Fig. 2:

1. The input model data is assumed to be stored in ARD #1 and is copied to
an ACD from where it is accessible to the SCC service.

2. The simulations are executed using the SCC service, which reads the input
data from and writes the output data to the ACD.

3. After completing the simulation, the final data products can be published by
copying the data to ARD #2.

HPC environment

ACD

SCC

ARD #1 ARD #2

Fig. 2. Example for a brain simulation flow using Fenix services.

Next, we consider a more complex example related to the EBRAINS Brain
Atlases. EBRAINS aims to provide access to a new generation of 3-dimensional
reference atlases of the human and rodent brain, which are defined at different
scales and modalities. These atlases are based on histological data obtained from
brain images (see, e.g., [1]). A complex workflow is required to first analyse and
interpret the images as well as to integrate this data (see, e.g., [6]) and to later
make the Brain Atlas as well as primary and secondary data products available
to others. A possible realisation of such a workflow is shown in Fig. 3, which can
be mapped to Fenix services as follows:
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1. The primary data products are generated in a lab and stored in an ARD.
2. SCC services allow processing of extreme-scale data sets as they occur in

the case of images with a resolution of O(1µm), and facilitate the use of
compute-intensive data analysis steps. To allow for fast access to the data, it
will typically be staged from an ARD to an ACD. The resulting data products
can be published after writing them into an ARD.

3. Multiple analysis steps using SCC services may follow.
4. Final data products may be explored interactively using IAC services.
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Fig. 3. Schematic view of a possible workflow for creating a Brain Atlas using Fenix
services.

5 Resource Allocation

Part of the resources provided by Fenix are dedicated to HBP research and
EBRAINS services as well as related research projects. A so-called programmatic
access model allows to provide these resources to a research community (here the
brain research community represented by HBP), with the latter being responsible
for the allocation of the resources to projects proposed by researchers from that
community.

The HBP allocates the resources based on a peer-review mechanism that
follows principles established by PRACE5. Such a mechanism is widely used for
making HPC resources available as it helps to ensure expensive resources being
used for excellent science. The principles mandate, among other requirements,
the peer-review process to be transparent and clear to all relevant stakeholders.
Furthermore, the process must be fair such that all proposals are evaluated solely
on merit and potential high impact on European and international science and
economy.

Applicants interested in using Fenix resources for brain research can, at any
time, submit a proposal. After a technical review by Fenix resource providers,

5 https://prace-ri.eu/hpc-access/project-access/project-access-the-peer-review-proc
ess/.

https://prace-ri.eu/hpc-access/project-access/project-access-the-peer-review-process/
https://prace-ri.eu/hpc-access/project-access/project-access-the-peer-review-process/
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the EBRAINS Infrastructure Allocation Committee (IAC) is responsible for con-
ducting or managing the scientific assessment in case of small- or large-scale
resource requests, respectively. Based on the outcome of the review, the IAC can
in the case of small-scale projects decide itself on whether to approve or reject a
proposal. In the case of large-scale projects, the IAC prepares a decision-making
proposal for the Directorate of the HBP.

6 Summary and Outlook

Fenix is an initiative that is realising a broad set of federated infrastructure
services. The approach is based on a generic concept that aims for a separa-
tion of infrastructure and platform services. While the former are generic and
of use for a variety of research communities, the latter are research domain spe-
cific. The approach allows research communities to establish distributed research
infrastructures adapted to their needs. The brain research community is the key
driver for Fenix and two examples of how this community can leverage services
and resources from Fenix have been discussed. Similar efforts towards IT-based,
distributed research infrastructures can, however, also be observed for other sci-
ence communities.

The HBP has established mechanisms for allocating resources offered by
Fenix, which is open for researchers from HBP but also for brain researchers
at large. Other scientists can also apply for Fenix resources through regular calls
for proposals managed by PRACE.
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