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Benchmarking the Computational Costs and Quality of
Vibrational Spectra from Ab Initio Simulations

Shima Taherivardanjani, Roman Elfgen, Werner Reckien, Estela Suarez, Eva Perlt,*

and Barbara Kirchner*

The scaling behavior of ab initio molecular dynamics simulations for the
different size bulk systems of liquid methanol is presented and thereby the
characteristics of every system performing on either a local compute cluster
or a supercomputer are analyzed. Additionally, the influence of different
parameters on the quality of the infrared and Raman spectra is investigated
using different simulation frameworks, including time step, convergence
criteria, density functional approximation, and basis set. Both the maximally
localized Wannier functions and the radical Voronoi tessellation approaches
are employed to evaluate vibrational spectra from the trajectories. The results
of infrared and Raman spectra are classified in two frequency regions, 500 to
1600 cm~' and 2500 to 4000 cm~', in order to compare and discuss the
experimental spectra and the results derived from ab initio molecular
dynamics simulations comprehensively. The outcome of this study guides
future experimental and theoretical researchers in order to acquire a profound
perception into vibrational spectra, which evolves the way of elucidating

information of molecules by explor-
ing characteristic frequencies of atomic
vibrations.['-*] The theoretical prediction of
vibrational spectra does not only support
the interpretation of experimental measure-
ments, but based on atomistic simulations,
they also provide detailed molecular level
insights and help to develop a fundamental
understanding of molecular vibrations and
interplay.'*3! The relevance of reliable
vibrational data for the calculation of ther-
modynamic properties from theory has
been demonstrated for different systems
including methanol-water mixtures.[6®]

Especially for the treatment of bulk
systems and flexible molecules, ab initio
molecular dynamics (AIMD) simulations
represent a powerful technique that has al-

molecular structure.

1. Introduction

Vibrational spectra represent an important and experimentally
feasible way to determine material compositions and structural
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ready been applied successfully with respect
to spectroscopic properties.* 3] AIMD
simulations solve the electronic structure
problem on-the-fly at each time step of the simulation, mostly
using state-of-the-art density functional theory (DFT) meth-
ods. For the prediction of vibrational spectra, however, addi-
tional information is required: infrared (IR) spectra rely on the
temporal changes of the molecular dipole moments,['*] while
for Raman spectra, the molecular polarizabilities have to be
determined.!">""7]

Among a number of techniques to calculate these molecu-
lar properties, many examples in literature are based on the
well-established scheme using maximally localized Wannier
functions.[1%18] In this approach, a set of localized Wannier func-
tion centers!'®! is determined, representing the orbital locations
in a system that are assigned to the individual molecules via
a minimum distance criterion.”! The Wannier function cen-
ters are subsequently used to calculate dipole moments(!820.21]
and polarizabilities.[??! The great advantage of this method is
the low additional amount of data produced, and thus, memory
space required, which guarantees a much faster processing of
the data during the simulation and afterward. However doubt-
less, this method contains several drawbacks. From a technical
point of view, the convergence of the iterative localization pro-
cedure is not guaranteed. Furthermore, the result of the local-
ization is not necessarily smooth along a molecular dynamics
trajectory as could be demonstrated for Raman spectra of aro-
matic compounds.?3! Both effects—not converged localizations
and discontinuous data points—can lead to unphysical results for
the obtained spectra.
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Using the Wannier-based approach, the trans and cis iso-
mers of N-methylacetamide in aqueous solution were studied
from AIMD simulations.®! Next to the Wannier approach, a sec-
ond method based on the molecular current correlation func-
tion computed from the Born charges and atomic velocities was
applied.l) Clusters consisting of a chloride anion Cl~ and one
or two methanol (hereafter abbreviated MeOH) molecules have
been explored combining infrared predissociation experiments
and DFT-based molecular dynamics simulations at 100 K.[2*]

Recently, Gaigeot and Rijs!"?! provided a review of neutral
peptide gas phase IR spectra. The authors compared theoreti-
cal approaches such as dynamical (DFT) techniques and their
recently developed graph theory with experimental data in or-
der to underline how the synergy between far-IR spectroscopy
and theory can provide an unprecedented picture of the struc-
ture of neutral biomolecules in the gas phase. The former author,
Gaigeot, has in a recent review considered the molecular dynam-
ics (MD) simulations for anharmonic gas-phase IR and Raman
spectra, by which the spectra of large (bio-) molecular systems
over long time-scale trajectories can be accurately and efficiently
achieved.[?¢]

Luber proposed an alternative approach based on a subsystem-
density functional theory based embedding scheme.””] An
overview over the historical development of spectra calculations
is provided by Shaoqing Wang.!?®] Wang introduces the Eckart
frame algorithm and the multiorder derivative algorithm for vi-
brational frequency calculations directly based on the raw data
of atomic trajectory from AIMD. Mandal et al. have recently pro-
posed a novel strategy, named s—MTACE, which provides the op-
portunity of performing around tenfold faster hybrid DFT-based
MD simulations of large condensed matter systems by analyzing
trajectories.[?”]

The application of the Voronoi tessellation!?’] for dissecting
the electron density is another alternative to the use of the Wan-
nier center approach. Starting from the atomic positions, the Eu-
clidean space is divided into a set of Voronoi cells, assigning each
point in space to exactly one atomic cell. To account for differ-
ent atom types, their respective van der Waals radii can be taken
into account when partitioning the electron density to define the
Voronoi cells. This scheme is referred to as the radical Voronoi
tessellation.[3°) A major drawback of the Voronoi approach lies in
the necessity to print out the electron density as volumetric data
on a grid (usually in cube files), which can produce tremendously
large files depending on the system size and length of the simu-
lation.

Even if the process of printing out the electron density is
performed only every eighth time step, which was shown to be
reasonable for the calculation of IR and Raman spectra,?}] the
resulting cube-files easily exceed a size of several hundred giga-
bytes (GBs). Recently, Brehm and Thomas introduced a novel
compression algorithm (bgb), which significantly enhances the
handling of volumetric data.?!] A comparison of the Wannier
versus Voronoi approach was recently published by Apostolidou
at the example of the OH radical in water.*?] The first simulation
of resonance Raman spectra based on the radical Voronoi tes-
sellation in combination with real-time time-dependent density
functional theory was introduced by Brehm and Thomas.[**] The
authors computed the spectrum of uracil in aqueous solution in
good agreement with experiment.
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It can be seen that depending on the system to be investi-
gated the choice of the method for the dipole and polarizabil-
ity calculations, and hence, the calculation of vibrational spectra
can become challenging with respect to computational costs. In
this regard, a great variety of algorithms termed linear-scaling
methods have been proposed to enhance the accomplishment
of large scale electronic structure calculations. As an instance,
the properties of ethanol using the linear scaling method to-
gether with finite-element basis functions were inspected by
Tsuchida.** Tsuchida substantiated the claim that linear-scaling
methods lessen the computational cost of large-scale AIMD sim-
ulations with maintaining accuracy. Wilhelm et al. initiated an-
other algorithm to calculate the correlation energy in the ran-
dom phase approximation in a Gaussian basis demanding oper-
ations and memory.*® Wilhelm and co-workers also introduced
an optimized low-scaling GW (where G is the Green’s function
and W stands for the screened Coulomb interaction[*®)) algo-
rithm in a Gaussian basis with colossally parallel execution on
supercomputers.>’] This low-scaling GW algorithm is an accu-
rate method for computing electron addition and removal ener-
gies of molecules and solids. The application of large-scale GW
electronic-structure calculations for complex materials on large
timescales was investigated by Del Ben and co-workers.[®]

Hutter et al. showed that the Car-Parrinello molecular dy-
namics code paired with multiscale modeling provides an opti-
mal solution for systems up to thousand atoms on future gen-
erations of supercomputers.??! In line with the study by Hut-
ter and co-workers of the machine-dependent scaling behavior
for the AIMD simulation of liquid water,[*°! we herein focus on
studying the scaling behavior of AIMD simulations including the
electron density treatment via the Wannier versus the Voronoi
approaches. For this purpose, we consider methanol bulk sys-
tems of different sizes. Being the simplest alcohol, methanol is a
close analog to the water molecule.[*!l However, the presence of a
methyl group in the methanol structure leads to a different hydro-
gen bonding network in this molecule, forming only two hydro-
gen bonds, as opposed to water with its complicated hydrogen-
bonding networks.[*>*] Liquid methanol has been considered
not only as an interesting subject for spectroscopical and theoret-
ical studies,[*** but also as the all-purpose solvent in industrial
process and laboratory chemistry.[**]

We also test the influence of certain relevant simulation pa-
rameters, such as the system size, the size of the time step, the
criterion for the SCF convergence, the functional, and the basis
set on the quality of the resulting IR and Raman spectra. Based
on the results, it will be discussed whether a modular approach,
in which the single processes are parallelized, would be appro-
priate and worthwhile for the calculation of vibrational spectra
from AIMD simulations. Finally, we aim to provide guidance in
finding the best computational setup for the efficient calculation
of high-quality vibrational spectra.

2. Theoretical Background

2.1. Vibrational Spectra from AIMD Simulations

For the calculation of different spectroscopic properties in lig-
uid media and for flexible molecules, the seminal work by Green
and Kubo constitutes the starting point.’*!l They showed that

© 2021 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH


http://www.advancedsciencenews.com
http://www.advtheorysimul.com

ADVANCED
SCIENCE NEWS

ADVANCED
THEORY AND
SIMULATIONS

www.advancedsciencenews.com

phenomenological coefficients describing many transport pro-
cesses and time (t) dependent phenomena can be written as in-
tegrals over auto-correlation functions C(#):

C(t) = (A(0)A(t))o (1)

with A being any dynamical function and the brackets indicating
the average over the ensemble of the system at reference time 0.

In order to further decompose the auto-correlation functions
into their particular constituent frequencies, so to finally receive
a spectrum resolving the molecular vibrational frequencies, a
Fourier transformation has to be applied. Therefore, it is crucial
to efficiently calculate auto-correlation functions and their corre-
sponding Fourier transforms, which can be achieved using the
Wiener—Khintchine theorem:>2>3]

|

With 7 being the time lag, the Fourier transform of C(t) is gener-
ated, its square is calculated within the frequency range, and the
inverse transformation is applied. By using the fast Fourier trans-
formation formalism, the Wiener—Khintchine scheme scales
with O(n log(n)), while a direct application of the definition would
lead to an algorithm scaling with O(n?).

The calculation of IR and Raman spectra is usually based on
appropriate quantum mechanical expressions for the absorption
and the scattering of light, respectively, which can be derived
from time-dependent perturbation theory.>*%1 Here, the time-
correlation formalism[®!! elucidates that the IR absorption coeffi-
cient and the Raman scattering cross section are proportional to
the auto-correlation of the molecular dipole moment and polariz-
ability, respectively. Nevertheless, the resulting equations depend
upon ensemble averages of the corresponding quantum mechan-
ical operators and cannot be applied to the AIMD simulations di-
rectly, in which the nuclei move according to the classical equa-
tions of motion.%!

The intensity of the resulting spectrum corresponds to the am-
plitude of the oscillation in the correlation function and in this
way notable changes in the dipole moment or the polarizability
lead to peaks in the spectrum and vice versa.

The corresponding wavenumber-dependent IR spectra A(V)
are given by

(C(r)C(t + 1)) e 2)

A(Y) = IZeock - / (i) - p(t+ 7)) et (3)

Here, N, is the Avogadro constant, ¢, the electric constant, ¢ the
speed of light in vacuum, k; the Boltzmann constant, T the tem-
perature, v the wavenumber, and y the dipole moment.

Similar to this, the wavenumber-dependent differential Ra-
man scattering cross section I(V) is calculated according to

. h (Vi —
0= Beaths T (1~ exp(~ / (@) -l 2D
+{a,(7) - d, (t+ r))f)e’z’”mdt (4)
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where in addition, the Planck constant h is involved and
the dipole moment auto-correlation is replaced by the cross-
correlation of the polarizabilities a. The calculation of vibrational
spectra is carried out using TRAVIS.[6263]

2.2. Dipole Moments and Polarizabilities
2.2.1. Maximally Localized Wannier Functions

Maximally localized Wannier functions are obtained by a unitary
transformation of the Kohn—Sham orbitals, which are inherently
available in each time step of the trajectory, and thus a set of n
localized Wannier orbitals is calculated.[®*]

The position expectation values r; of the orbitals are considered
as the locations of the electron pairs, which can, in the bulk phase,
be assigned to the individual molecules via a minimum distance
criterion. The molecular dipole moment uy, is now calculated by
the sum over the point charges of the nuclei and the Wannier
function centers representing » electron pairs:

n N
w=-2) T +e) ZR )
i=1 j=1

Here, e is the elementary charge, the first sum is over the po-
sitions of all n Wannier function centers r; assigned to the
molecule, and the second sum is over all N nuclei of the molecule
with the positions R; and the charges Z;.

A possible calculation scheme for polarizabilities emanates
from the linear approximation of the dipole moments induced
by an external electric field E:

Hina = aE (6)

where « is the second-order polarizability tensor.

This suggests that the electronic structure calculation has to
be repeated three times applying an electric field of the same
strength in each direction in space, x, y, and z, in order to record
the dipole moment changes with respect to the calculation with-
out the electric field. Since the polarizability is the dipole moment
change divided by the electric field strength, the polarizabilities
are obtained by finite differences of the dipole moments.

As mentioned above, the significant advantage of this method
is the low additional amount of data produced, and consequently,
less memory space is required, since the Wannier function cen-
ters are characterized solely by Cartesian coordinates of each
electron pair. This guarantees a much faster data transfer during
the simulation, which is in almost every case parallelized over
a number of processors and makes the subsequent handling
and storage of the data much easier. One disadvantage of the
maximally localized Wannier functions approach is the require-
ment of additional computational effort for the localization
itself. Especially for big, complex systems composed of several
hundreds of atoms, the convergence of the Wannier localization
can be slow and, consequently, can significantly extend the sim-
ulation time, making the calculation of vibrational spectra more
expensive.

Although it is also possible to use the total dipole moment and
polarizability of the simulation box to calculate IR and Raman
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Figure 1. Simulation boxes after pre-equilibration via classical MD for systems composed of 8, 16, 32, 64, 128, 256, 512, and 1024 MeOH molecules,
respectively. Please note, for the spectroscopic study in Section 3.2.2, we also simulated a 4-molecule system.

spectra, the assignment of individual molecular quantities im-
proves the sampling and allows for the separation of vibrational
contributions of systems that originate from different compo-
nents like for example in mixtures or solute—solvent systems.

2.2.2. Radical Voronoi Tessellation

The radical Voronoi tessellation!®! allows for the partitioning of
the electron density into atomic or molecular contributions, only
based on distance criteria, to further calculate dipole moments of
individual molecules and, therefrom, vibrational spectra. In the
case of an atomistic simulation with N atoms, the atom positions
are considered as sites s; to uniquely divide the Euclidean space
into a set of Voronoi cells, assigning each point in space to exactly
one cell.[2*%¢] Each cell, therefore, consists of all points that are
closer to a particular site than to any other one. Additionally, a
radius r; is assigned to each site s; and the distance to the sites is
replaced by the power distance to spheres around the sites with
the corresponding radii. For the correct treatment of intra- and
intermolecular distances and interactions within liquid systems,
the choice of the van der Waals radii has been shown to be the best
option.[”] The resulting Voronoi cells C; are, therefore, defined
by

C={xeR |@x-s)-rf<x-s) - Vj#iLij=1..N
7)

Voronoi cells of all N, atoms belonging to the same molecule k are
united in order to obtain molecular cells M,. The recognition of
the molecules is available in TRAVIS.[6263] Molecular dipole mo-
ments can, hence, be obtained by integrating the electron density
p(r), which is accessible for each time step in an AIMD simula-
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tion, as a function of the spacial coordinate r over the afore de-
fined molecular cells:

,uvz/ r-p(r)dr; k=1,...,N, (8)
My

Analogous to the maximally localized Wannier functions, the po-
larizabilities are obtained by finite differences of the dipole mo-
ments. However, for the electronic structure calculations without
and with external electric field in each Cartesian direction, in to-
tal four cube-files containing the information of the electronic
density have to be produced.

3. Computational Methodology

3.1. Test Systems

For the systematic investigation of the scaling behavior and the
simulation parameter-dependent accuracy of AIMD simulations
including the treatment of the electron density for the subse-
quent calculation of vibrational spectra, model systems com-
posed of either 8, 16, 32, 64, 128, 256, 512, or 1024 MeOH
molecules were chosen (see Figure 1). All systems were consid-
ered to study the scaling behavior on different hardware (see Part
I below and Section 5) while only systems with up to 64 molecules
were considered to study the dependence of spectra on different
computational parameters (see Part II below and Section 6).

To generate the simulation boxes for the pre-equilibration
of the systems using classical MD simulations, first, one sin-
gle MeOH molecule was built using the visualization package
MOLDEN (version 5.4).[%%] In order to derive the initial starting
geometries of the simulation boxes, the program PACKMOL (ver-
sion 16.228) was used.[**”%] Considering the experimental room
temperature density of MeOH,["!l p® = 0.79g cm~3, leads to
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Table 1. Changes in densities and box length before (p*P, a®P) and after (ptheer, gtheor) the classical MD pre-equilibration runs.

# MeOH PP [g cm ™) ptheer [gem ) change [%)] a®® [pm] atheor [pm] change [%)]
8 0.79 0.83833 +6.12 8.12 7.98 -1.72
16 0.79 0.75424 —4.53 10.25 10.41 +1.56
32 0.79 0.75764 —4.10 12.92 13.10 +1.39
64 0.79 0.77592 -1.78 16.27 16.37 +0.61
128 0.79 0.75712 —4.16 20.50 20.80 +1.46
256 0.79 0.76359 —3.35 25.83 26.13 +1.16
512 0.79 0.76300 —3.42 32.55 32.93 +1.17
1024 0.79 0.76325 -3.39 41.01 41.48 +1.15

the resulting box length a®? in pm, which are summarized in
Table 1. Table 1 provides an overview of changes in the systems’
densities and box length a before and after the pre-equilibration
performed by classical MD simulations. As one can notice, the
maximum deviation from experimental density is about 6% for
eight molecules.

In order to pre-equilibrate each system, classical MD simula-
tions were carried out using the molecular dynamics simulator
LAMMPS (version from August 17, 2017).172] The simulation de-
tails for these pre-equilibration runs are given in the Support-
ing Information.

3.2. AIMD Simulations and Electron Density Treatment

The AIMD simulations and electron density calculations were
carried out using DFT methods, since these are computation-
ally efficient electronic structure methods for dynamical spec-
troscopy of large (bio-)molecular systems with over 100 ps time-
scale trajectories,?®! with the CP2KI”>7* program package ap-
plying the QUICKSTEP module.l*’] Here, the hybrid Gaussian
and plane waves (GPW) approach was used to calculate the en-
ergies and forces on the atoms. As a standard setup, the molecu-
larly optimized short range double-¢ basis set (MOLOPT-DZVP-
SR-GTH)[”>! was applied to all atoms together with the BLYP
functional and the corresponding BLYP Goedecker—Teter—Hutter
pseudopotentials for core electrons.l’*78] Throughout this work,
molecularly optimized basis sets have been applied (MOLOPT-
XZV(P)-SR-GTH), which will henceforth be referred to as (SR)-
XZV(P). A 350 Ry density CUTOFF criterion (again standard
setup) with the finest grid level was employed, together with
multigrids number 4 (NGRID 4 and REL_CUTOFF 50) using
the smoothing for the electron density (NN10_SMOOTH) and
its derivative (NN10).[*l The dispersion corrections in all simu-
lations were accounted for by using the DFT-D3 type of a pair
potential van der Waals density functional.l”>®! A value of 107°
was used as target accuracy for the SCF convergence (EPS_SCF
1.0E-6). The DIIS minimizer!”3] was used to reach a faster orbital
transformation via direct inversion in the iterative subspace. The
maximum number of SCF iterations to be performed for one iter-
ation was set to 45 while for the outer SCF loops it was 30. Apart
from some special cases, which will be defined and amplified in
the following, a time step of 0.5 fs and a simulation temperature
of 300 K were chosen.

Adv. Theory Simul. 2021, 2100293 2100293 (5 of 19)

3.2.1. Part I: Scaling Behavior

For the systematic investigation of the scaling behavior, each of
the pre-equilibrated systems was subject to an AIMD simulation
using either 4, 8, 16, 32, 64, or 128 cores. To compare differ-
ent treatments of the electron density the following three proto-
cols were applied in each case: production of the trajectory only
(T), production of the trajectory and a Wannier localization (TW),
and production of the trajectory together with the calculation and
printing of the electron density (TD). In each case, the trajecto-
ries were produced over 500 time steps at 0.5 fs and the Wannier
localizations and electron density calculations were performed in
every time step.

3.2.2. Part Il: Simulation Parameter Dependency of Vibrational
Spectra

To analyze the influence of certain relevant simulation parame-
ters on the quality of the resulting IR and Raman spectra, longer
AIMD equilibration and production runs had to be performed.

In a first equilibration, four systems containing 8, 16, 32, and
64 MeOH molecules were simulated over 25 ps. The tempera-
ture was increased to 340 K (slightly above the experimental boil-
ing point of MeOH = 338 K)!®!l and massive thermostats were
applied to all atoms. Meanwhile, the density CUTOFF criterion
was decreased to 280 Ry and the target accuracy for the SCF
convergence released to a value of 107> in order to reach a fast
convergence in a first equilibration. A second equilibration run
over another 25 ps was performed to adjust the system to the
desired simulation conditions. Therefore, massive thermostats
were kept, but the temperature was decreased to 300 K, the den-
sity CUTOFF criterion increased to 350 Ry, and the SCF conver-
gence criterion tightened to a value of 1076,

To investigate the influence of different parameters, the sim-
ulation setup with 16 MeOH molecules, a timestep of 0.5 fs, an
SCF convergence threshold of 107, the BLYP functional, and a
(SR)-DZVP basis set have been chosen as reference setup. From
here on, 13 copies from the last snapshot of the 16-MeOH sys-
tem were generated and separate simulations were run—each
differing in one simulation parameter as compared to the ref-
erence run. To investigate the influence of the system size, the
pre-equilibrated 8-, 32-, and 64-MeOH systems were addition-
ally considered. For all systems (17 in total), first, another short
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quality of the resulting vibrational spectra.
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Table 3. Hardware configuration of the two platforms used: UniBonn Local
Cluster and JURECA Cluster.

# MeOH Time step [fs] SCF threshold Functional Basis set Characteristics UniBonn local cluster JURECA cluster

16 0.5 106 BLYP (SR)-DZVP Processor AMD Opteron 6376 Intel Xeon E5-2680v3

4 0.5 106 BLYP (SR)-DZVP (Abu Dhabi) (Haswell)

0.5 107 BLYP (SR)-DzvP  CPUs per node 4 2

32 0.5 10-6 BLYP (SR)-DZVP Cores (threads) 4x16 (128) 2x12 (48)

64 0.5 10 BLYP (SR)-DzvP  Frequency [GHZ] 23 25

16 0.8 10-6 BLYP (SR)-DZVP Memory per node [GB] 128 RAM 128 RAM

16 03 106 BLYP (SR)-Dzvp  Node count 36 1872

16 05 104 BLYP (SR)-DZVP Network technology QSFP 40GB/S QDR EDR InfiniBand (full

16 05 10 BLYP (SR)-DZVP InfiniBand fattree)

16 0.5 1077 BLYP (SR)-DZVP

16 0.5 10-¢ PBE (SR)-DZVP

16 0.5 10-¢ revPBE (SR)-DZVP

16 05 10-6 897.3¢” (sr)-Dzve  4-2. JURECA Cluster

16 05 1076 B97-3¢” (SR)-TZVP ) )

16 05 106 B3LYP (SR)-DZVP The simulations f9r the 512- and 1024-M220H systems have

6 0s ot oBEO (SR)-DZVP l.Jeen performed Wlth“the JURECA Clusj[er,[ I which has been

. o s Slyp v in operation at the ]ulnlc.h Supercomputing Centre (JSC) from
Forschungszentrum Jillich GmbH (FZ]) between 2015 and

16 0.5 1076 BLYP (SR)-TZVP

The bold face parameters highlight the changes compared to the standard setup
given in the first row. ®B97-3c parametrization of the B97D functional.

equilibration was run for 10 ps and subsequently, a production
run over 50 ps was carried out. Furthermore, a system with only
four MeOH molecules was considered. Since the calculation of
the density of such a limited system and hence, a classical pre-
equilibration are hardly possible, this step was foregone and in-
stead, four molecules out of the 8-MeOH system were selected
and simulated within the AIMD computational setup. During
the production run, the Wannier localization was performed at
every fifth time step using the method CRAZY!”?! and, in case
of no convergence, the JACOBI_FALLBACK method!”?! with a
maximum number of 2000 iterations (MAX_ITER 2000) was ap-
plied. The electron density was printed out at every eighth time
step, which saves a large amount of computational time and disk
space and has proven to be sufficient for the calculation of dipole
moments, polarizabilities, and therefrom IR and Raman spectra,
respectively (see ref. [23]). The modified simulation parameters
for the third equilibration and the production runs are summa-
rized in Table 2.

4. Hardware

4.1. UniBonn Local Compute Cluster

The simulations of the systems up to 256 MeOH molecules have
been performed with the local cluster of the Kirchner group at
UniBonn. The local cluster consists of 36 servers and one head
node which is used for login and management of the jobs. Each
local node is equipped with 128 GB of DDR3 memory and four
AMD-Opteron 6376 CPUs, clocked at 2.3 GHz. The local nodes
are interconnected by a QSFP 40 GB s~' QDR InfiniBand net-
work. The configuration of the local cluster is given in Table 3.
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2020. JURECA consists of 1872 compute nodes, accompanied
by additional 24 nodes used for login, visualization, etc. Each
node is equipped with two 12-core Intel Xeon E5-2680 v3 pro-
cessors, clocked at 2.5 GHz. The compute nodes used for this
study present 128 GB DDR4 memory and a maximum memory
bandwidth of 136 GB s™1. The nodes are interconnected via a full
fat-tree Mellanox InfiniBand network in the EDR generation,
which delivers 100 GB s™! link bandwidth and 1 ps MPI latency.
The JURECA hardware configuration is summarized briefly in
Table 3.

It is worth noting that the JURECA Cluster is interconnected
with another, accelerator-based system: the JURECA Booster.
Both together realize the so-called Modular Supercomputing
architecture,!8384 a heterogeneous system design that aims at ad-
dressing the requirements of diverse applications. Although the
Booster has not been used for this work, there are future plans to
test the architecture by running different parts of the simulation.
This motivates the preliminary analysis presented in Figure 2.
This figure shows the computational resources that are neces-
sary for the production of the trajectory (black lines)—including
the energy calculation, gradient calculation, and integration—
and those that are necessary if Wannier localization (TW, left
panels) or printing out of the density (ID, right panels) are
carried out. Although the simulation itself requires the major
part of the resources, both wavefunction postprocessing meth-
ods increase the walltime significantly. However, the interface
between both operations is only the wavefunction, so that in
principle, the trajectory production could proceed with the next
MD step while the current wavefunction is analyzed on sepa-
rate CPUs with access to shared memory. As shown in Figure 2,
such a modular approach is currently not feasible since the wave-
function is not stored and the DFT calculation for the energy
evaluation is performed in each step. Consequently, if only the
wavefunction analysis is conducted as indicated by W and D in
the figure, the same amount of resources as for TW or TD, re-
spectively, is required.
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Figure 2. Decomposition of the total walltime for different computational modules (modularity): trajectory production and electron density treatment
via Wannier (W) and printing out the electron density (D). Left panels: Modularity for W, right panels: modularity for D; upper panels: logarithmic scale,

lower panels: linear scale.

5. Scaling Behavior

VandeVondele et al. illustrated the stability of QUICKSTEP on
parallel computers.[**! This was achieved by performing AIMD
simulations for liquid water benchmark systems of different
sizes (32 to 1024 H,O molecules) under ambient conditions us-
ing the same set of input parameters. In addition, the scaling tests
were performed using two different methods for the minimiza-
tion of the total ground state energy of a system by an iterative
SCF procedure: the traditional diagonalization (TDia) scheme
and the efficient orbital transformation (OT) method. For an ex-
tended description of both methods see refs. [40, 85]. When plot-
ting the average time needed per MD step as a function of the
number of CPUs on a double logarithmic scale, it can be man-
ifested that using the TDia scheme, an efficient simulation of
small systems (32 to 64 H,O molecules) is possible on a rela-
tively small number of CPUs. On the other hand, medium-sized
systems (128 to 256 H,O molecules) can be simulated with fair
efficiency on 32-64 CPUs, but large systems cannot be applied
on the given memory constrains. The OT method yields a signif-
icantly improved scaling behavior for all systems, up to six times
faster than the TDia scheme, and reduced memory requirements
for the simulation of up to 1024 water molecules. Thus, the effi-
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cient OT method is the method of choice for the scaling tests
presented in this work.

Based on the study described above, we extend the scaling tests
by adding the Wannier localization and the process of printing
out the electron density of the system for the subsequent Voronoi
tessellation in order to derive dipole moments and polarizabili-
ties. See Section 3.2.1 for computational details and definition of
different subsets.

For a comparison of the scaling behavior between the different
subsets T, TW, and TD, each for the systems containing 8, 16, 32,
64, 128, and 256 MeOH molecules, calculations were performed
on either 4, 8, 16, 32, or 64 cores. One has access to the overall
walltime from the starting point of the CP2K program until the
very end. This, however, includes moving and copying processes
between single calculation steps within one run. In consequence,
to reach a better comparability of the subsets (e.g., to compare
TW with T and W), in the following, we consider the averaged
duration of only one time step. To do so, the mean duration of
one time step is calculated for each of the given subsets by aver-
aging over the last 400 time steps (from overall 500 time steps).
The reason behind this is clearly recognizable in Figure 3. The
presence of large oscillations in the first 100 steps (around up to
10 s more than the entire ones) indicates occasional slow conver-
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Figure 3. Step duration development: 64 MeOH, 64 cores.

Table 4. Average duration of one time step for each subset, performed on
the local cluster in Bonn.

# MeOH Subset Walltime/MD step [s]
4 cores 8 cores 16 cores 32 cores 64 cores
T 17.92 9.73 5.76 3.93 3.06
8 ™ 18.35 10.08 6.04 4.31 3.69
D 18.79 10.68 6.70 4.94 4.51
T 34.26 18.46 9.56 5.95 5.75
16 ™ 35.18 19.08 10.1 6.55 6.65
D 36.37 20.56 11.69 8.19 9.03
T 67.78 34.13 18.71 11.39 10.63
32 ™ 70.74 36.08 20.12 12.82 12.35
D 71.89 38.35 22.95 15.75 16.86
T 158.10 80.67 43.17 25.02 20.87
64 ™ 169.39 88.03 48.09 29.42 25.33
D 167.77 89.77 52.98 34.24 34.27
T 321.58 165.29 88.04 53.97 43.66
128 ™ 380.94 198.69 109.26 70.95 58.92
TD 347.15 184.94 107.12 77.47 70.26
T 938.94 475.82 256.74 148.85 120.79
256 ™ 1287.57 659.53 364.37 221.86 182.43
D 1118.81 562.52 336.54 242.42 200.37

gence in early time steps which can affect the analysis, making it
reasonable to cut them off.

As one can see from Table 4, the trajectory production for the
64-MeOH system takes about 20.87 s in each step using 64 cores.
Post-processing of the electron density in the TW and TD subsets
extends the time for each MD step to 25.33 and 34.27 s, respec-
tively. Despite the fluctuations in the graphs in Figure 3, the av-
erage slopes are zero, proving the average time step for all three
subsets. The resulting mean durations of one time step for the
different MeOH systems, submitted on the different numbers of
cores of the local and JURECA clusters are presented in Tables 4
and 5 for the subsets T, TW, and TD.
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Table 6 lists the characteristics of the employed benchmark
MeOH systems containing 4 to 1024 MeOH molecules. The
number of Gaussian type orbitals expands linearly from 184 to
47 104, and 53.8x10° plane waves are required for the auxiliary
basis of the 512-MeOH system.

Summarizing the Figure 4, it shows how the scaling behavior
of the TW subset on the local cores in comparison to the TD cal-
culation is significantly smoother (except for 256-MeOH system)
considering the deviations from the T subset. However, this de-
viation grows considerably when the number of cores increases
from 16 to 64. The TW scheme seems to be more appropriate to
simulate systems up to 64 MeOH on a relatively small number
of cores, rather than the TD scheme.

Another feature of this figure depicts that for a small number
of cores, in case of TW, the walltime for systems ranging from 8
to 32 MeOH is comparable with the individual T subset for the
three smaller systems. Concerning the larger systems (512 and
1024 MeOH molecules) performed on JURECA, the TW scheme
deviates from T for almost 100 s and 200 s, respectively, implying
a longer computation time for these larger systems on the JU-
RECA cluster. To recapitulate, the calculation of dipole moments,
polarizabilities, and from that IR and Raman spectra seems rea-
sonable and less expensive if the Wannier localization scheme is
used along with a larger number of cores.

The information about the computational effort and memory
space required for all investigated systems is shown in Table 7.
It can be observed that the time per MD step and the size of
cube files increase drastically in accordance with an increasing
number of atoms, implying very high I/O demands, and in con-
sequence, potential limitations on the scalability of the code on
supercomputers. One solution to this is to compress the data. For
this purpose the highly effective bgb algorithm was developed
(for more details see ref. [31]), which allows to avoid the produc-
tion oflarge cube files in CP2K entirely. For example, the required
disk space for largest system diminishes from 684 to 21.4 GBs, a
reduction by almost 97 %. Details about how to invoke the usage
of the bgb algorithm in CP2K are given in the Supporting Infor-
mation.

6. Parameter Dependence of the Calculated
Spectra

In this section, the influence of different simulation parameters
on the quality of IR and Raman MeOH bulk spectra is presented
and discussed. Therefore, different system sizes (4, 8, 16, 32,
and 64 MeOH molecules), simulation time steps (0.3, 0.5, and
0.8 fs), thresholds for the SCF convergence (1.0E-5, 1.0E-6, and
1.0E-7), GGA density functionals (BLYP,[3%%7] PBE,[%8] revPBE,[®]
and B97-3c®)), and hybrid density functionals (PBE0I®! and
B3LYPI®2)), which reveal relatively fast and reliable simulation re-
sults for covalently bound systems,[®*l and basis set sizes!®* (SZV,
(SR)-DZVP, and (SR)-TZVP) are compared, as shown in Table 2.
Please note that in this study, the B97-3c parametrization of the
B97 functional as implemented in CP2K has been used with a
(SR)-DZVP and a (SR)-TZVP basis set instead of the proposed
modified mTZVP basis.[**%]

In addition, the IR and Raman spectra are calculated based on
dipole moments and polarizabilities, respectively, once emanat-
ing from the Wannier localization scheme and once from radical
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Table 5. Average duration of one time step for each subset, performed on the JURECA cluster at Jilich.

# MeOH Subset Walltime/MD step [s]
24 cores 48 cores 96 cores 192 cores 288 cores 384 cores 576 cores
T 331.86 180.30 93.67 56.02 40.92 32.63 28.78
512 ™ 557.76 294.15 163.72 113.81 95.81 94.10 -
T — — 411.12 229.20 160.71 126.19 108.31
1024 ™ - - 902.14 504.29 394.88 352.70 -
oo . ——— : — —— T —

z,

Q
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Figure 4. Solid lines: Production of trajectory (T); dashed lines, left panel: production of trajectory plus Wannier localization (TW); dashed lines, right
panel: production of trajectory plus printing of electron density (TD). Black: Performed on local compute cluster (using 4, 8, 16, 32, or 64 cores); red:
performed on the high-performance computer JURECA Cluster at Jiilich (using 24, 28, 96, 192, 288, 384, or 576 cores).

Table 6. Characteristics for employed benchmark systems composed of
liquid MeOH at ambient conditions (300 K, 100 kPa).

Table 7. Required computational resources using 64 (384) cores, 500 time
steps. bgb is developed in ref. [31].

# MeOH a[pm] M N Grid points (x10°%)
4 798 184 28 1.5
8 798 368 56 2.2
16 1041 736 112 2.9
32 1310 1472 224 4.4
64 1637 2944 448 7.5
128 2080 5888 896 14.7
256 2613 11776 1792 26.8
512 3293 23552 3584 53.6
1024 4148 47104 7168 —

# MeOH # Atoms # Electrons Walltime/MD step Filesize (Cube) Filesize (bgb)

[s] [GB] [GB]
8 43 112 3.1 4.5 0.1
16 96 224 5.8 mn 0.3
32 192 448 10.6 21 0.7
64 334 896 20.9 42 13
128 768 1792 437 85 2.7
256 1536 3584 1208 173 5.4
512 3072 7168 4213 339 10.6
1024 6144 14336 215.4 634 214

The edge length of the cubic simulation boxes a, the numbers of Gaussian type or-
bitals (M), the number of occupied orbitals (N), and the grid points for the plane
waves are shown.

Voronoi tessellation of the electron density (c.f. Section 3.2.2 for
computational details). A detailed discussion of the system size,
the functional choice, and the basis set will follow—the time step
and SCF convergence will be shown in the Supporting Informa-
tion. Please note, absolute intensities are not discussed in this
study. The experimental IR and Raman spectra in all cases are
taken from ref. [96].

For the peak assignment and for comparison with simulated
spectra, static calculations of the MeOH monomer and dimer us-
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ing the hybrid functional B3LYP-D3/def2-SVP, the GGA BLYP-
D3/def2-SVP, as well as the composite method B97-3c were per-
formed with Turbomole 7.4.10-] and standard settings. Table 8
lists the calculated frequencies and their assignments for the ma-
jor experimental peaks shown in the low- and high-frequency re-
gions, see top panels in Figures 5 and 7. We observe that the com-
posite B97-3c predicts frequencies at larger values as compared
to B3LYP and BLYP. In the methanol monomer, lower frequen-
cies are predicted by BLYP as compared to B3LYP, while in the
dimer both functionals yield comparable values.

© 2021 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH


http://www.advancedsciencenews.com
http://www.advtheorysimul.com

ADVANCED
SCIENCE NEWS

ADVANCED
THEORY AND
SIMULATIONS

www.advancedsciencenews.com

Table 8. Identification of molecular vibrations with regards to the ex-
perimental IR spectrum in both low- and high-frequency regions apply-
ing static calculations, B3LYP-D3/def2-SVP, BLYP-D3/def2-SVP, and B97-
3c/def2-mTZVP levels of theory. Please note that the columns are labeled
only by the name of functionals.

¥ [cm~1]/ B3LYP BLYP B97-3c Assignment

MeOH monomer

1070 1027 1191 C-O stretching, O-H rotation

1105 1061 1123 C-O stretching

1170 1133 1207 H-C-H bending (rocking),
H-O-C-H torsion

1365 1332 1417 H-C-H angle bending, O-H
rotation, H-O-C-H torsion

1470 1424 1527 H-C-H angle bending, H-C-H
bending (rocking)

1495 1453 1561 H-C-H angle bending, O-H
rotation

2960 2869 3049 C-H stretching

3010 2910 3096 H-C-H asymmetric stretching

3100 3018 3166 C-H stretching

3820 3661 4001 O-H stretching

MeOH dimer

1070 1054 1094 C-O stretching, O-H rotation,
H-C-H bending (twisting)

1085 1091 112 C-O stretching

1110 1136 1137 H-C-H bending (rocking), C-O
stretching, H-O-C-H torsion

1350 1311 1415 H-C-H bending (rocking),
H-O-C-H torsion, O-H rotation

1425 1424 1454 H-C-H angle bending, O-H
rotation

1460 1459 1562 H-C-H bending (wagging), H-C-H
angle bending, C-O stretching

2950 2967 3034 C-H stretching, O-H stretching,
H-C-H bending (wagging)

3085 3056 3177 C-H stretching, C-H rotation, O-H
stretching

3690 3513 3931 C-H stretching, O-H stretching

3835 3682 4002 O-H stretching

Overall, the obtained Raman spectra are somewhat disappoint-
ing, especially regarding relative peak positions and intensities,
none of which showed improvement by changing any of the in-
vestigated parameters. The reasons for that have yet to be iden-
tified and might be related to the necessity to obtain the polariz-
ability tensor by numerical differentiation of the dipole moments
making it prone to numerical errors. Also, the cross-correlation
terms present in Equation (4) converge very slowly so that longer
simulation times might improve the Raman spectra.

Beginning with the time step (see Figures S1-S4, Supporting
Information), in both low- and high-wavenumber regions there
are shifts in IR and Raman spectra signals for the Voronoi in-
tegration (henceforth termed Voronoi) and Wannier localization
(henceforth termed Wannier) in comparison to the experimental
spectrum.[®! The first sharpest peaks in Figures S2 and S4, Sup-
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Figure 5. Influence of the system size on the spectra. IR spectra in the
low-frequency range using the Voronoi (middle) and Wannier (bottom)
approach. The top panel shows the experimental spectrum.[%¢]

porting Information, for both Voronoi and Wannier are slightly
shifted to lower wavenumbers. The positions of the second and
third peaks in the experimental spectrum at around 1120 and
1450 cm™!, respectively, are reproduced well by both methods.
Moreover, the Voronoi results of the 0.8 fs time step in high-
frequency region for both IR and Raman spectra is not observ-
able, indicating that this time step does not perform satisfactorily.
Thus, the overall best agreement with experiment is achieved us-
ing a time step of 0.5 fs.

A similar behavior for the peak locations can be detected in
case of the different SCF convergence criteria (see Figures S5-S8,
Supporting Information). All SCF convergence parameters fulfill
the experimental peaks relatively well, with the fluctuations and
deviations from experiment being slightly stronger for the more
loose criterion of 107°.

6.1. System Size
In order to investigate the influence of the system size, we simu-

lated different systems containing 4, 8, 16, 32, and 64 molecules
using a time step of 0.5 fs, an SCF convergence threshold of 107,
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Figure 6. Same as Figure 5, showing Raman spectra in the low-frequency
range.

and the BLYP functional with the (SR)-DZVP basis set. Figures 5
and 7 show IR spectra for different system sizes in the low and
high-frequency region, respectively, while Figures 6 and 8 display
the corresponding Raman spectra, each in comparison to the ex-
perimental spectra. As is visible from Table 1, the error in the
density can be as large as 6 %. If both the system size and the per-
formed equilibration time are sufficient (larger systems require
longer equilibration), the error in density converges to about 3 %.

The low-frequency region (500 to 1600 cm™') of the IR spec-
trum is shown in Figure 5. Comparing to the experimental spec-
trum (with the sharpest peak at 1030 cm™!), it can be observed
that for all system sizes this sharp peak (C-O stretching, O-H
rotation, and H-C-H bending, see Table 8) is shifted to the lower
wavenumbers, located at around 955 cm™! for 4-MeOH system,
at 945 cm™! for the 8- and 16-MeOH systems, and at 950 cm™!
for the 32- and 64-MeOH systems.

The relative intensity of the sharpest peak decreases in height
following the order starting from the 4-MeOH system, then
16-, 8-, 32-, and lastly the 64-MeOH system, with the highest peak
for the 4-MeOH system and the lowest one for the 64-MeOH
system. The Wannier spectrum does not noticeably deviate from
the Voronoi spectrum, except that 4- and 16-MeOH systems pos-
sess a comparable relative intensity for the peak at around 955
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Figure 7. Same as Figure 5, showing IR spectra in the high-frequency
range.

and 945 cm™!, respectively. Also the small experimental peaks at
approximately 1115 and 1420 cm™! involving mostly H-C-H
bending are well reproduced by all system sizes.

For the Raman spectrum in the low-frequency region (Fig-
ure 6), the peak locations do not converge properly to the exper-
imental reference. While the experimental spectrum possesses
the highest intensity peak at around 1040 cm™, both Voronoi
and Wannier show their first peaks with an approximate 90 cm™
shift to the lower wavenumber region. The most intense peak
is obtained for the 8-MeOH system in Wannier and 16-MeOH
system in Voronoi, both at around 950 cm™!, and the least in-
tense one for the 4-MeOH system at about 955 cm™~!. Similarly,
the peak at 1475 cm™ is more intense in both calculated spectra
than in the experimental spectrum. In this case, a shift to higher
wavenumbers is observable which renders the scaling(!%! of the
peak locations difficult.

In the high-frequency region of the IR spectrum (Figure 7),
the first experimental peak at around 2835 cm™! of C-H stretch-
ing regarding Table 8 is almost not notable in both Voronoi and
Wannier calculations. The second peak of the calculated spectra
is shifted by approximately 50 cm™' to higher wavenumbers for
both calculated spectra. The broad band of O-H and C-H stretch-
ing (Table 8) is shifted by about 110 cm™! to lower wavenumbers
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Figure 8. Same as Figure 5, showing Raman spectra in the high-frequency
range.

as compared to the experiment (at 3345 cm™), with the highest
intensity for the 4- and the lowest for the 8-MeOH systems.

Having a glance at the Raman spectra in the high-frequency
regime (Figure 8), the calculated spectra from both Wannier and
Voronoi methods show a larger deviation from the experimental
reference than the IR spectra (c.f. Figure 7). The first peak of the
experimental spectrum is located at around 2830 cm™! and the
second one at 2940 cm™!, both almost similar in intensity. Con-
trary, we observe for both the Voronoi and the Wannier spectra
only a small shoulder at around 3000 cm™!, followed by a pro-
nounced peak at approximately 3075 cm™!. The highest intensity
is found for the 4-MeOH system in case of Voronoi and for the
64-MeOH system in case of Wannier approach.

6.2. Functional

We now compare the influence of the density functional ap-
proximation, which is shown in Figures 9-12 for the low- and
high-frequency regions of IR and Raman spectra, respectively,
for GGA functionals and in Figures 13-16 for two hybrid func-
tionals. All simulations were performed on the 16 MeOH-System
with a timestep of 0.5 fs, the SCF convergence threshold being
107 and with the (SR)-DZVP basis set. It is obvious that dif-
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Figure 9. Influence of different GGA functionals on the spectra. IR spec-

tra in the low-frequency range using the Voronoi (middle) and Wannier
(bottom) approach. The top panel shows the experimental spectrum.

ferent functional sets perform differently and that the choice of
the functional has much more influence on the IR and Raman
spectra rather than the choice of the system size, time step, and
SCF convergence criterion in our chosen parameter range. The
positions of the first sharp and second smaller peaks originat-
ing from the B97-3¢/DZVP and B97-3¢/TZVP at around 1030
and 1130 cm™! in the IR spectrum (Figure 9),[1°! respectively,
are in a very good agreement with the experimental spectrum
for both Voronoi and Wannier, together with the two small peaks
at around 1450 cm™'. The intensities, however, are smaller from
B97-3¢/TZVP as compared to B97-3¢/DZVP and further increase
in the following order: PBE, revPBE, and BLYP, with the latter
one possessing the most intense peak. It should be noted that
in the 600 to 800 cm™! region, the revPBE functional shows the
strongest concordance with the experimental spectrum.

A similar behavior can be observed for the Raman spectra in
the low-frequency region (Figure 10). However, this is not true for
the last two small peaks at around 1115 and 1450 cm™!, which
represent a satisfactory match of PBE functional to the experi-
mental spectrum.

Regarding the performance of GGA functionals in the high-
frequency region given in Figures 11 and 12, alike the low-
frequency region, the broadest, most conspicuous peak ataround
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3345 cm™! in the experimental IR spectrum is reproduced best
by the B97-3¢/DZVP, B97-3¢/TZVP, and revPBE functionals for
both Voronoi and Wannier. However, the B97-3¢/DZVP func-
tional represents the experimental peak at about 2830 and 2940
cm™! with an approximately 220 cm™! shift to higher wavenum-
bers for both peaks at around 3050 and 3160 cm™!, respectively, in
both Voronoi and Wannier panels of Figure 12. Given the shifted
location of the broad peak for the other functional sets, these ap-
parently meet the experimental 2940 cm™! peak better.

In the high-frequency Raman spectrum (Figure 12), the broad
but flat peak at 3330 cm™! is reproduced best by B97-3¢/DZVP
followed by revPBE in the Wannier spectrum. The experimental
double peak at around 2830 and 2940 cm™! is reproduced by all
calculated spectra for both Voronoi and Wannier in that a tiny
peak appears next to a much larger peak, but the double peak
of B97-3¢/DZVP and B97-3¢c/TZVP exhibits a shoulder in both
Voronoi and Wannier Raman spectrum.

Focusing now on the hybrid functional results of the low-
frequency region, shown in Figures 13 and 14, the B3LYP func-
tional provides peak intensities and locations in a very good
agreement with the experiment, while the PBEO functional
shows larger shifts of the peaks. Please note, the GGA functionals
show here a shift to lower wavenumbers.
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Figure 11. Same as Figure 9, showing IR spectra in the high-frequency
range.

The high-wavenumber region in the IR spectrum displayed
in Figure 15 is improved upon the usage of the hybrid func-
tionals. The aforementioned double peak is now reproduced
by both methods: Voronoi and Wannier. Interestingly, the
Wannier flat peak at around 3500 cm™ in the corresponding
Raman spectrum (Figure 16), which is located at around 3320
cm™! in the experimental spectrum, evidently outperforms the
Voronoi one.

To conclude the comparison of different functionals, the trend
observed from the frequency analysis following a static calcu-
lation in Table 8 is also observed in the spectra obtained from
AIMD simulations. In the simulations, all functionals—PBEO be-
ing an exception—tend to underestimate the experimentally ob-
served vibrational frequencies, which is in agreement with scal-
ing factors for static harmonic frequencies being larger than one
for these functional/basis set combinations.[1%]

6.3. Basis Set

Finally, the influence of the basis set on the quality of vibra-
tional spectra is studied and results are shown in Figures 17-20.
All simulations were performed on the 16 MeOH-System with a
timestep of 0.5 fs, the SCF convergence threshold being 10~° and
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Figure 12. Same as Figure 9, showing Raman spectra in the high-
frequency range.

with the BLYP functional. Figure 17, showing the low-frequency
IR spectrum, emphasizes that the DZVP and TZVP basis sets
both reproduce the first experimental peak at 1030 cm™! for Wan-
nier and Voronoi methods with a shift to the lower frequencies at
950 cm™!. The entire experimental peaks at around 1115, 1415,
and 1450 cm™! are located at about 1100, 1405, and 1465 cm™
for DZVP and, respectively, at around 1095, 1395, and 1460 cm™!
for TZVP. This supports the claim that the DZVP and TZVP ba-
sis sets represent the experimental spectrum adequately when it
comes to the peak location. The SZV basis set on the other hand
exhibits an unsatisfying trend in case of the Voronoi and provides
no spectrum at all in case of Wannier. The inferior performance
of the SZV basis set which causes the scarcity of Raman spectrum
for Wannier can be conceivably clarified by SZV basis set lacking
polarization functions and flexibility to exhibit polarization and
hence, dipole moments.

While in the low-frequency Raman spectrum in Figure 18 the
second and the last peaks of experimental spectrum are placed
at around the same wavenumber for the DZVP and TZVP basis
sets, SZV behaves improperly in case of the Voronoi, especially
for the last peak. However, both the spectra resulting from the
usage of the DZVP and TZVP basis set do not meet the relative
intensity of peaks appropriately.
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In the high-frequency region, the usage of the TZVP basis set
for calculating the spectrum surpasses that of the DZVP basis set
for the IR spectrum in the case of peak locations. The locations
of first two experimental IR peaks in Figure 19 are represented
adequately by the spectrum calculated with the TZVP basis for
both Voronoi and Wannier.

Considering the Raman spectrum in the high-frequency re-
gion in Figure 20, the broad experimental peak is absent in
Voronoi spectra for all basis sets. In addition, there are differ-
ences in peak locations as well as the relative intensities for the
first two experimental peaks comparing the Voronoi and Wannier
spectra. Nevertheless, the spectrum obtained from the usage of
the TZVP basis set displays a better representation of the experi-
mental spectrum than the one obtained from the DZVP basis set
calculation. Resembling to the low-frequency region, SZV does
not manifest the IR and Raman experimental spectra for Wan-
nier. In addition, the disparity between the experimental IR spec-
trum and SZV IR spectrum for the Voronoi can be discerned. It
shows that the experimental double peak has been shifted exten-
sively to the very end of the frequency region in the Voronoi, at
3590 and 3720 cm™! for the first and the second peaks, respec-
tively.
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7. Conclusion

The aim of this article was to arrive at a better understanding
of what parameters determine both the quality and the com-
putational cost of vibrational spectra from AIMD simulations.
Moreover, given the relevance of vibrational spectroscopy com-
bined with the large computational effort required for theoret-
ical spectra, a well-grounded recommendation for the compu-
tational setup shall be given. Therefore, the scaling behavior of
AIMD simulations followed by either maximally localized Wan-
nier functions or radical Voronoi tessellation was examined at
the example of the liquid MeOH and the resulting IR and Ra-
man spectra were investigated while parameters such as time
step, convergence criteria, system size, functional, and basis set
were varied.

Calculations on different computer systems and architectures
using up to 576 cores show a very efficient parallelization of
the trajectory production and both the Wannier localization and
Voronoi tessellation. Although the Wannier scheme is slightly su-
perior in terms of parallelization, it has to be kept in mind that
this approach can lead to unphysical fluctuations in the electron
density and give rise to additional peaks in the calculated spec-
trum. A major drawback of the Voronoi tessellation—the need
to store large amounts of volumetric data on a grid—has been
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Figure 15. Same as Figure 13, showing IR spectra in the high-frequency
range.

addressed by the recent introduction of the bgb format,*") which
could shrink the storage requirements by up to 97% in this study.

Regarding the technical parameters, it could be confirmed that
for the SCF convergence criterion and the MD time step widely
used values of 107¢ and 0.5 fs embody good choices and yield
reliable spectra.

A key factor that determines the required computational re-
sources is the system size. It has been observed that if only peak
positions are sought, relatively small systems including eight
units of methanol already yield satisfying results. The relative
peak intensities, however, require at least 32 methanol molecules
with the high-frequency IR region being most affected.

The assessment of the performance of different density func-
tional approximations for vibrational spectra is very complex and
a general recommendation can hardly be given. In particular,
the experimental Raman spectrum in the high-frequency range
could not be reproduced with satisfying accuracy by any of the
studied functionals. Overall, the best agreement was observed
for the B3LYP hybrid functional. However, a number of compu-
tationally less demanding GGA functionals also yielded good re-
sults. Within the investigated GGA functionals, the deviations of
the BLYP functional were less systematic as compared to PBE,
revPBE, and B97-3c. For the systems investigated in this study,
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Figure 16. Same as Figure 13, showing Raman spectra in the high-
frequency range.

the best performing GGA functional is B97-3¢/DZVP with an
overall good agreement and a systematic deviation that can be
treated by applying scale factors and/or a shift, which is common
practice for the evaluation of vibrational spectra from DFT.1%]
Moreover, observations from our study indicate that the determi-
nation of such scaling factors for vibrational data obtained from
AIMD simulations is possible. Since effects like conformational
sampling or the approximation of the energy landscape by har-
monic potentials are no issues in simulations, these scaling fac-
tors would be more targeted to the approximations of the func-
tionals themselves and would thus be of high interest. However,
such an analysis would require more data points and more func-
tionals and different liquids would need to be investigated, which
would justify a separate study.

Concerning the basis set, it could be shown that the spectra
produced by the SZV basis set were not even close to the experi-
mental reference, which is not surprising given the lack of polar-
ization functions and the very small flexibility of this small basis
set. Based on the findings in this study the recommended choice
would be a TZVP basis set. In the case of limited computational
resources, the DZVP basis set also yields reasonable spectra ex-
cept for a notable deviation in the high-frequency range of the Ra-
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Figure 17. Influence of different basis sets on the spectra. IR spectra in
the low-frequency range using the Voronoi (middle) and Wannier (bottom)
approach. The top panel shows the experimental spectrum.

man spectrum. A more detailed inspection of the cardinal num-
Dber of the basis as compared to added polarization functions and
the resulting spectra as opposed to the required resources would
go beyond the scope of this study.

Overall, a considerable number of parameters have been in-
vestigated, but the list by far cannot be considered complete. Im-
portant parameters to be investigated in further studies include
other liquids, the cutoff value for the plane wave basis, the total
simulation time, and parameters of the numerical differentiation
for the calculation of polarizability tensors.

In general, the evaluation of vibrational spectra from AIMD
simulations—while providing highly reliable results including
both an accurate description of the electronic structure and a
phase space sampling—is computationally very demanding, be-
cause the electronic structure has to be determined and sub-
sequently processed. This need for time-dependent electronic
structure data makes it necessary to either store electronic den-
sities, which produces large amounts of data, or to perform the
analysis on-the-fly while running the simulation. With efficient
compression algorithms for electron densities such as the bqb
format, it would be possible to separate both processes and map
the different elements of the workflow onto different hardware
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Figure 18. Same as Figure 17, showing Raman spectra in the low-
frequency range.

platforms, chosen so that they best fulfill the respective code re-
quirements. In future work, we plan to use modular supercom-
puters to investigate the behavior of the various parts of CP2KI”3!
and TRAVIS.[6263] Code analysis and benchmarking campaigns
are envisioned to identify the computer modules best fitting each
part of the application workflow. We foresee that those parts that
are less parallelizable and require a higher single-thread perfor-
mance will run better on a general purpose cluster. Other code
components could, however, profit from acceleration devices,
such as graphic cards or many-core processors.

This study has shown that the sole evaluation of spectra based
on an existing trajectory is as expensive as generating the tra-
jectory from scratch and calculating spectra on-the-fly, since the
electronic structure problem has to be solved in any case. There-
fore, the efficient storage of the time evolution of the wavefunc-
tion along the trajectory would be necessary in order to efficiently
separate the simulation from the spectra evaluation steps.
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