
Information
Band / Volume 74
ISBN 978-3-95806-588-8

Information
Band / Volume 74
ISBN 978-3-95806-588-8

Modelling, implementation and characterization of a  
Bias-DAC in CMOS as a building block for scalable cryogenic 
control electronics for future quantum computers
Patrick Norbert Vliex

74

B
ia

s-
D

A
C

 in
 C

M
O

S 
fo

r s
ca

la
bl

e 
Q

C
Pa

tr
ic

k 
N

or
be

rt
 V

lie
x

In
fo

rm
at

io
n



Schriften des Forschungszentrums Jülich
Reihe Information / Information Band / Volume 74





Forschungszentrum Jülich GmbH
Zentralinstitut für Engineering, Elektronik und Analytik (ZEA)
Systeme der Elektronik (ZEA-2)

Modelling, implementation and  
characterization of a Bias-DAC in CMOS 
as a building block for scalable cryogenic 
control electronics for future quantum 
computers

Patrick Norbert Vliex

Schriften des Forschungszentrums Jülich
Reihe Information / Information Band / Volume 74

ISSN 1866-1777  ISBN 978-3-95806-588-8



Bibliografische Information der Deutschen Nationalbibliothek. 
Die Deutsche Nationalbibliothek verzeichnet diese Publikation in der 
Deutschen Nationalbibliografie; detaillierte Bibliografische Daten 
sind im Internet über http://dnb.d-nb.de abrufbar.

Herausgeber Forschungszentrum Jülich GmbH
und Vertrieb: Zentralbibliothek, Verlag
 52425 Jülich
 Tel.:  +49 2461 61-5368
 Fax:  +49 2461 61-6103
 zb-publikation@fz-juelich.de
 www.fz-juelich.de/zb
 
Umschlaggestaltung: Grafische Medien, Forschungszentrum Jülich GmbH

Druck: Grafische Medien, Forschungszentrum Jülich GmbH

Copyright: Forschungszentrum Jülich 2021

Schriften des Forschungszentrums Jülich
Reihe Information / Information, Band / Volume 74

D 82 (Diss. RWTH Aachen University, 2021)

ISSN 1866-1777
ISBN 978-3-95806-588-8

Vollständig frei verfügbar über das Publikationsportal des Forschungszentrums Jülich (JuSER)
unter www.fz-juelich.de/zb/openaccess.

 This is an Open Access publication distributed under the terms of the Creative Commons Attribution License 4.0,  
 which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

https://creativecommons.org/licenses/by/4.0/


Acknowledgement

First and foremost, I would like to start by thanking my examiners Prof. Stefan Heinen for

supervision of my thesis work and Prof. Stefan vanWaasen for giving me the opportunity

to work on this truly interesting and motivating project at the Forschungzentrum Jülich.

I want to express my deepest gratitude for all of your guidance during the work of this

thesis.

Special thanks goes to my day-to-day supervisor Dr. Andre Kruth for offering a lot of

his time and help with the thesis and the project, including all the support with the top

level design, layout and the setup of design flow.

My deepest gratitude also goes towards my colleague and personal friend Dennis

Nielinger. I thank you for suffering with me through long days and late evenings during

the tape out. Your input in design, layout and verification as well as your commitment

and hard work helped us to get the chip into production before the deadline. I also

remember all the stressful, but thanks to you still enjoyable, evenings in the lab.

I would like to express the deepest appreciation to Dr. Carsten Degenhardt who helped

me a lot during the course of the project. Your support with the handling of all the

peripheral tasks surrounding the project helped me a lot in achieving this thesis.

In addition, I want to thank Anton Artanov and Christian Roth for all the help offered in

measurement, verification and testing of the chips. I also thank Dr. Andre Zambanini, Dr.

Pavithra Muralidharan and Daniel Liebau for the support on the digital side of things.

I would like to thank all my colleagues, at the Central Institute of Engineering, Electronics

and Analytics - Electronic Systems (ZEA-2) who I have worked with, for their kindness

and company.

Finally, I want to express a particular personal thank you to my parents, my brother

and Jeanette. I could not imagine my life without your unconditional support and

never-ending motivation.

i





Abstract

Quantum computing is a research field of increasing attention and popularity, which

has steadily gained momentum in the recent years. The promises made for universal QC

are vast in terms of their predicted impact to science, economy and society. A universal

quantum computer will be able to solve specific tasks up to exponentially faster than

any modern supercomputer. Applications range from quantum chemistry in catalyst

research and protein folding simulations to search algorithms for unordered databases

and cryptography.

Quantum bits are typically operated inside a dilution refrigerator at temperatures close

to absolute zero, i.e. < 1 K. The majority of the QC scientific research community agrees

that an estimated number of � 106 quantum bits are required to build an universal

quantum computer. This number leads to foreseeable connectivity bottlenecks to fed all

the required biasing, control and read-out signals into the cryostat.

This work is using a TSMC 65 nmCMOS technology to integrate classical control electron-

ics closer with the quantum bits and thus pave a way for scalability. Other publications

showed the feasibility of operating CMOS technologies at deep cryogenic temperatures.

Whereas various papers presented implementations of cryogenic electronics for quantum

bit control, a scalable solution for quantum bit biasing is missing and is the focus of this

work.

A capacitive digital-to-analog converter (DAC) for biasing of quantum bits is modeled,

implemented and characterized at cryogenic temperatures. Special emphasis is placed

upon achieving a systematically scalable and ultra-low power DAC design. The DAC

design includes a reference voltage coarse tuning scheme in order to lower power

consumption and increase resolution. Two calibration procedures to mitigate gain error

induced output voltage jumps are described and the most promising approach is verified

at cryogenic temperatures. Auxiliary circuitry is added to enable DAC characterization,

i.e. operational amplifiers and a ΣΔ modulator. System level considerations as well

as implementation details and measurement results for of all these circuit blocks are

presented.

The design and implementation of a bandgap reference and a linear regulator, which are

investigated as building blocks for cryogenic supply and reference voltage regulation,

are also described. Measurement results of these circuit blocks at cryogenic temperatures

are also part of this work.

All circuit designs are aimed at optimum robustness and high configurability in order to

cope with cryogenic CMOS effects and the lack of valid device models in the temperature

regime of interest.
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Chapter1
Introduction

1.1 Motivation

Quantum computing (QC) is a research field of increasing attention and popularity, which

is steadily gaining momentum in the recent years. The promises made for universal QC

are vast in terms of their predicted impact on science, economy and society. The term

universal refers to no constrains to the computational task a quantum computer should

be able to solve. Multiple use cases for a universal quantum computer are already known

today and one can expect more applications to be opened up in the coming years, as

research on quantum algorithms is a prominent topic in this field. Most of these promises

are based on a predicted speed-up compared to its classical computing equivalent. A

universal quantum computer will be able to solve specific tasks up to exponentially

faster than any modern supercomputer. Quantum supremacy to its classical counterpart

has been published based on experimental results by F. Arute et al. [1]. 53 quantum

bits completed a task in about 200 s, which would take ≈10.000 years on a modern

supercomputer.

Typical examples of applications benefiting of this performance gain are: quantum

chemistry in catalyst research and protein folding simulations, search algorithms for

unordered databases and cryptography, e.g. prime factorization [2]. For the industrial

production of ammonia, which is used as fertilizer, about 1 % of the world’s energy

consumption is spent, because high pressure and temperature are required in the process.

QC could provide insights in process improvements by enabling quantum simulations

and unveil how a biological catalyst is able to produce ammonia at ambient temperatures.

[3]

However, considerable challenges have to be overcome before the first universal quantum

computer can be build. Among these challenges is the sheer number of required quantum

bits, that will be needed for universal QC. A publication by L.M.K. Vandersypen et al. [2]

predicts about 106 to 108 required quantum bits. Quantum bits are typically operated

at deep cryogenic temperatures < 100mK inside of a dilution refrigerator. Feeding all

biasing, control and read-out signals from external into the cryostat appears unpractical

at best. A proposed solution is local cryogenic classical electronics, bringing control and

read-out closer to the quantum bits themselves. However, an implementation for local

qubit biasing is still missing.

1



1 Introduction

This work is taking up the idea of using modern CMOS technologies for this task,

due to their low area footprint, low power consumption and natural synergy with

semiconductor quantum bits. The focus is the implementation of an integrated digital-

to-analog converter (DAC) for the generation of static biasing voltages in a 65 nm CMOS

technology, which is named Bias-DAC in this work. The biasing voltages are used to tune

quantum dots for semiconductor spin-based quantum bits and are generated in close

proximity at deep cryogenic temperatures of 100mK. Taking the required number of

qubits and the low cooling power budget of a dilution refrigerator, i.e. ≈ 1mW [2], into

account, the Bias-DAC design must be ultra-low power, highly scalable and able to cope

with the extreme environmental conditions, e.g. an ambient temperature of 100mK.

1.2 Structure of this work

Following this introduction chapter, chapter 2 introduces QC and describes the underlying

physical properties of quantum bits. Furthermore, often used terms in QC research like

quantum gate fidelity and the Bloch sphere are explained. Alongside an overview to the

various qubit implementation types, cryogenic CMOS effects are explained and a record

of current state of the art (integrated) cryogenic electronics is presented. In chapter 3,

system level considerations for power and noise are discussed and special emphasis is

placed upon systematic scalable approaches in order to scale the number of Bias-DACs

most efficiently. Chapter 4 presents the design of an implemented bandgap reference

and linear regulator, which are investigated as building blocks for cryogenic supply

and reference voltage regulation. Chapter 5 discusses the Bias-DAC design in detail

and shows some additional circuitry in order to enable measurement of the Bias-DAC.

Measurement results of all these circuit blocks down to cryogenic temperatures of 6 K

to 7 K are presented in chapter 6. An outlook to future research activities is given in

chapter 7. Chapter 8 concludes this work with a summary of the achieved results.

2



Chapter2
Application andQubit Fundamentals

2.1 Quantum Bits

Quantum bits (qubits) are the quantum mechanical equivalent of a classical bit, which

describes information in a binary numeral system. As its classical counterpart, the qubit

is the basic unit of information with two distinct states. The major difference between

a qubit and a classical bit is that the qubit can be in a superposition state of both basis

states at the same time, i.e. "1" and "0", due to its quantum mechanical nature, which is

graphically elucidated in Fig. 2.1.

0 1 000
Classical bit Quantum bit

false / o true / on superposition

Figure 2.1: Quantum bit enables a superposition of the two distinct classical states of a

conventional bit

In classical computer systems, a bit is represented by a voltage level. A logical "1" is a

high voltage level, and consequently a logical "0" is a low voltage level. These two logical

states are normally represented by a large span of physical states, i.e. the signal voltage

level, which are grouped together as one of the states. As described in [4, pp. 235-236]

and shown in Fig. 2.2 the available signal range, which is 0𝑉 to 1.2𝑉 for the 65 nm CMOS

technology used in this work, can be divided into 3 regions: logical high "1" state, logical

low "0" state and a region of uncertainty. Every physical state grouped together in one

of these regions holds the same logical level and information. This is done in order to

minimize the effects of noise and distortion in the system and to maximize the noise

margin of the signals [4, pp. 236-237]. This is to some extent inapplicable when encoding
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2 Application and Qubit Fundamentals

a continuous superposition state in a qubit and leads to a definition of operation fidelity

as a figure of merit (see section 2.2.1).

Amplitude

Signal 
dynamic 
range

„1“

„0“

Region of 
uncertainty

Figure 2.2: Amplitude region for a classical logical bit [4, p. 236 Bild 4.1.a]

As described above, in most cases of classical computing a bit is propagated, processed

and stored by a voltage level. However, other physical representations are also realized

for example a bit value can also be stored by the presence or absence of charge (on a

capacitor). This storing method of a bit is employed in almost every modern computer

in a DRAM. Furthermore, also magnetic flux can be used to store bits, e.g. in hard disk

drives. This shows that the bit itself is just a unit of information and not bound to a

fixed physical quantity. Likewise, a qubit as “an abstract, information-theoretic concept,

which is best not equated with any particular physical object which may embody it” [5,

p. 578], can be utilized in many quite drastically different implementation typologies

(see section 2.3).

2.1.1 Dirac Notation

For the mathematical descriptions of quantum states, the so-called Dirac notation is

commonly used in quantum physics, also referred to as “bra-ket” notation. This work

will give only a brief introduction and takes no aim for completeness. The following

explanation is based on [6, pp. 10-12]. The notation describes vectors in a complex vector

space, more precisely a complex Hilbert space. A “ket” denotes a vector in the vector

space and is written as follows:

|𝑉 ⟩ →


𝑣1
𝑣2
...

𝑣𝑛


(2.1)

This ket vector can also be written as a column vector [6, p. 10], allowing for the definition

of the inner product of two quantum states |𝑉 ⟩ and |𝑊 ⟩ as ⟨𝑉 |𝑊 ⟩ and this “is given by

the matrix product of the transpose conjugate of the column vector representing |𝑉 ⟩

4



2.1 Quantum Bits

with the column vector representing |𝑊 〉”[6, p. 11]:

〈𝑉 |𝑊 〉 = [
𝑣∗1 𝑣∗2 · · · 𝑣∗𝑛

] ⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝑤1

𝑤2
...

𝑤𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(2.2)

This conversion from row to column vector is mathematically achieved by the definition

of two vector spaces, the “space of kets” and the “dual space of bras”. A “bra” vector 〈𝑉 |
is the adjoint of the associated ket vector 〈𝑉 | ↔ |𝑉 〉†, which is then used to calculate

the matrix product. This can be summarized as [6, p.12]:

|𝑉 〉 ↔

⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝑣1
𝑣2
...
𝑣𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎦
↔ [

𝑣∗1 𝑣∗2 · · · 𝑣∗𝑛
] ↔ 〈𝑉 | (2.3)

A quantum mechanical particle is described by the corresponding wavefunction𝜓 (
𝑟, 𝑡)
in space 
𝑟 and time 𝑡 which can be determined by the Schrödinger equation [5, p. 67]:

𝑗ℏ
𝜕

𝜕𝑡
𝜓 (
𝑟, 𝑡) =

[
− ℏ2

2𝑚
Δ +𝑉 (
𝑟 )

]
𝜓 (
𝑟, 𝑡) (2.4)

Now the wavefunction |𝜓 〉 of a qubit with its two orthogonal basis vectors |0〉 and |1〉
(also named micro-states [5]) can be described in Dirac notation as [5, p. 578]:

|𝜓 〉 = 𝑐0 |0〉 + 𝑐1 | |1〉 (2.5)

With 𝑐0 and 𝑐1 being any complex coefficients, which satisfy the condition |𝑐0 |2 + |𝑐1 |2 =
1. As described further by [5, p. 578], the squared coefficients can be interpreted as

probability of the qubit being projected into one of the corresponding micro-states |0〉 or
|1〉 when measured [5, p. 578]. The complex coefficients 𝑐0 and 𝑐1 are also referred to as

“probability amplitude” [6, pp. 111, 121].

2.1.2 Bloch Sphere

A common way to visualize the physical state of a single qubit is the so-called “Bloch

sphere”. The Bloch sphere can be derived by rewriting (2.5) under the condition that

|𝑐0 |2 + |𝑐1 |2 = 1, which is leading to [7, p. 15]:

|𝜓 〉 = 𝑒 𝑗𝛾 (cos 𝜃
2
|0〉 + 𝑒 𝑗𝜙 sin

𝜃

2
|1〉) (2.6)

with 𝜃 , 𝜙 and 𝛾 being real numbers. However, as [7] points out, 𝑒 𝑗𝛾 has no observable

effects and is neglected. [5, p. 578] further adds to this point that “the common phase

of 𝑐0 and 𝑐1 does not have physical significance, and can be chosen accordingly to an

5



2 Application and Qubit Fundamentals

arbitrary convention”. Therefore, it is:

|𝜓 〉 = cos
𝜃

2
|0〉 + 𝑒 𝑗𝜙 sin

𝜃

2
|1〉 (2.7)

It is then shown in [7] that the real numbers 𝜃 and 𝜙 define a point on the unit three-

dimensional sphere, see Fig. 2.3. Thus, a physical state of an ideal single qubit is some-

where on the surface of the Bloch sphere. However, there are some limitations to this

geometric representation: First there is no straightforward generalization for a multiple

qubit system [7], secondly the two micro-states are orthogonal basis states but are not

represented as those in the Bloch sphere. Nevertheless, the Bloch sphere provides an

useful way for understanding and visualization of single qubit operation.

Figure 2.3: Bloch sphere [7, p. 15 Fig. 1.3.]

2.1.3 Quantum Computation

Quantum computation promises an up to exponential speedup calculation for certain

tasks when compared to classical computation. This is due to two quantum mechanical

effects. First, the superposition of states, which was already described in this chapter and

secondly the entanglement of wavefunctions. Entanglement is required for generating

one wavefunction consisting of multiple qubits and is described as: “[...] a state that

cannot be written as a product of individual qubit wavefunctions. In fact, the states of

individual qubits are highly correlated, possessing the type of correlation that is special

to quantum systems and is referred to as ‘entanglement’. Entanglement is actually a form

of statistical correlation that is stronger than is possible, even in principle, in classical

systems.” [5, p. 579]

A classical two-bit sized word can be in 4 states: 00, 01, 10 and 11. The wavefunction of

two entangled qubits can be written as [5, p. 578]:

|𝜓 〉 = 𝑐00 |00〉 + 𝑐01 |01〉 + 𝑐10 |10〉 + 𝑐11 |11〉 (2.8)
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2.2 Quantum Gates

The squared complex coefficients 𝑐𝑖𝑘 can still be understood as the probability for the

system to be projected into the corresponding micro-state (orthogonal basis vector).

Thus, the sum of the squared coefficients has to be one [5, p. 578]:

1∑
𝑖=0

1∑
𝑘=0

|𝑐𝑖𝑘 |2 = 1 (2.9)

This can now be analogously expanded to an arbitrary word size of entangled qubits.

The same number of qubits as classical bits are required to construct a certain word size.

However, the difference between quantum mechanical and classical nature is visible

when performing a mathematical operation on a qubit register. The following example

is based on [5, p. 579]. Assuming a three-qubit register with |𝑥〉 that describes the
equivalent decimal value 𝑥 ∈ [0; 7] saved in a qubit register, e.g. |101〉 ↔ |5〉. Thus, the
wavefunction of the state “equal superposition of all odd values” can be written as:

|𝜓𝑜𝑑𝑑〉 = 1√
4
( |1〉 + |3〉 + |5〉 + |7〉) (2.10)

Now the operation “add 3” is performed on the qubit register:

𝑎𝑑𝑑3 |𝜓𝑜𝑑𝑑〉 ⇒ |𝜓𝑜𝑑𝑑+3〉 = 1√
4
( |4〉 + |6〉 + |0〉 + |2〉) (2.11)

This example gives a first impression of the promising advantages quantum computation

is offering. By performing one instruction on a single qubit register we calculated the

result of what would require 4 classical operations and registers, i.e. 1 + 3 = 4; 3 + 3 = 6;

5 + 3 = 0; 7 + 3 = 2 (integer overflow in the last two). Thus, a maximum of 2𝑁 , where 𝑁
is the word size of the register, classical instructions can be conducted in parallel by a

qubit register. Yet, when measuring/reading the qubit we will get only one result as the

physical qubit state is projected onto the orthogonal basis vectors (each qubit can only

be |1〉 or |0〉) and only one word is read from the qubit register. It is therefore required

to develop “quantum algorithms” to utilize the possible gain one can achieve by the

quantum mechanical superposition of states [5, p. 579]. However, detailed explanation to

quantum algorithms is beyond the scope of this work and further information is available

in [8].

2.2 Quantum Gates

Quantum gates can be thought of as an analogy to the logic gates of classical computing,

used to perform computation on the qubits. In classical computing only the NAND (or

NOR) gate and the logical inversion are required to enable construction of every logical

function. A similar approach can be taken with qubits, referred to as a universal set of

quantum gates, which is one of the five requirements for the implantation of quantum

computing, the so-called “DiVincenzo Criteria” with two additional requirements for

quantum communication [9]:

7



2 Application and Qubit Fundamentals

1. A scalable physical system with well characterized qubits

2. The ability to initialize the state of the qubits to a simple fiducial state,

such as |000 . . .〉
3. Long relevant decoherence times, much longer than the gate operation

time

4. A “universal” set of quantum gates

5. A qubit-specific measurement capability

6. The ability to interconvert stationary and flying qubits

7. The ability to faithfully transmit flying qubits between specified locations

Those criteria are commonly accepted as requirements for a quantum information pro-

cessor or quantum communication [10].

Quantum algorithms are sequential sequences of quantum gates, which is again similar

to classical logic operations. However, one major distinction of quantum gates from

classical logic gates is the possibility to perform fractions of gates, e.g. when changing the

phase of the qubit. Quantum gates are divided into groups representing the number of

qubits involved, e.g. one-qubit gates, two-qubits gates, etc. One example for an one-qubit

gate would be an inversion “NOT gate”. Analogous to classical logic it should invert the

physical state of the qubit. This leads to the definition of the evolution𝑈 (𝑡) for a NOT
gate: [5, p. 580]

𝑈𝑁𝑂𝑇 (𝑐0 |0〉 + 𝑐1 |1〉) = 𝑐1 |0〉 + 𝑐0 |1〉 (2.12)

Alternatively, written as vectors and matrices:

𝑈𝑁𝑂𝑇

(
𝑐0
𝑐1

)
=

(
0 1

1 0

) (
𝑐0
𝑐1

)
=

(
𝑐1
𝑐0

)
(2.13)

A prominent example for a two-qubit gate is the “controlled NOT” or short “CNOT”

which is inverting the state of qubit y depending on the state of qubit x, resulting in an

logical equivalent XOR operation for qubit y and x. The notation for a CNOT gate is:

qubit x

qubit y y  x  

x

Figure 2.4: CNOT notation, qubit 1 “control”, qubit 2 “target” [5, p. 581 Fig. 2]

With one and two-qubit gates, it is possible to generate a universal set of quantum gates.

Furthermore, one additional characteristic of quantum computing can be noticed when

looking at Fig. 2.4, i.e. qubit x is still saved after the CNOT gate was performed. This is

due to the circumstance that “reversibility is required by quantum mechanics; quantum

transformations are always invertible, so in a quantum computation, it must always be

possible to recover the input from the knowledge of the output” [5, pp. 579-580]. This

means by keeping the qubit x we can restore the input from the output by applying

another CNOT on the output of qubit y: (𝑦 ⊕ 𝑥) ⊕ 𝑥 = 𝑦.
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2.2 Quantum Gates

2.2.1 Fidelity forQuantum States

One important measure of the quality of a qubit is the so-called fidelity of quantum states,

defining a way to measure distance between two quantum states [7, pp. 399-401]. This

enables a method to evaluate the distance of the wanted or ideal quantum state to the

measured disturbed state with errors being induced by e.g. noise. The work “Fidelity

for mixed quantum states” by Richard Jozsa [11] was the first to use this term for mixed

quantum states, being based on a general quantum analog of Shannon’s noiseless coding

theorem [12], also being called “Schuhmacher’s theorem”.

First, to give a brief explanation on the following terms for quantum states: pure state

andmixed state. A pure state is known exactly and can be described by a single ket vector

|𝜓 〉. A mixed state is a statistical distribution of different pure states described by the

density operator (density matrix) 𝜌 , e.g. for entangled multi-qubit systems. 𝜌 is defined

in eq. 2.14, with index 𝑖 , probabilities 𝑝𝑖 and the ensemble of pure states {𝑝𝑖, |𝜓𝑖〉}. The
density operator for a pure state is 𝜌 = |𝜓 〉 〈𝜓 |. Hence, mixed states include pure states

and are the more general case. For a single qubit a pure state is placed on the surface of

the Bloch sphere, whereas a mixed state lies within the Bloch sphere with a so-called

Bloch vector | |
𝑟 | | ≤ 1 for the state 𝜌 . [7, pp. 98-105][8, p. 18]

𝜌 ≡
∑
𝑖

𝑝𝑖 |𝜓𝑖〉 〈𝜓𝑖 | (2.14)

It was derived by [11] using the work of [13] starting from the fidelity 𝐹 as a measure of

distance of two pure states𝜓1 and𝜓2

𝐹 ( |𝜓1〉 〈𝜓2 | , |𝜓2〉 〈𝜓2 |) = | 〈𝜓1 |𝜓2〉 |2 (2.15)

that the so-called Uhlmann–Jozsa fidelity 𝐹1 of two mixed quantum states 𝜌1 and 𝜌2, with
𝑡𝑟 () being the trace of the matrix, can be calculated as:

𝐹1(𝜌1, 𝜌2) =
[
𝑡𝑟

(√√
𝜌1𝜌2

√
𝜌1

)]2
(2.16)

An alternative way is to start from | 〈𝜓1 |𝜓2〉 | as done in [7, p. 409], resulting in a fidelity

𝐹 ′.

𝐹 ′(𝜌1, 𝜌2) = 𝑡𝑟

(√√
𝜌1𝜌2

√
𝜌1

)
(2.17)

This already shows that multiple fidelity definitions are possible and a recent overview is

given in a 2019 publication [14]. For 2.16 a metric, based on Bures metric, can be defined

for the distance, the so-called Bures distance [11] based on the work of [15]:

𝑑𝐵 (𝜌1, 𝜌2) =
√
2 − 2

√
𝐹 (𝜌1, 𝜌2) (2.18)
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2 Application and Qubit Fundamentals

and from 2.17 for the Bures angle [7, pp. 412-413][14]:

𝑑𝐴 (𝜌1, 𝜌2) = 𝑎𝑟𝑐𝑐𝑜𝑠
(√

𝐹 ′(𝜌1, 𝜌2)
)

(2.19)

The fidelity of quantum gates, describing how precise the gate operations were performed

and which magnitude of noise is present, is one important mean to compare different

qubit implementations. The quantum threshold theorem or quantum fault-tolerance

theorem as proven by [16] shows that with quantum error correction a universal quantum

computer is feasible even in the presence of physical error rates. Current error-correction

schemes require a fidelity of about > 99.9 % which is generally considered as required to

limit the number extra physical qubits to approx. 1000 to 10000 per logical qubit [17].

Fidelity is most of the time tested with randomized benchmarking proposed by [18].

The fidelity of quantum gates is described by Schreiber and Bluhm [19] as: “Roughly

speaking, it [the fidelity of quantum gates] specifies the success probability of a single

gate operation.”

2.3 Overview ofQubit Topologies

As described in section 2.1 a qubit is an information-theoretic concept and thus every

multi-level quantum mechanical system can be employed as a qubit, but typically only

two-level systems are used. This leads to a great variety of dissimilar physical qubit

implementations, ranging from trapped ions over superconducting circuits and solid-

state implementations to topological qubits. Every implementation has its own distinct

set of properties, advantages and disadvantages.

Whereas topological qubits could be referred to as the most exotic, due to them being

Anyons, a quasiparticle whose statistics is neither fermionic nor bosonic [20] and exists

only in two-dimensional space [21, 22]. No physically working topological qubit has

been experimentally proven up to now to the best of the author’s knowledge [23, 24].

Therefore, this work will not go into detailed explanation of topological qubits.

2.3.1 Trapped IonQubits

The following section about trapped ion qubits is based on a recent review paper on

“Trapped-Ion Quantum Computing: Progress and Challenges” from the Massachusetts

Institute of Technology published April 2019 [10]. One way to create trapped ion qubits

is to utilize RF Paul traps, which have been used since 1980 [25], to confine single ions in

a high vacuum, see Fig. 2.5. The ions are trapped by applying an RF voltage 𝑉𝑅𝐹 on a set

of (parabolic) electrodes. Many more different geometries are possible but they are all

based on the principle of an oscillating electric field confining charged particles. Trapped

ion qubits promise “robust trap lifetimes, long internal-state coherence, strong ion-ion

interactions, [. . . ]” which makes them in general one of the most robust and long-living

qubits summarized in this work [10]. One concern is the scalability to millions or billions

10



2.3 Overview of Qubit Topologies

of qubits, as this challenge might be not as straightforward as for solid-state qubits which

can rely on modern semiconductor industry processes.

Gate fidelities of trapped ion qubits are reported among the top of all qubit types. For

single qubit gates T. P. Harty [26] shows a fidelity of 99.9999 %, which “surpass the

performance of any other modality” [10], alongside long coherence times of 50 s. Two

years later a paper including further research results of [27] was published, showing two-

qubit logic gate operation and achieving a Bell state fidelity of 99.7 % and [28] reports on

99.9(1) % two qubit gate fidelity, being “significantly above the ≈ 99 %minimum threshold

level required for fault-tolerant quantum computation”.

−

−

+ +

Figure 2.5: RF Paul trap [29, Fig. 2a]

RF Paul traps are the main focus for researchers in quantum computing using trapped

ions and these traps are operated with RF voltage amplitudes of 10 V to 1000V at 10MHz

to 100MHz [10].

2.3.2 SuperconductingQubits

Another way to implement qubits is to utilize superconducting materials. Two promi-

nent examples for superconducting qubits are the research work at IBM and Google

both relying on this type of qubit, with Google recently showing the operation of 53

qubits [1]. Recent review papers for superconducting qubits are given by [30] and [31].

Superconducting qubits can be understood by looking at a basic LC-oscillator as shown

in Fig. 2.6a, due to the nonexistent losses (superconducting materials) no damping is

present. By using the time dependent magnetic flux present in the oscillator, [30] derived

a quantum harmonic oscillator behavior for this setup with equidistant energy level

spacing, i.e. ℏ𝜔𝑟 . However, this is not fitting to create a qubit as the same energy would

be required for each energy level transition, rendering a distinct selection of only two

specific energy levels impossible, i.e. a “leakage” to higher levels is possible.

A solution is to replace the inductance with a so-called josephson junction [7, 32, 33],

which can be viewed as a non-linear inductance and consists of two superconducting

materials separated by a thin isolating barrier, which allows for tunneling of Cooper

pairs [31]. This non-linearity leads to non-equidistant energy level spacing and thus

allows driving specific and distinct energy level transitions and finally selecting single

energy levels for the ground |0〉 and the excited |1〉 state of the qubit. [30] Giaever1973
11



2 Application and Qubit Fundamentals

One of the challenges for this type of qubits may be scalability as superconducting qubits

rely on the fact that a macroscopic structure exhibits quantum effect properties, which

are normally taking effect in elementary particles and sub-nanometer sizes. Even though

advantages in material properties could improve on this, today’s superconducting qubits

typically require a few hundred micrometer large superconducting wires, see Fig. 2.7.

Today superconducting qubits are regularly achieving single qubit gate fidelities � 0.99
and also two qubit gate fidelities > 0.99 have been demonstrated. Superconducting qubits

are a promising candidate to use in noisy intermediate scale quantum (NISQ) technologies

and subject to ongoing research for usage in universal quantum computers. [31]

Lr Cr

i Φ

(a) LC-Oscillator (Quantum Harmonic Os-

cilator , QHC)

Lj Cs

Φ

Cj

(b) Josephson qubit circuit

(c) LC-Oscillator equidistant energy

level spacing.

Transmon

(d) Transmon noneuqidistant energy level

spacing.

Figure 2.6: Superconducting charge qubit [30, Fig. 1]

According to Kjaergaard et al. [31] the predominant method to control single qubit

operations is via microwave signals and the authors name an exemplary qubit level

spacing of 5 GHz for the transmon, which is stated to be currently the most widely used

type of superconducting qubit.

2.3.3 Spin Qubits

The last discussed type of qubits in this work are spin-based qubits, referring to the use

of the quantum mechanical spin to create a qubit, e.g. nuclear or electron spin. This

work will focus mostly on electron spins used to encode the state of qubits. One of

the major selling points of this type of qubit is the similarity to structures used in the

modern semiconductor industry, managing to implement billions of MOS transistors

in integrated circuit chips, whose dimensions are in the centimeter range. Therefore,
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semiconductor spin-based qubits are one of the promising qubit types when talking

about implementation of long-term large-scale quantum circuits. [2]

Even though superconducting qubits are considered more mature today, the current trend

of solid-state qubits catching up with superconducting qubits in terms of coherence time

performance is shown in Fig. 2 of [34]. Whereas superconducting qubits’ requirement

for cryogenic temperatures is obvious due to their need to be operated below the critical

temperature of their material, operating spin qubits requires a cryogenic temperature,

too. Spin qubit implementations are placed in temperatures of below 100mK to reduce

the thermal energy below the Zeeman energy splitting in reasonable magnetic fields.

This enables an easy way to initialize qubits into the ground state by waiting for the

thermal equilibrium state. Nuclear spins would require three orders of magnitude less

temperature due to their about 100 times smaller magnetic momentum compared to

electrons. [5, p. 591]

A comparison of semiconductor qubits alongside other types like ion traps and transmons

is shown in Fig. 2.7. The size of a transmon is depicted greater than 100 µm and the

size of ion traps bigger than 1 µm, both being considerably larger than silicon and GaAs

quantum dots. FinFET based qubits are even another magnitude smaller in size. Showing

the potential advantage in scaling the number of qubits in comparison. Moreover, the big

relevance of semiconductor dots (Silicon, GaAs) and FinFET qubits to quantum computing

is depicted below the size comparison. However, Fig. 2.7 is not evaluating the relevance

of superconducting and ion qubits for these applications. In [35] the reasoning for each

ranking in relevance is given. For FinFETs, silicon and GaAs dots, the major relevance in

quantum computing applications, alongside superconducting qubits, is reasoned with

the advanced development in “coherence, scalability and the ability to make small-scale

quantum processors”. The synergy of silicon based qubits and semiconductor process

technologies is described as demonstration for the scalability of these qubits, being

fabricated by modern semiconductor foundries.

Fidelities > 99.9 % have been reported for many types of semiconductor spin qubits,

P-Donors [36], Si-MOS [37] and Si/SiGe [38]. Furthermore, also GaAs qubits are reported

to show fidelities of 99.5 % [39]. Demonstrated two-qubit gates are achieving fidelities of

70 % to 90 %, which are below current state of the art two qubit fidelities of trapped ion

and superconducting qubits. Increasing the fidelity to above error correction threshold is

in the focus of ongoing research. The authors of [40] showed the values listed in Table 2.1

are achievable for GaAs and Si spin qubits.

GaAs Si

Single-qubit � 99.69 % � 99.95 %

Two-qubit 99.90 % 99.99 %

Table 2.1: Achievable spin qubit gate fidelities according to [40]

This work focuses on GaAs spin qubits as well as giving an outlook to integration for

Si/SiGe ones. Thus, the following chapters give further details to both types of spin

qubits.
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2 Application and Qubit Fundamentals

Figure 2.7: Comparison of semiconductor qubits adopted from [35, Fig. 1]

2.3.3.1 GaAsQubits

Semiconductor spin qubits were first pioneered with (Al,Ga)As quantum dots [41–43],

which are in the following referred to as GaAs qubits for ease of reading. This choice was

made due to some specific advantages of using these materials, i.e. larger feature sizes of

the devices compared with silicon due to a smaller effective electron mass enabling easier

fabrication of first research samples in order to demonstrate all key requirements for QC

[44]. Additional advantages are the ability to fabricate these with high crystal quality

[19] and the capability for optical coupling due to its direct bandgap nature [44]. The

general structure of a GaAs quantum dot is schematically shown in Fig 2.8. A single qubit

composed of two electron spins trapped in a double-well potential alongside a sensor dot

for read-out of the charge state is shown. The location of these dots is highlighted on the

surface. In addition, the band structure is depicted to show the two-dimensional electron

gas (2DEG) in the conduction band (CB) confining the dots in the z-axis. X and y-axis of

the dots are confined by applying negative voltages (referenced to ground) on the metal

electrodes placed on the surface, thus locally depleting the 2DEG. Confinement in all

three dimensions allows for placement of single electrons in the quantum dots. Whereas

differences may be present in the hetero-structure, the overlying working principle will

be the same also for Si-based qubits. The gate voltage 𝜖 can be used to apply quantum

gates to the qubit. An optional external magnetic field 𝐵𝑒𝑥𝑡 may be present depending

on the experiment. [3, p. 7]

One not depicted effect in Fig. 2.8 is the hyperfine interaction of electron spins coupling

to nuclear spins. Fluctuations in this hyperfine field are known as a possible source for

decoherence [45, 46]. However, by utilizing the interaction Foletti et al. [47] showed
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~

Figure 2.8: GaAs structure for single qubit and read-out. Fig. adopted from [3, Fig. 2.1].

a way to generate a required magnetic-field gradient between the two quantum dots

through the usage of dynamic nuclear polarization (DNP). The created gradient was

demonstrated for times longer than 30min, considerably exceeding the fluctuation times.

This technique was further enhanced by utilizing the qubit as feedback loop to polarize

the nuclear spin bath and increased qubit dephasing times 𝑇 ∗
2 nearly tenfold [48].

As one qubit is constructed out of two individual electron spins, various qubit encodings

are possible. One method of encoding which is showing the best current gate-fidelity

rates is the so-called singlet-triplet qubit, which also allows for sub-GHz baseband control

[40]. This encoding scheme was also utilized in the work of Foletti et al. [47], which

demonstrated dynamic nuclear polarization. The authors of [39, 47] denote the singlet

state |𝑆〉 and desired triplet state |𝑇0〉, with arrows representing the direction of the

electron spin, as:

|𝑆〉 = |↑↓〉 − |↓↑〉√
2

(2.20)

|𝑇0〉 = |↑↓〉 + |↓↑〉√
2

(2.21)

and the undesirable tripled states (leakage states) as |𝑇+〉 = |↑↑〉 and |𝑇−〉 = |↓↓〉, creating
the so-called S-T0 spin qubit [49].

Manipulation of the qubit is done via control of the exchange coupling 𝐽 (𝜖) between the

two quantum dots, as is shown in Fig. 2.9. One reason to operate this type of qubits in

cryogenic temperatures is to ensure that the “exchange interaction is the dominating

energy scale compared to the electron temperature 𝐽 (𝜖) � 𝑇𝑒” [50]. Voltage pulses

changing the detuning 𝜖 and therefore 𝐽 (𝜖) are used to drive rotations around one axis

on the Bloch sphere, whereas the second rotation around the orthogonal axis is driven

by the magnetic field gradient Δ𝐵𝑧 , which is generated by DNP, across the two quantum

dots [39]. With these two degrees of freedom all points on the surface of the Bloch sphere

can be reached.

Read-out can be realized by spin to charge conversion [42]. This read-out scheme relies

on the Pauli spin blockade to enable measurement of electron spins. Fig. 2.10 shows the
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Figure 2.9: S-T0 qubit energy diagram and states on the Bloch sphere. Fig. adopted from

[39, Fig. 1] and [51, Fig. 1].

concept of changing the capacitance of the quantum point contact (QPC)𝐶𝑄𝑃𝐶 depending

on the qubit states |𝑆〉 and |𝑇0〉. The electric field of either one or two electrons in the

left quantum dot is influencing 𝐶𝑄𝑃𝐶 . These variations can then be measured by RF

reflectometry like done in [50] and [3]. Details of how the qubit state either allows or

disallows for both electrons to move to the left QPC is given in [50].

Figure 2.10: S-T0 qubit read-out by spin to charge conversion.

Concerning the requirements for DC voltages to form the potential well and tune the

qubit into operation following requirements were conducted from a research cooperation

with Prof. Hendrik Bluhm, who holds – together with his research group – a long track-

record of (GaAs) qubit research [2, 3, 19, 39, 40, 44, 48, 50–53]. For a single GaAs qubit

consisting of two quantum dots up to eight independently controllable bias voltages with

an output range of −1V to 0V and a step size of 250 µV are required. Meanwhile, noise

should be minimized as much as possible down to around a root-mean-square value of

𝑣𝑅𝑀𝑆 � 20 µV. These design goals for the later discussed cryogenic integrated circuit (IC)

are also summarized in Table 3.1.
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2.3.3.2 Si/SiGeQubits

Si and SiGe host materials for implementation of qubits have some advantages over GaAs,

like the absence of nuclear spin in isotopically purified 28Si, as well as a comparably weak

spin-orbit interaction and thus promising long coherence times [19]. Fig. 2.11 shows the

implantation in different materials like SiGe and isotopically purified 28Si alongside a

qubit created with a p-donor in contrast to electron spins caught in a quantum dot.

Figure 2.11: Si/SiGe qubit topologies. Fig. adopted from [19, Fig. 1]

Unlike GaAs qubits, Si/SiGe qubits are in most research groups made of a single quantum

dot and electron spin [36–38, 54–56], also called Loss-DiVincenzo qubit [57]. Moreover, a

scalable qubit gate architecture approach for single quantum dot SiGe qubits was proposed

in 2016 [58]. Either electron spin resonance (ESR) pulses emitted by a microwave antenna

or electron dipole spin resonance (ESDR) of RF signals is employed to achieve qubit

manipulation. Thus, RF signals are required opposed to GaAs qubits control via baseband

voltage pulses, e.g. Struck et al. [59] use a reference frequency of 19.9 GHz for qubit

manipulation. An inhomogeneous magnetic field, like for GaAs qubits achieved via DNP,

is required for ESDR control and can be generated by adding on-chip cobalt micromagnets.

Qubit state read-out is achieved by using a single-electron transistor (SET). [19]

Quantum dot creation follows the same approach as for GaAs qubits, i.e. voltages being

applied to metal electrodes to laterally confine potential wells. Discussions with Dr.

Schreiber, who focuses on Si/SiGe qubit research in the group of Prof. Bluhm (see

section 2.3.3.1), showed that Si/SiGe qubits have similar requirements to bias voltages as

their GaAs counterpart, with one distinction being a wider output range of −1V to +1V.

Furthermore, as only one quantum dot is required per qubit, only fewer bias voltages are

needed per qubit.

2.4 Cryogenic Electronics

For a universal quantum computer, which fulfills the DiVincenzo Criteria (see section

2.2), millions or even billions of physical qubits are required, considering the nowadays

often-named ratio of 1000 physical qubits per logical qubit for error correction schemes

[2, 60]. This gives rise for the need of local classical cryogenic control electronics, to

mitigate interfacing problems arising when scaling the number of qubits, e.g. feeding an
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increasing amount of cables supplying DC voltages, pulses or RF signals into and out of

the cryostat. One promising approach is using modern semiconductor industry CMOS

technologies to design custom circuits operating inside the cryostat and in close vicinity

of the qubits [2].

2.4.1 Cryogenic CMOS

When operating CMOS transistors at temperatures as low as 100mK some cryogenic

anomalies changing the behavior of transistors are appearing, which are not included in

standard semiconductor process design kits (PDKs) caring typically covering temperature

ranges of −40 °C to 120 °C. Modeling of various CMOS technology nodes and process

flavors at cryogenic temperatures is a field of ongoing research and aims to provide IC

designers with device models tailored to the cryogenic environment inside a dilution

refrigerator, e.g. for 40 nm bulk CMOS [61] and 28 nm bulk CMOS [62].

Starting from older technology nodes Creten et al. [63] showed in 2009 the effects of

kink, overshoot and hysteresis appearing in 0.7 µm CMOS at 4.2 K. Fig. 2.12a shows a

kink, which is explained by self-polarization due to impact ionization by hot carriers.

At room temperature (RT), this impact ionization is normally able to flow off via the

bulk contact of the substrate. However, in cryogenic temperatures dopant freeze-out

in the substrate is creating a high-ohmic substrate 𝑅𝐵 , blocking the current flow 𝐼𝐵 as

depicted in Fig. 2.12b. Thus, leading to a shift in threshold voltage 𝑉𝑇𝐻 , because of

the self-polarization induced bulk-source voltage 𝑉𝐵𝑆 . Incandela et al. [61] explain the

flatting out in the current jump as effect of the bulk-source junction diverting most of

the current flow and thus gradually saturating 𝐼𝐵 . The overshoot in the transition of

linear to saturation region at temperatures below 15K is reasoned with slow ionization

processes of the dopants and slow recharging of interface traps at the substrate to oxide

transition border, thus delaying the formation of the depletion layer. [63, 64]

(a) Kink, overshoot and hysteresis anoma-

lies in 0.7 µm CMOS. As reported in and

adopted from [63, Fig. 1].

n+ n+

p

(b) Schematical cause of kink effekt.

Adopted from [61, Fig. 11].

Figure 2.12: Cryogenic anomalies in CMOS MOSFETs.

Measurements of transistor characteristics in modern CMOS processes of 0.16 µm and

40 nm at 4 K and down to temperatures as low as 100mK are shown by Incandela et al.

[61]. They show that a kink behavior is absent for modern CMOS processes (thin-oxide

FETs in 0.16 µm and all FETs in 40 nm) and only two thick-oxide NMOS transistors
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exhibit a kink in the I-V curve, which the authors describe as: “This [thick-oxide short-

channel 0.16 µm NMOS devices] type of transistors, in fact, closely resembles a 0.35 µm

device [...]”. The authors further support the statement of a kink being present only

in older technologies, i.e. feature sizes larger than 0.35 µm and at temperatures below

100mK. Hysteresis is also only present for thick-oxide FETs in 0.16 µm and the authors

of [61] conclude an insignificance for nanometer nodes, as the presence of hysteresis is

connected to a kink behavior leading to a difference in 𝑉𝑇𝐻 when turning the transistor

on and when turning it off as 𝑉𝑇𝐻 was for the latter lowered by the kink effect. Thus, a

kink and hysteresis effect are not to be expected for core devices in this work relying on

65 nm bulk CMOS, however thick-oxide devices are still possibly exhibiting one or both

effects at cryogenic temperatures. All measurements of [61, 62] showed the absence of

an overshoot and did not report on such a behavior for modern CMOS processes.

Another aspect of cryogenic CMOS, which also holds true for nanometer nodes, is the

increase in mobility 𝜇 and 𝑉𝑇𝐻 as well as a significant steeper substhreshold slope 𝑆𝑆 for

cryogenic temperatures compared to RT. Mobility is increasing due to reduced electron

phonon scattering at lower temperatures [65], which is leading to a higher maximum

transconductance 𝑔𝑚 as well as an overall steeper 𝑔𝑚 curve [66], plotted in [66, Fig. 2b].

The effect of 𝑉𝑇𝐻 increase is investigated in detail in [66], arguing against the usual

thought of channel dopant freeze-out and according required ionization voltage/energy

playing a major role [61]. Beckers et al. [66] see the reason for an increase and saturation

of 𝑉𝑇𝐻 in the temperature dependence of the bulk Fermi potential as well as in the

temperature dependent density of interface traps close to the band edge, whereas “dopant

freeze-out is of minor importance to predict the qualitative behavior of 𝑉𝑇 [named 𝑉𝑇𝐻

in this work] over temperature in enhancement-mode devices” [66]. An overview of

cryogenic DC characteristics of modern bulk CMOS processes in cryogenic temperatures

is given in Table 2.2, showing the according RT value in parentheses. Transconductance

over drain current 𝑔𝑚/𝐼𝐷 is given for weak inversion (w.i.) and strong inversion (s.i.).

Shift in threshold voltage is defined as the difference between RT 𝑉𝑇𝐻,𝑅𝑇 and cryogenic

𝑉𝑇𝐻,4𝐾 : Δ𝑉𝑇𝐻 = 𝑉𝑇𝐻,4𝐾 − 𝑉𝑇𝐻,𝑅𝑇 . Some values for the 28 nm process required manual

extraction from plots [67, Fig. 2] and are therefore subject to imprecision. Those are

accordingly marked in Table 2.2.

Authors of a recent published paper in July 2020 Yang et al. [68] characterized commercial

40 nm bulk CMOS devices at deep cryogenic temperatures of 50mK and showed classical

MOSFET behavior with improved performance compared to RT as well as some quantum

mechanical properties like Coulomb blockade oscillations for low 𝑉𝐷𝑆 and near 𝑉𝑇𝐻 .

Comparisons of the MOSFET performance parameter at RT and 50mK are summarized

in Table 2.3, showing results for low𝑉𝐷𝑆 = 0.1V and high𝑉𝐷𝑆 = 1.0V biasing conditions.

Measurement was performed on 18 similar DUTs, i.e. planar n-type low threshold FETs

with a length 40 nm and width of 120 nm, and Table 2.3 includes statistical results for

these. These results are further substantiating the usage of local classical commercial

CMOS for co-integration with the qubits on the lowest temperature stage inside a dilution

refrigerator.

Additionally, non-planar and non-bulk CMOS processes are being characterized at cryo-

genic temperatures, e.g. FinFET [69], 28 nm [70–72] and 22 nm [73] FDSOI, 14 nm SOI

FinFET [74], and Gate-All-Around Nanowire MOSFETs [75]. Especially the opportunity
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Characteristic 0.16 µm [61] 40 nm [61] 28 nm [67]

𝑊 /𝐿 [µm] 2.32 / 0.16 1.2 / 0.04 3 / 1 0.3 / 0.028

Δ𝑉𝑇𝐻 [V] 0.15 0.12 ≈0.12 ≈0.16
𝑆𝑆 [mV/dec] 22.8 (87.0) 27.7 (88.2) 11 (≈62) ≈18 (≈95)
𝑛 [-] 28.7 (1.5) 34.9 (1.5) ≈13 (≈1.4) 20 (1.47)

𝐼𝑜𝑛,4𝐾/𝐼𝑜𝑛,𝑅𝑇 [-] 1.33 1.13 ≈1.28 ≈0.9
𝐼𝑜 𝑓 𝑓 [A] <3 · 10−11

(<1.6 · 10−10)
<1.5 · 10−12
(<1.4 · 10−10)

— —

𝜆 [V−1] 3.3 (0.6) 4.0 (1.3) — —

𝜇0 [cm2/Vs] — — ≈820 (≈270) ≈280 (≈100)
𝑔𝑚 [S] — — ≈7 · 10−4

(≈4.2 · 10−4)
≈5.5 · 10−4
(≈4.5 · 10−4)

𝑔𝑚/𝐼𝐷 w.i. [V−1] 70 (27) 92 (27) — —

𝑔𝑚/𝐼𝐷 s.i. [V−1] 6 (9) 9 (10) — —

Table 2.2: Comparison of cryogenic bulk CMOS characteristics at 4 K (RT).

Temperature 300 K 50mK

𝑉𝐷𝑆 [V] 0.1 1.0 0.1 1.0

𝑉𝑇𝐻 [V] 0.388±0.030 0.442±0.036 0.514±0.038 0.510±0.037
𝑆𝑆 [mV/dec] 86.41±2.43 86.88±1.69 9.93±4.32 15.79±6.27
𝑔𝑚 [µS] 21.48±1.79 118.07±7.48 29.51±6.02 144.53±10.48
Δ𝑉𝑇𝐻 [V] — — 0.126±0.017 0.067±0.011
𝐷𝐼𝐵𝐿 [mV/V] 162.22±27.85 113.33±24.67

Table 2.3: Comparison of 40 nm bulk CMOS characteristics at RT and 50mK. As reported

in [68, Table I].

to influence and possibly counteract the cryogenic𝑉𝑇𝐻 increase in FDSOI processes could

be a promising approach for future cryogenic circuitry [76].

Passive elements like capacitors and inductors are less prone to changes in cryogenic

temperature regime compared to RT [77]. Resistor changes are depending on their

implementation. Polysilicon (±10 %) and p-active (±20 %) resistors are mostly stable over

temperature. However, n-well resistors are shown to exhibit a significant increase of

multiple magnitudes in resistivity. [78]

One last aspect of operating CMOS technologies at cryogenic temperatures is transistor

mismatch, which is reported to commonly deteriorate by a factor of 1.2 to 2 [79]. A

recent paper by P. A. ’T Hart [80] showed extensive research on characterization and

modeling of mismatch in 40 nm CMOS for cryogenic temperatures. Major conclusions

are that the Pelgrom scaling law [81] holds valid also in cryogenic temperatures down

to 4.2 K. Current-factor variability increases by 75 % and “threshold-voltage variability
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2.4 Cryogenic Electronics

remains substantially unaffected”. Furthermore, the authors use a Croon model to reflect

and predict this cryogenic drain current mismatch. However, reliable CMOS device

models do not yet exist with important characteristics like AC, RF and noise behavior at

cryogenic temperatures. Those are still subject to active research and not yet thoroughly

investigated [82, 83].

2.4.2 State of the Art

This section aims to give an overview of the current state of the art cryogenic electronics

with emphasis placed upon quantum computing applications. In the recent years, the

focus on classical control electronics operated at cryogenic temperatures and in closer

vicinity to qubits is clearly gaining more attention. Looking at prospects to overcome

qubit scaling issues, requiring unpractical amount of room temperature interconnects at

some point. Many of those cryogenic electronics are currently targeted for placement

on the 4 K stage, which allows for magnitudes higher power dissipation, i.e. about 1W,

than on the lowest temperature stage of a dilution refrigerator with a power budget of

<1mW at ≈ 100mK.

Cryogenic electronics for quantum computing applications range from discrete circuitry

over off-the-shelf devices to commercial FPGAs and custom designed ICs. The downside

of more complex off-the-shelf commercially available devices like FPGAs or VCOs is the

operation far below the specified temperature range. As most off-the-shelf components

will be above the <1mW power limit, those are aimed and tested at the 4 K stage.

Homulle et al. [84] characterized Altera and Xilinx 28 nm FPGAs at cryogenic tempera-

tures. The authors concluded an operation of the Altera Cyclone V down to 30 K, whereas

the Xilinx Artix 7 is fully functional down to 4 K. Although, the authors present the

prospect of utilizing cryogenic FPGAs in the future error-correction loop of quantum

computers, some limitations with off-the-shelf FPGAs have to be overcome. The main

limitation being an increase in auxiliary supply power consumption by a factor of 5×
at 4 K, which is also concluded to be the reason for the Altera FPGA to stop operating

below 30K. Besides other limitations, such as operating problems with the Altera PLL

and a slightly deteriorated maximum register clock speed, most of the cryogenic changes

are positive with increased speed, higher driving strength, and overall lower jitter. Albeit

FPGAs being a possible candidate for in the overall qubit control loop, recent focus

shifted towards research and development of custom ICs aiming for highest efficiency

and lowest possible power consumption.

Compared to discrete electronics, custom designed ICs can be tailored towards the

application, trading flexibility for improved efficiency in energy and area. In addition

to the characterization and modeling advances for cryogenic CMOS already discussed

in section 2.4.1, multiple research groups are exploring and implementing cryogenic

CMOS circuits, which are able to operate at cryogenic temperatures inside a dilution

refrigerator [78, 85]. Most of the work up to this day focuses on implementing, testing

and evaluating circuit building blocks for future complex cryogenic CMOS systems. A

listing of such blocks is given in Table 2.4, without a claim for completeness. Table 2.4

shows the ongoing trend to design in more increasingly advanced technology nodes and
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2 Application and Qubit Fundamentals

aim for modern semiconductor compatibility to achieve high integration density with

best energy efficiency and thus scalability. Most of the circuitry either aims for on-chip

reference voltage generation by bandgaps, qubit control (QC control) or read-out (QC

read-out), however, to the best of the author’s knowledge no other work focuses on qubit

bias voltages (QC biasing) with respect to a local cryogenic scalable IC.

Block Temp. Technology Year Application Ref.

FPGA 4K 28 nm bulk CMOS 2017 QC [84]

Bandgap 4K 40 nm bulk CMOS 2018 QC [86]

Bandgap 4K 40 nm bulk CMOS 2019 QC [87]

Bandgap 4K 0.35 µm SiGe BiCMOS

28 nm FDSOI CMOS

2019 QC [88]

TIA 4K 0.5 µm SOS CMOS 2014 QC read-out [89]

LNA 4K 160 nm bulk CMOS 2018 QC read-out [78]

DCO 4K 40 nm bulk CMOS 2018 QC control [78]

ADC 4K 0.7 µm bulk CMOS 2009 Space/Sensor [63]

ADC 4K 0.35 µm bulk CMOS 2010 Space/Sensor [90]

ADC 20K 0.35 µm bulk CMOS 2013 Space/Sensor [91]

ADC 77K 180 nm bulk CMOS 2018 Space/Sensor [92]

ΣΔ mod. 4 K 0.35 µm bulk CMOS 2012 Space/Sensor [93]

DAC 93.15 K 0.5 µm SiGe BiCMOS 2008 Space/Sensor [94]

DAC 93.15 K 0.5 µm SiGe BiCMOS 2011 Space/Sensor [95]

DAC 4K 0.5 µm SOS CMOS 2016 QC control [96]

DAC 6K 65 nm bulk CMOS 2020 QC biasing [97]*

Table 2.4: Overview to state of the art of cryogenic IC blocks. *This work.

In 2019, an increasing number of complex systems for qubit control is emerging, see

Table 2.5, taking the scalability aspect of qubit control to the next level. By showing

complex systems capable of operating at cryogenic temperatures of 4 K [85, 98] and even

100mK [99] to manipulate one or even multiple qubits, always taking future scaling

and scalability into consideration, one can see the current momentum in cryogenic IC

development for QC applications.

An overview of analog and mixed-signal cryogenic CMOS circuitry design challenges and

advantages is given by van Dijk et al. [83]. The authors give detailed recommendations

and hints to potential pitfalls when designing cryogenic IC blocks, like digital circuitry,

voltage references, DACs and ADCs. Furthermore, the challenges in QC requirements are

highlighted, naming the need of cryogenic CMOS electronics “on par or even exceeding

their room-temperature counterparts”. However, the deep cryogenic temperatures also

hold opportunities for higher circuit performance, e.g. for MOSFETs as discussed in the

previous chapter 2.4.1, which can be utilized. One example highlighted by the authors is

the negligible leakage power for digital circuits, therefore recommending the usage of
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Temp. Technology Year Application Function Ref.

4 K 28 nm bulk

CMOS

2019 QC control

(Transmon)

4GHz to 8GHz

pulse modulator for

qubit manipulation.

[98]

4 K 22 nm FinFET

CMOS

2020 QC control

(Tansmon)

2GHz to 20GHz

FDMA polar

modulator for

manipulation of

multiple qubits.

[85]

4 K 40 nm bulk

CMOS

2020 Digital signal

processing

Cryogenic RISC-V

processor.

[100]

100mK 28 nm FDSOI

CMOS

2019 QC control

(GaAs spin)

Generate static and

dynamic voltages

for manipulation of

multiple qubits.

[99]

100mK 65 nm bulk

CMOS

2019 QC biasing and

control (GaAs spin)

Generate bias

voltages and

voltage pulses for

qubit manipulation.

[101]*

Table 2.5: Overview of state of the art of cryogenic IC systems for qubits. *This work,

full system yet to be characterized at targeted 100mK.

low-threshold voltage (LVT) devices or in case of FDSOI the use of back-gate biasing, and

a reduced thermal noise 𝑃𝑁,𝑇𝐻 . A summary of the discussed blocks, cryogenic effects and

their impact to the circuit are given in Table 2.6. The thermal lower limit of minimum

switching energy 𝐸𝑠 (𝑚𝑖𝑛) = ln(2)𝑘𝐵𝑇 is reasoned by J. D. Meindl and J. A. Davis [102].

Overall, all these effects and changes require that close attention is paid when designing

ICs for deep cryogenic temperatures and accurate cryogenic models are necessary.
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Block Cryo change Effect

Steeper 𝑆𝑆 Negligible leakage currents

(use LVT devices or back-biasing)

Increased 𝑉𝑇𝐻 Slower maximum speeds

Increased 𝐼𝑂𝑁 /𝐼𝑂𝐹𝐹
ratio

Larger signal swing

Reduced 𝑃𝑁,𝑇𝐻 Reduced noise margin needed

Increased charge

mobility 𝜇

Higher maximum speeds (overmatched by 𝑉𝑇𝐻
increase for advanced nodes)

Digital

circuitry

Reduced minimum

thermal switching

energy limit 𝐸𝑠 (𝑚𝑖𝑛)

Operate at very low supply voltages

Freeze-out BJTs lose exponential behavior and required

base-emitter voltage is above 1V

Increased 𝑉𝑇𝐻 Narrowed supply headroom

Steeper 𝑆𝑆 No advantage moving to weak inversion to

increase headroom

Increased mismatch Avoid weak inversion (and usage of chopping

and dynamic element matching)

Voltage

references

Increased flicker

noise

Use of mitigation techniques (e.g. chopping)

Freeze-out Passive element values may vary significantly

(use polysilicon resistors: temp. stability ±10 %

and metal capacitors temp. stability <10 %)

Increased 𝑉𝑇𝐻 Increased resistivity of pass gates for mid-rail

voltages (use boot-strapped switches or

thick-oxide transistors with higher supply)

Reduced 𝑃𝑁,𝑇𝐻 Less capacitance required 𝑘𝐵𝑇 /𝐶 , use of larger
resistances possible 4𝑘𝐵𝑇𝑅, allows lower unit

currents

Increased mismatch Larger device dimensions, use of calibration

techniques

DACs and

ADCs

Reduced

interconnect

resistance

Reduced IR-drop, reduced interconnect delay,

relaxed routing constraints (e.g. timing errors in

the clock tree)

Table 2.6: Cryogenic CMOS circuitry: challenges and opportunities. As discussed in [83].
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Chapter3
System Overview

This chapter gives a system and block level overview about the system proposed in this

work and its application environment. First, the overall setup including the vision of

scalable cryogenic control electronics inside a dilution refrigerator is presented. Second,

the power budget inside a dilution refrigerator and the low noise that each signal con-

nected to the qubit is required to have and the consequences arising for the system are

discussed. In the following, the requirements for the Bias-DAC generating the voltages

forming the potential well are derived and implementations that enable possible future

scaling are presented.

3.1 Local Cryogenic Control Electronics

The general setup of a dilution refrigerator is divided into many temperature stages grad-

ually reducing the temperature from ambient temperatures down to the base temperature

of the mixing chamber which is in the range of 10mK to 100mK for spin-based qubits, see

section 2.3.3. The inner setup of a dilution refrigerator is shown in Fig. 3.1. The 4 K stage,

the intermediate stages and the mK sample space are marked. The intermediate stages

are used to create the temperature gradient between the lowest temperature stage and the

4 K stage. A sample and its PCB are typically mounted vertically or horizontally inside

the sample space. Typical PCB dimensions which can still be fitted inside the sample

space of the dilution refrigerator of our project partners at RWTH Aachen University

physics department are about 5 cm × 10 cm and are mounted vertically.

The joint paper of many solid-state qubit research groups by Vandersypen et al. [2] is

focusing on possible ways for future qubit scaling. This is needed due to two arising

challenges when the number of qubits are scaled towards the estimated required number

of 106 to 108 physical qubits. The sheer number of DC and RF connections required for

each individual qubit leads to a magnitude of cables required to be fed into the cryostat.

Furthermore, the required bandwidth of multiple Tb/s appears unpractical and following

example is calculated in the paper: “For example, if 108 qubits are repeatedly read out at

1 µs intervals and each qubit measurement provides one bit of information, the data flow

amounts to 100 Tb/s” [2]. The paper also names two ingredients for overcoming these

challenges:
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4K stage

intermediate
stages

mK sample
holder

Figure 3.1: Inner setup of a dilution refrigerator.

1. Multiplexing strategies

2. A first layer of classical electronics residing next to the qubits and com-

mensurate with the inter-qubit spacing

The paper further addresses the idea of successively placing layers of rising complexity

of classical electronics on higher temperature stages, following a hierarchical setup

approach. In this approach, where classical electronicsmay be placed on each temperature

stage, processing more complex tasks and operations are feasible due to the increased

power budget of higher temperature stages, while retaining an manageable interface

complexity to the neighboring temperature and operating stage.

The aim of this work is to design a custom IC in a modern TSMC 65 nm CMOS process,

which is then placed in close vicinity to the qubit inside the mixing chamber generating

bias voltages. The IC also includes circuitry to generate pulsed control voltages, for a

two electron spin based GaAs qubit, but this is not focus of this work. Naturally, this

requires connections from room temperature to supply voltages and fed control signals

into the chip. Figure 3.2 shows the concept of placing a CMOS chip next to the qubit chip

in order to generate local control and biasing voltages. Additional classical electronics

may be placed at the 4 K stage, utilizing lower thermal noise, reduced interconnects to

room temperature and shorter signal paths to the mK sample stage.

This is done as a first step towards a vision of a fully scalable quantum computer. One

could think of a connection of classical control electronics face-to-face with a qubit chip

by through-silicon-vias (TSVs) as a solution to the interconnect issue in an universal

quantum computer. However, there are still open questions to this approach as to which

materials could be used to thermally decouple the classical control chip while having a

good electrical connection and if superconducting materials could be a viable solution to
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4K stage

mK stage

From RT

qubit chip

From RT

interposer
CMOS chip

Additional classical electronics

Figure 3.2: Schematic setup of classical cryogenic electronics and custom CMOS chip

for qubit control. Both chips are placed on an interposer and connected via

interconnect technologies like, e.g. wire bonding.

achieve that goal. Some of these questions have recently been addressed in published

research articles and include prototype implementations, which are discussed in the

following paragraph.

The vision of cryogenic superconducting TSV interconnects is also gaining attention

and increased focus by other research groups like presented in [103] in May 2020:“Solid-

state qubits integrated with superconducting through-silicon vias” [103]. The paper

demonstrates integration of the electronics with superconducting qubits as a promising

approach for 3D system integration. The authors showed baseband control and high

fidelity read-out by high-aspect ratio TSVs in a two-chip bump-bonded architecture.

The negative effects of using industry standard deposited inter-layer dielectrics (ILDs)

materials like SiO2 and Si3N4 are also described. Those materials deteriorate qubit

lifetimes due to present defects and electric field interactions. The common material used

for the TSV itself is metal, e.g. copper, which is a good electrical conductor but offers

only a low thermal resistivity. One suggested approach by the authors is to make use of

the cryogenic temperatures and employ superconducting materials, e.g. Niobium (Nb),

which is used in various superconducting alloys like Niobium–titanium and exhibits a

critical temperature of about 10 K [104]. These materials would allow for almost ideal

electrical conduction while maintaining a low thermal conductivity. With a footprint

of 10 µm × 20 µm for the superconducting titanium nitride (TiN) TSV and a pitch of 1

TSV per 100 µm, the authors conclude up to 10 000 TSV interconnects being possible

for a 10mm × 10mm die [103]. A similar approach is taken by Alfaro-Barrantes et

al. [105]. The main distinction is the change in TSV material to CMOS-compatible

superconducting aluminum (Al) at temperatures below 1.28 K. Due to their CMOS-

compatibility, Al TSVs are a promising candidate for “high-density 3D integration for

Si-based quantum computing” [105]. Concluding, current research results support the

idea of superconducting TSVs as a scalable mean to interface local cryogenic classical
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3 System Overview

electronics and the qubits layer. The superconducting properties allow for almost ideal

electrical connectivity while minimizing thermal conduction and therefore disturbance

to the qubit fidelities.

Qubits layer

(Superconducting)
Through-silicion 

vias (TSVs)

Classical
CMOS

 IC layer

Figure 3.3: Vision of classical cryogenic electronics and custom CMOS chip for qubit

control building a fully scalable general purpose quantum computer.

One of the circuitry being included in this local cryogenic control electronics is expected

to be the qubit biasing. System level considerations about this Bias-DAC are presented

in the following part of this chapter.

3.2 Bias-DAC Requirements

This section elaborates more detailed on system level design choices concerning the Bias-

DAC supplying the voltages to form the potential well. For the generation of potential

wells as described in section 2.3.3.1 multiple quasi-static DC voltages are required. The

following table 3.1 sums up the requirements with impact on the Bias-DAC design.

These requirements are originating from qubit characteristics and discussions with Prof.

Hendrik Bluhm and his research group, see end of section 2.3.3.1. Noise requirements are

specified as root mean square voltage 𝑣𝑅𝑀𝑆 of the total integrated voltage noise spectral

density 𝑣𝑛 .

A voltage range of 1 V, i.e. from −1V to 0V, enables the formation of potential wells

and thus the creation of quantum dots. The voltage range is mostly determined by the

variability of the qubit samples and depends on the qubit type and implementation. A

voltage step size of 250 µV allows for fine tuning of the quantum dots into (in most

cases) single electron regime. This tuning is up to now and to the best of the author’s

knowledge done manually although there is ongoing effort to automate the tuning of the

qubits, e.g. [53]. The output noise 𝑣𝑅𝑀𝑆 should be minimized and kept below 20 µV in

order to achieve high qubit fidelity rates, which are comparable to current state of the art

qubit experiments (� 99 %). The Bias-DAC is placed in close vicinity to the qubits and is

therefore required to operate at the same cryogenic temperatures, i.e. < 1 K and typically

around 100mK. The capacitance of a single metal electrode for the qubit structure (ref.
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to Fig. 2.8) is about 100 fF and up to 8 electrodes per qubit have to be supplied by the

Bias-DAC with uncorrelated bias voltages.

Characteristic Specification

Output voltage range −1V to 0V

Output noise 𝑣𝑅𝑀𝑆 ≤ 20 µV

Output voltage step size 250 µV(≈ 12 bit)
Temperature < 1 K

Total power budget at 100mK < 1mW

Output load 100 fF

No. of bias voltages per qubit ≤ 8

Table 3.1: Bias DAC Specification obtained from discussions with RWTH Aachen Uni-

versity physics department.

For operation of the Bias-DAC a standardized interface is required to set registers, write

and read data. From the most commonly used and quasi industry standard interface

options like: JTAG, I2C, SPI, LVDS etc. I2C holds the best trade-off for the application, as

only low speed and low bandwidth communication is required. Moreover, I2C has the

charm of being a 2-wire interface resulting in less interconnects from room temperature

into the cryostat and thus reduced thermal load. Moreover, an I2C interface in the same

technology is already available in-house and has been validated to be operational with

dipstick measurements at liquid helium temperature of 4.2 K.

3.3 Power Budget

The power budget inside nowadays dilution refrigerators at the lowest temperature stage

is limited to about 1mW [2] and thus also the power dissipation of any electronics placed

on the same temperature stage are required to be operating below that limit or the qubit

fidelity will deteriorate. Therefore, long-term scaling should be taken into considerations

and only the minimum amount of electronics should be placed at cryogenic temperatures

in the mixing chamber.

In the beginning of this section an example of a dilution refrigerator setup was shown,

see Fig. 3.1. The different temperature stages differ notable in their cooling power. The

cooling power of the 4 K stage, which is about 1W to 2W, is significantly higher than

the cooling power of the mixing chamber [2]. Naturally, allowing for more and more

complex circuitry and computational tasks. However, the following discussion is aimed

mainly towards the lowest temperature stage.

In order to illustrate the challenge placed upon the power dissipation of the first layer

electronics inside the mK stage following example can be calculated. Taking the lower

end of the spectrum of the generally considered number of required qubits for a universal

quantum computer, which is around 106 physical qubits, and 3 DC voltages per qubit
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for creating the potential well, we end up with: 1mW/(106 · 3) ≈ 0.3 nW per qubit per

generated DC voltage.

The power consumption of a conventional D-flipflop in the used 65 nm CMOS technology

with an estimated load of 𝐶𝐿𝑜𝑎𝑑 = 20 fF for interconnects and capacitive load of the

following circuitry and a clock frequency of 250MHz has an internal power consumption

of about 0.006 µW/MHz · 250MHz = 1.5 µW. Discussions with the GaAs qubits research

group of Prof. Hendrik Bluhm at RWTH Aachen University lead to 250MS/s voltage

pulses for qubit control, which defines the clock frequency of the IC. The dynamic power

consumption due to charging of the load (worst case, change in the output signal each

clock cycle: 𝜎 = 0.5) is:

𝑃 = 𝜎 · 𝑓 ·𝐶𝐿𝑜𝑎𝑑 ·𝑉 2
𝐷𝐷 = 0.5 · 250MHz · 20 fF · (1.2V)2 = 3.6 µW (3.1)

In consequence the power consumption for a single D-flipflop, which is a standard device

used in almost all IC designs, is already exceeding the allowed power consumption by

a factor of (3.6 µW + 1.5 µW)/0.3 nW = 17000. A supply voltage reduction by a factor

≈ 100 seems possible for a dedicated croygenic CMOS technology to 10mV [52], resulting

in an decrease in power consumption by a factor 1002 = 10000 and therefore the power is

(3.6 µW + 1.5 µW) ÷ 10000 = 0.51 nW. This would enable CMOS designs that could cope

with the ultra-low power requirements inside a dilution refrigerators even for a larger

number of qubits. Another option would be to move the qubits to higher temperatures to

significantly increase the cooling power budget, e.g. this would result in a factor of 1000

to 2000 in cooling power when moving from 100mK to 4K. First ideas of this approach

are discussed in [2], but show some additional challenges in qubit design. Both options

are a field of ongoing research [52, 106–108].

With the prospect of a dedicated cryogenic CMOS technology with lowered supply

voltage in combination with vanishing leakage currents due to the very steep sub-

threshold slope, the power consumption of digital blocks can be greatly decreased.

However, the supply voltage of analog blocks, e.g. digital-to-analog converter, cannot be

reduced as the qubits require specific voltage ranges to operate, e.g. for the bias voltages

−1V to 0V, see Table 3.1. Moreover, analog circuits cannot gain as much as digital blocks

in terms of power reduction from the very steep sub-threshold slope. This places special

emphasis on approaches to limit power consumption for analog blocks.

In summary, it is shown that meeting power consumption requirements enabling a

universal computer consisting of one million or more physical qubits is a challenging

endeavor. On the other hand, research in these areas is ongoing with increasing momen-

tum as described previously. As a dedicated cryogenic CMOS technology appears to be

indispensable in order to reduce power consumption of all digital blocks effectively for a

fully scaled universal quantum computer, this work will lay special emphasis on ways to

scale analog and mixed-signal circuitry and limit the power consumption of these.
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3.4 Low Noise

Qubits are commonly very sensitive to noise due to their quantum mechanical nature of

coherence and decoherence, see section 2.3.3. For utilization of the quantum mechanical

features, like superposition and entanglement, in order to perform computation, a co-

herent quantum state is required, as described in more detail in the previous chapter 2.

Therefore, qubits are always dealing with the challenge of operating between the follow-

ing two poles. On the one hand, an as low as possible interaction with other particles is

required in order to maintain a coherent state. On the other hand, the quantum state has

to be manipulated, e.g. for initialization, in order to perform quantum gates (operations)

or read-out, which requires interaction with the outside world. One important step for

longer coherence and dephasing times of the qubits is to minimize noise presented to

the qubit.

One benefit of going to deep cryogenic temperatures is the natural reduction in thermal

noise. As shown in [2] noise on metal electrodes for semiconductor spin-based qubits

should be aimed to be kept within a few µV of 𝑣𝑅𝑀𝑆 . The mean-square |𝑣𝑛 |2 thermal noise

is defined as the Johnson–Nyquist noise of the storage capacitor 𝐶𝑆 also referred to as

“kTC noise”, see Fig. 3.6 and 3.7. This capacitor 𝐶𝑆 stores the generated bias voltage for

one qubit electrode and is independent of the later chosen Bias-DAC topology, because a

permanent driving of the qubit electrodes seems misplaced in the presence of a purely

capacitive output load and the previously described ultra-low power constraints, see

section 3.3. The thermal noise of 𝐶𝑆 can be calculated by [109]:

|𝑣𝑛 |2 = 𝑘𝐵𝑇

𝐶𝑆
(3.2)

|𝑣𝑛 | = 𝑣𝑅𝑀𝑆,𝐶 =

√
𝑘𝐵𝑇

𝐶𝑆
(3.3)

This yields to a required capacitance value of 𝐶𝑆 = 1.38 pF at 100mK to limit the RMS

noise to 𝑣𝑅𝑀𝑆,𝐶 = 1 µV when considering only the Johnson–Nyquist noise. Some addi-

tional noise will be added by reference voltages of the Bias-DAC as well as the Bias-DAC

itself, which is discussed in the following.

What is expected to be of more concern in terms of introducing noise is the impact

of leakage current draining the capacitance 𝐶𝑆 and a required periodical refresh of

the voltage level, depending on the present leakage current, which is expected to be

significantly reduced (due to an increased sub-threshold slope at cryogenic temperatures)

yet still present. The impact of this leakage is in principle shown in Fig. 3.4. Leading to a

trade-off between power and area on the one side and noise on the other side. Area is

also effected as a higher refresh rate leads to less number of channels a single Bias-DAC is

able to supply, which will be discussed more deeply in section 3.5 considering challenges

and opportunities for scaling up the number of supplied qubits.
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3 System Overview

Figure 3.4: Leakage current 𝐼𝐿 has to be compensated by a periodical refresh of the stored

charge on a capacitor 𝐶𝑆 . This example has a leakage to𝐺𝑁𝐷 with a slope of

𝛿 𝑉𝐶 = d𝑉𝐶
d𝑡 = 𝐼𝐿/𝐶𝑆 .

When considering a constant total leakage current 𝐼𝐿 either to 𝑉𝐷𝐷 or 𝐺𝑁𝐷 through an

arbitrary number of leaking paths, the required refresh rate 𝑓𝑅 = 1
𝑇𝑅

to limit the change

in voltage on the storage capacitor to Δ𝑉𝐶 < 𝑣𝑅𝑀𝑆 can be calculated by:

Δ𝑉𝐶 =
1

𝐶𝑆

∫ 𝑇𝑅

0

𝐼𝐿 d𝑡 (3.4)

Δ𝑉𝐶 =
1

𝐶𝑆
·𝑇𝑅 · 𝐼𝐿 (3.5)

𝑓𝑅 =
1

𝑇𝑅
=

𝐼𝐿
𝐶𝑆 · Δ𝑉𝐶

(3.6)

In the following considerations, a value of 2 pF is chosen for the storage capacitor,

resulting in a unit capacitor of 1 pF for the Bias-DAC implementation. With a leakage

current of 𝐼𝐿 = 1 pA the refresh rate to reach Δ𝑉𝐶 ≤ 1 µV on a 2 pF capacitor is 𝑓𝑅 =
500 kHz. Considering the power constraints discussed in the previous chapter this

is still a relatively high frequency with only 0.3̄ nW per channel available. However,

this is linearly depending on the present leakage currents, which are expected to be

significantly reduced due to cryogenic effects like bulk freeze-out and an increased 𝑆𝑆 ,
see section 2.4.1. The size of the storage capacitor 𝐶𝑆 of 2 pF seems to be on the edge of

what can be considered reasonable, leading to a size of the storage capacitor of about

31 µm × 31 µm considering a common capacitance density in modern CMOS processes

of ca. 2 fF/µm2 for linear metal capacitors.

When considering a periodical refresh one additional thing has to be avoided: The

appearance of a significant spur at the present clock frequency on the output voltage.

In section 3.3 a clock frequency of 250MHz was reasoned as this is the pulse rate for

controlling the qubit, which naturally results in the qubit being sensitive for signals at

that specific frequency. Thus, a low pass filter is required to suppress the clock spur.

This low pass can be constructed as a simple passive RC filter by adding a resistor to

the storage capacitor. Additionally, a split storage capacitance 𝐶𝑆 results in a second
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Figure 3.5: Refresh rate 𝑓𝑅 required to limit the voltage ripple Δ𝑉𝐶 on the storage capacitor

𝐶𝑆 = 2 pF due to a leakage current 𝐼𝐿

order RC filter for improved suppression of the clock spur. However, this will come at

the cost of increased thermal noise on the output as the “kTC” noise rises, due to the

halved capacitance of each individual capacitor 𝐶1 = 𝐶2 = 𝐶𝑆/2 = 1 pF.

Figure 3.6: Low pass filtering each output stage to suppress clock spur.

Looking at Fig. 3.6 and a capacitor value set to 𝐶𝑆/2 = 1 pF, values for 𝑅1 and 𝑅2 have

to be chosen. In general, a value as big as possible seems best fitting the application,

as the potential well voltages have to be changed only at the timescale of milliseconds

or even up to seconds. However, some restrictions as to what seems feasible for an

integrated resistance, e.g. required die area and cryogenic effects of different resistance

types like polysilicon or N-well, implementations have to be considered. Furthermore, 𝑅1

is designed to be smaller than 𝑅2, as we want to charge the first capacitor faster with the

Bias-DAC output for improved settling time. After disabling the output switch, the stored

charge on the first capacitor 𝐶1 can level gradually through the larger resistor 𝑅2 onto

𝐶2, which holds the output voltage as seen by the qubit. This is done as the duty cycle of

output switch is expected to be rather low, i.e. the switch being open for the major part

of a refresh cycle. The proposed values for this work are 𝑅1 = 25 kΩ and 𝑅2 = 150 kΩ,
thus the cut-off frequencies of the two poles are at: 𝑓1 = 1/(2𝜋𝑅1𝐶1) = 6.366MHz and

𝑓2 = 1/(2𝜋𝑅2𝐶2) = 1.06MHz, respectively.

However, all the previous noise considerations were done disregarding the presence

of already existing noise on supplies and references. This is further discussed in sec-

tion 3.6.
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3 System Overview

3.5 Scaling Opportunities

In this section general considerations about possible ways to scale the number of gener-

ated voltages are given while power and area consumption increase is kept to a minimum.

As it appears impractical to have an individual Bias-DAC with a minimum required

resolution of 12 bit for each qubit electrode, a demultiplexing strategy appears natural to

solve this issue. This is also reasoned by the quasi-static character of the bias voltages

rendering high sample rates unnecessary. The concept is shown in Fig. 3.7. Each of these

output channels can be realized by the low pass S&H structure discussed in section 3.4 and

Fig. 3.6. In this work, the Bias-DAC is designed with demultiplexing to eight output chan-

nels, because this is the required number of bias voltages for one GaAs qubit, see Table 3.1.

Figure 3.7: A single DAC supplying multiple channels by demultiplexing.

Another idea is to use synergies in the digital logic controlling the Bias-DAC, when

using DAC topologies like ΣΔ, PWM or charge-redistribution, which require dynamical

switching during operation. The concept would be to generate control signals centralized

in one block and later distribute those to the individual Bias-DACs, each having a local

memory to save the programmed DAC values. Fig. 3.8 shows the described concept

togetherwith themultiple output channels of each Bias-DAC generated by demultiplexing

(ref. to Fig. 3.7) and a digital interface for configuration, data write and read.

3.6 Supply and Reference Voltage Noise

The ultra-low noise requirement of today’s qubits, which has already been discussed

in section 3.4 together with the consequences for the Bias-DAC design, is also placing

constraints on the supply and reference voltages. Current setups, e.g. [3, 50], require

heavy filtering of signals and bias voltages in order to reduce the noise to a sufficient
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3.6 Supply and Reference Voltage Noise

Figure 3.8: Distribution of signals to multiple DACs and their local memory.

level for the qubits. Therefore, in order to also reach a low noise level sufficient for the

bias voltages generated by the Bias-DAC, it is required to filter the noise introduced

by supply and reference voltages. For comparison, a commercially available low noise

LDO like the Texas Instruments TPS7A91 “1-A, High-Accuracy,Low-Noise LDO Voltage

Regulator” is barely reaching the noise constraints of 𝑉𝑁,𝑅𝑀𝑆 ≤ 20 µV with an output

noise specified as 4.7 µV for the frequency band of 10Hz to 100 kHz. However, these

results are achieved for output capacitors ≥ 10 µF, giving an idea of the stringent noise

specifications one has to fulfill to not disturb a qubit state.

Nowadays the bias voltages required for spin qubit operation, as described in more

detail in section 2.3.3, are fed through a cascade of filters anchored at every temperature

stage in order to suppress noise [50]. In the current GaAs qubit setup at RWTH Aachen

University, filtering is done at RT via switchable low pass filters in the breakout box of

the DC lines, cut-off frequencies are at either 17Hz, 1060Hz or no filtering. In addition,

voltage dividers with a ratio of 1:6 are available, the basic idea is to increase signal level

to increase the SNR and later divide to the desired level, while maintaining a better SNR.

This approach is feasible if the present noise level is above the thermal noise floor at RT.

Following the switchable RC low pass filter and optional voltage divider, a fixed 𝜋-filter
with 1.5 nF capacitance is in the signal path. A schematic of this switchable filter path

inside the breakout box is shown in Fig. 3.9. No value is stated for the inductance of the

𝜋-filter by the authors [3].

Furthermore, the signals are not only filtered by the adjustable paths inside the breakbox,

but also in the cryostat by additional filters. These filters are placed in a “cold RC filter

box” [3] with a resistance of 1 kΩ and capacitance of 10 nF, thus the cut-off frequency is

𝑓𝑐 = 15.9 kHz. A second filter capacitor of 10 nF is placed on the PCB containing also the

qubit sample.

Placement of a linear regulator (LR) inside the cryostat could help to suppress the noise

coming from RT further. By operating the LR in cryogenic temperatures, the presence of

thermal noise can be severely reduced. This calls also for a reference voltage generation,

which is typically done by a bandgap. The necessity of reference voltages as a key
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Figure 3.9: Filtering Setup for DC lines in the RT breakbox in the qubit experiment setup

at RWTH Aachen University, as shown in [3, Fig. A.1.]

component for achieving high performance data converters and voltage regulators is

also supported by van Dijk et. al. [83]. The following chapter 4 will show the design and

implementation of a LR in combination with a bandgap for cryogenic temperatures. In

order to minimize power dissipation in the lowest temperature chamber of the dilution

refrigerator, the LR and bandgap are to be operated on the 4 K stage, also allowing for

a higher power budget of ≈1W. This approach is feasible as the number of required

supply and reference voltages driving a classical control electronic IC is mostly fixed

and not dependent on the number of qubits, allowing interfacing the LR on the 4 K with

the control IC at 100mK while maintaining scalability. This setup of LR and bandgap

with control IC can be visualized by understanding the LR and bandgap as part of the

“additional classical electronics” as depicted in Fig. 3.2.
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Chapter4
Bandgap and Linear Regulator

The previous chapter 3 ended with a description of the DC line filters employed in

a current experiment setup as used by the research group of Prof. Hendrik Bluhm at

RWTHAachen University. Big effort is undertaken in order to suppress noise entering the

fridge and is additionally filtered multiple times inside the fridge [3, 50]. This chapter is

focusing on the design and implementation of a linear regulator (LR) including a bandgap

reference (BG or short bandgap) implementation for reference voltage generation and

supply voltage regulation.

A block level overview of the LR and BG is given in Fig. 4.1. The linear regulator converts

and regulates an input voltage𝑉𝐼𝑁 to an output voltage𝑉𝑂𝑈𝑇 . The reference voltage𝑉𝑅𝐸𝐹

can be supplied via an R-string connected to 𝑉𝐼𝑁 and can be used as start-up circuitry,

or can be generated by the depicted bandgap reference. The feedback voltage 𝑉𝐹𝐵 for

the error amplifier is also generated via an R-string. The bandgap can be supplied either

by 𝑉𝐼𝑁 or 𝑉𝑂𝑈𝑇 and generates an adjustable reference voltage 𝑉𝐵𝐺 , which can be routed

to the error amplifier and to the output voltage node 𝑉𝑂𝑈𝑇 for bandgap measurement

purposes. The node of 𝑉𝑂𝑈𝑇 is connected to multiple on-chip capacitors with a total

capacitance of 300 pF. The circuit blocks are discussed in the following sections, starting

with the bandgap design.

Figure 4.1: Block level overview of LR and bandgap.
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4 Bandgap and Linear Regulator

4.1 Bandgap

For the topology of the bandgap, the well-known current-mode topology is used [110].

This topology was originally invented in order to operate bandgap references with supply

voltages below the bandgap voltage of silicon of around 𝑉𝐵𝐺,𝑆𝑖 ≈ 1.25V. The nominal

supply voltage for the 65 nm CMOS technology used in this work is 𝑉𝐷𝐷,𝑛𝑜𝑚 = 1.2V and

therefore just below the bandgap voltage of silicon. Even if one considers the option to

increase the supply voltage to levels above 𝑉𝐵𝐺𝑆𝑖 , a topology, which is minimizing the

required supply voltage, seems best fitting the application. Additionally, an increased

threshold voltage for the diodes 𝑉𝑇𝐻,𝐷 employed in a bandgap is to be expected at

decreasing temperatures, which can be seen looking at the Shockley diode equation [111,

p. 12]:

𝐼𝐷 = 𝐼𝑆 (𝑇 )
(
e

𝑉𝐷
𝑛𝑉𝑇 − 1

)
(4.1)

describing the diode current 𝐼𝐷 by the temperature dependent reverse leakage current

𝐼𝑆 (𝑇 ), the voltage across the diode 𝑉𝐷 , ideality factor 𝑛 and thermal voltage 𝑉𝑇 = 𝑘𝐵𝑇 /𝑞.
Whereas the reduced𝑉𝑇 increases the value of the exponential function, the diode current

𝐼𝐷 is still reduced for the same voltage 𝑉𝐷 at lower temperatures. This is due to the

change in 𝐼𝑆 (𝑇 )

𝐼𝑆 (𝑇 ) = 𝐼𝑆 (𝑇0)e
(
𝑇
𝑇0
−1

)
𝑉𝐺 (𝑇 )
𝑛𝑉𝑇

(
𝑇

𝑇0

) 𝜒𝑇 ,𝐼
𝑛

(4.2)

overcompensating the changes originating from a reduced 𝑉𝑇 [111, p. 12]. Here, 𝑉𝐺 (𝑇 )
is the bandgap voltage of silicon and its temperature dependence is typically negligible,

𝑇0 is a reference temperature (usually 300 K) and 𝜒𝑇,𝐼 ≈ 3. The diode threshold voltage

𝑉𝑇𝐻,𝐷 is able to increase up to the bandgap voltage of silicon 𝑉𝐵𝐺,𝑆𝑖 at which point the

diode would turn conducting.

This behavior was measured for a diode in the used 65 nm CMOS process technology via

dipstick at liquid helium temperature (4.2 K) and is plotted in Fig. 4.2, showing a shifted

threshold voltage from RT 𝑉𝑇𝐻,𝐷,𝑅𝑇 = ≈0.55V to 4.2 K 𝑉𝑇𝐻,𝐷,4.2 K = ≈1.25V. Therefore,
diode operation is validated by measurement results at deep cryogenic temperatures and

can be employed in bandgap designs for reference voltage generation, when taking the

increased 𝑉𝑇𝐻,𝐷 into account. This will require a raised supply voltage, but the effect is

minimized by choosing a current-mode topology for the bandgap.

Fig. 4.3 shows the designed current-mode bandgap for cryogenic operation. The start-up

circuit can be programmed via the I2C interface to be either self-starting (M1, M3, M5),

which can be deactivated by disabling transistors M2 and M4, or start-up can be forced

throughM6. The bandgap itself can be disabled by pulling net𝑉𝐵 via the digital controlled

M8 to 𝑉𝐷𝐷 . A common-mode (CM) select MUX allows for configuring the input voltages

of the operational amplifier (OpAmp). This was included as previous measurements

indicated that a misplaced CM could lead to clipping of the OpAmp output voltages,

see 6.20. Two 8-bit binary weighted current mirror banks are implemented in order to

generate two configurable reference currents, one of them being converted to a reference
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Figure 4.2: Measurement of 65 nm CMOS diode in liquid helium at 4.2 K.

voltage by 𝑅3 = 2 kΩ. Both of these can be routed through transmission gates (TGs)

TG1 to TG4, either to the pad connected to 𝑉𝑂𝑈𝑇 or to the LR as reference voltage 𝑉𝐵𝐺

and bias current 𝐼𝑅𝐸𝐹,𝐵𝐺 , respectively. For allowing an LR independent measurement,

switches to select either 𝑉𝐼𝑁 or 𝑉𝑂𝑈𝑇 are build-in.
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Figure 4.3: Bandgap design.
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The adjustable resistor 𝑅𝑣𝑎𝑟 , implemented as a digitally controlled resistor bank, can

change the temperature behavior of the bandgap. Additionally, the resistor bank can be set

to be high ohmic by disabling all transmission gates. This change was simulated and the

bandgap output voltage 𝑉𝐵𝐺 is plotted in Fig. 4.4. The “tilt” towards lower temperatures

alongside an overall shift to higher voltages is more pronounced for decreasing resistance

values of 𝑅𝑣𝑎𝑟 . Bandgap behavior was simulated with extrapolated PDK models for

temperatures down to −180 °C, which is significant below the valid temperature range of

the PDK of −40 °C to 120 °C and should be taken with increasing caution when moving

further to cryogenic temperatures. For simulation temperatures < −180 °C convergence

issues for the simulation were arising. Two additional voltage sources were added in

series with the diodes D1 and D2 to account for the measured shift in𝑉𝑇𝐻,𝐷 , see Fig. 4.5a.

Simulations showed an operational bandgap for supply voltage 𝑉𝐷𝐷 > 1.8V, see Fig.4.5b.
The bandgap output voltage 𝑉𝐵𝐺 is again plotted for changing 𝑅𝑣𝑎𝑟 values. The offset in

output voltage 𝑉𝐵𝐺 , which is induced by 𝑉𝐷𝐷 increase can be tuned to the original target

value of 0.9 V by changing the setting of the current mirror bank, see Fig. 4.3.
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Figure 4.4: Bandgap simulated reference voltage 𝑉𝐵𝐺 tunable by 𝑅𝑣𝑎𝑟 .

The OpAmp topology employed inside the bandgap is a folded-cascode configuration

and is shown in Fig. 4.6. A folded-cascode is chosen in order to maximize the input

common-mode range, which has been the priority design goal and is supported by the

common-mode selection, see Fig. 4.3. Options for biasing are implemented either by

self-biasing through resistor 𝑅𝐵 , or by feeding the bandgap voltage 𝑉𝐵 back into the

OpAmp to a current-mirror bank. Transistors M1 and M5 are used for selecting the

biasing option, M8 and M11 power off the OpAmp (ref to Fig. 4.6). A PMOS input stage

design is chosen, due to the fact that CM selection is able to deliver voltages closer to

GND than to 𝑉𝐷𝐷 . Due to the OpAmp consisting of a single stage, no stability problems

are to be expected and simulations showed not instabilities regardless of OpAmp bias

conditions.
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4.1 Bandgap

(a) Added 𝑉𝐷𝐶 sources.
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(b) Bandgap output 𝑉𝐵𝐺 .

Figure 4.5: Bandgap simulated with additional ideal voltage sources (𝑉𝐷𝐶 = 0.6V) to
model cryogenic 𝑉𝑇𝐻,𝐷 shift (ref. to Fig. 4.2). Supply voltage increased from

1.2 V to 𝑉𝐷𝐷 = 1.8V.

Figure 4.6: Folded cascode OpAmp design.
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4.2 Linear Regulator

The LR is designed to convert voltages ranging from 2.2 V to 3.3 V down to core supply

voltage level of 1.2 V. The specific levels can be tuned by changing the feedback voltage

𝑉𝐹𝐵 by the feedback R-string or by shifting the reference voltage𝑉𝑅𝐸𝐹 , which is generated

by either the reference voltage R-string or by the bandgap output, see Fig. 4.1. The typical

start-up procedure is to enable both𝑉𝑅𝐸𝐹 and𝑉𝐹𝐵 R-strings first and subsequently power

on the LR itself. After 𝑉𝑂𝑈𝑇 is settled on a voltage level sufficient to supply the bandgap,

the bandgap is powered on by either self-starting or by force start (see transistor M6 in

Fig.4.3). Afterwards, the settled output voltage of the bandgap is used as a 𝑉𝑅𝐸𝐹 for the

LR. This self-supplying setup of the bandgap being supplied by the output of the LR, but

in turn also creating the reference for the LR, is proven to reliably work in [112].

The R-string design for the generation of the start-up reference voltage, which is con-

nected to𝑉𝑅𝐸𝐹 , and the R-string for the feedback voltage𝑉𝐹𝐵 are shown in Fig. 4.7. Both of

them being built by p-doped polysilicion unit resistors of 𝑅 = 7.2 kΩ, which are reported

to be stable for a wide temperature range and down to deep cryogenic temperatures, see

section 2.4.2. Fig. 4.7 shows the usage of IO MOSFETs for M1 and M2 in the so-called

“overdrive” modeling flavor suitable for operation with up to 3.3 V (regular IO voltage

is 2.5 V), which are used for all designs supplied by the higher 𝑉𝐼𝑁 voltage. Due to the

feedback R-string being connected with the lower𝑉𝑂𝑈𝑇 voltage, the usage of regular core

devices is feasible for the transistor M3. Both R-Strings employ an 8 to 1 MUX for voltage

level selection and allow for later tuning while in operation. One additional distinction of

both R-string designs is the number of unit resistances 𝑅 as well as the selectable voltage

division levels, which enables the selection of voltages fitting for good error amplifier

operation. The possible voltage tuning range for both R-strings is given in Table 4.1

depending on the available supply voltage. The error amplifier is designed with a nominal

CM input level of 0.9 V and further discussed in the following paragraph. Therefore, it is

possible to set a 𝑉𝑅𝐸𝐹 and 𝑉𝐹𝐵 of ≈0.9 V for all supply voltage combinations in order to

assure operation even if the bandgap requires a supply voltage of 2.1V = 1.8V + 300mV

beyond the simulated supply level of 1.8 V.

𝑉𝑅𝐸𝐹 𝑉𝐹𝐵

𝑉𝐷𝐷 [V] 2.2 3.3 1.2 1.8 2.1

𝑉𝑀𝐴𝑋 [V] 1.51 2.27 1.2 1.8 2.1

𝑉𝑀𝐼𝑁 [V] 0.55 0.83 0.5 0.75 0.88

Table 4.1: LR R-strings voltage tuning ranges.

The LR is consisting of an error amplifier including a biasing block for the amplifier,

an NMOS pass transistor M1 and a transistor M2 in order to turn off the LR output by

pulling the gate voltage of M1 to GND. An NMOS pass transistor is chosen to achieve

better stability than by usage of a PMOS in a low-dropout regulator topology. This

increases the required voltage drop over M1 and limits the achievable power efficiency.

But due to the absence of reliable device models for cryogenic temperatures, a design

aiming at robustness and stability appears more advantageous. The bias circuitry has
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4.2 Linear Regulator

Figure 4.7: Start-up reference voltage R-String and feedback R-string design.
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the option to generate the error amplifier bias current internally, as shown in Fig.4.10, or

use a reference current from the bandgap 𝐼𝑅𝐸𝐹,𝐵𝐺 .

Figure 4.8: Linear regulator design.

The error amplifier is a 2-stage Miller-OpAmp and it is shown in Fig. 4.9. A wide swing

current mirror (M1,M2) is used to increase output resistance and accurately mirror

the either internally generated or bandgap generated reference bias current into the

differential amplifier, while maintaining a maximum voltage headroom for operation of

transistors M3 to M6. A current mirror load is used for the first stage for an improved

amplification factor. The second stage consists of a Miller-compensated source amplifier

M8 with active load M7, which is implemented as single transistor current mirror in order

to maximize output voltage swing. Values for the Miller-compensation are 𝐶𝑀 = 800 fF

and 𝑅𝑧 = 6.4 kΩ yielding to a simulated minimum phase margin (PM) of about 40° when

supplied with the internal biasing option. PM can be increased by adjusting the bias

current, if cryogenic effects and temperatures require this. However, this is degrading

the overall performance of the amplifier. The error amplifier simulated open loop DC

gain is 𝐴𝐷𝐶 = 70.83 dB and the unity gain bandwidth (UGB) is 502MHz. The UGB is

simulated with the amplifier connected in unity gain configuration and is defined as the

frequency at which the amplifier gain is reduced by −3 dB.

Figure 4.9: LR error amplifier design.

The error amplifier can be supplied in two ways, which are shown in Fig. 4.10. First, the

biasing is provided internally which is susceptible to all process, voltage and temperature
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(PVT) variations. Second, a 8-bit tunable reference current 𝐼𝑅𝐸𝐹,𝐵𝐺 generated by the

bandgap reference, see previous section 4.1, can be used to bias the error amplifier.

Transistors M6 to M12 build up the wide swing current mirror generating the biasing

voltages 𝑉𝐵1 and 𝑉𝐵2 for the error amplifier, see Fig. 4.9. The design pays attention to be

fully controllable in terms of source selection and reliable in powering on and off certain

parts of the biasing network without effecting other parts.

Figure 4.10: LR error amplifier biasing network.

Fig. 4.11 shows the simulated transient behavior of the whole system of LR and bandgap

(ref. to Fig. 4.1) including start-up and rapid load changes, testing the stability. The

bandgap is configured as described previously in section 4.1 with 𝑅𝑣𝑎𝑟 = 3 kΩ and

additional ideal voltage sources of 0.6 V (ref. to Fig. 4.5a) to account for expected diode

threshold shifts at cryogenic temperatures (ref. to Fig. 4.2). The LR output voltage

is stabilized by an on-chip capacitor array with a total capacitance of 303 pF and an

additional off-chip capacitor of 1 µF. The complete start-up behavior is simulated by

setting a 𝑉𝑅𝐸𝐹 via the reference voltage R-string (ref to Fig. 4.7) to generate an initial

output voltage fitting to start the internal bandgap reference. The point in time when

switching to the bandgap generated reference voltage is marked in Fig. 4.11. 𝑉𝑂𝑈𝑇 can

always be adjusted by two degrees of freedom. The reference voltage 𝑉𝑅𝐸𝐹 can be tuned

in the R-string and in the bandgap reference. Additionally, the feedback R-string can
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4 Bandgap and Linear Regulator

be set to a different level, which is shifting the feedback voltage 𝑉𝐹𝐵 . This enables 𝑉𝑂𝑈𝑇

to be set to similar levels in the start-up and operational phase. A zoom-in on the LR

output 𝑉𝑂𝑈𝑇 is given in Fig. 4.12 in order to make the effect of load variations visible.

Voltage spikes are in the order 200 µV, but 𝑉𝑂𝑈𝑇 is directly regulated back towards the

nominal output voltage level.
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Figure 4.11: LR simulated with start-up and switch to internal bandgap supplying 𝑉𝑅𝐸𝐹

and 𝐼𝑅𝐸𝐹,𝐵𝐺 . Output voltage 𝑉𝑂𝑈𝑇 is stable when simulating rapid varying

load currents 𝐼𝐿 .
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Figure 4.12: Zoom-in on simulated output voltage 𝑉𝑂𝑈𝑇 .

The simulated power supply rejection-ratio (PSRR) is plotted in Fig. 4.13. The RT curve

makes the BW of the LR apparent, which manages to regulate up to around 60 kHz and

the output capacitor filtering frequencies >1MHz. A degradation from −78 dB at RT to

−60 dB at −100 °C for the LR regulator is shown. However, 60 dB would still be a satisfying

result for a first prototype considering the absence of any valid models below −40 °C.

Furthermore, one focus of the LR design is to enable tuning and being configurable by

e.g. biasing, voltage levels, CM level, etc. This may be one option to enhance the PSRR

further, if this is required. A benefit of lower operation temperatures is the increased

regulation bandwidth of about 200 kHz to 300 kHz. Therefore, the reduced PSRR from

−80 dB to −60 dB can be explained by the increase in bandwidth, which are both changing

by a factor of 10. This behavior is typical for the design of every amplifier or regulator

as a trade-off in bandwidth and gain.

This promising simulation results indicate a reasonable confidence to show operational

behavior for a bandgap and LR design in the deep cryogenic temperatures of 4 K and

overall challenging environment inside a dilution refrigerator. Measurement results are
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Figure 4.13: PSRR of LR simulated with operating point at the end of transient analysis,

shown in Fig. 4.11.

shown and discussed in chapter 6 with bandgap results in section 6.2 and the LR in

section 6.3.
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Chapter5
Bias-DAC

The Bias-DAC is designed to generate independent voltages for forming quantum dots

required by solid-state spin-based qubits. System level considerations about noise and

power have been discussed in chapter 3. The requirements for the Bias-DAC are summa-

rized in Table 3.1. Furthermore, some Bias-DAC system level considerations with respect

to scaling opportunities are presented in previous section 3.2.

5.1 Topology

In order to choose the DAC topology best fitting for the application and specific envi-

ronmental challenges arising from placement inside a dilution refrigerator at the lowest

temperature stage in close vicinity to the qubits, a comparison of DAC topologies in-

cluding a discussion of pros and cons is given in this section. The following possible

topologies are taken into consideration:

• Current steering DAC

• R-string DAC

• R-2R ladder DAC

• Pulse width modulation (PWM) DAC

• ΣΔ DAC

• Charge-redistribution DAC

Starting with the current steering DAC, which is mainly used for high-speed applications,

multiple downsides for usage as a Bias-DAC are apparent. A constant current flow

is required in order to generate an output voltage. The reported increase in transistor

mismatch at cryogenic temperatures [80] renders the usage of current mirrors challenging

and may require additional calibration structures, which can compensate this increased

mismatch. Therefore, a current steering DAC does not appear to be natural choice for an

ultra-low power 12 bit DAC without the need for a high sampling rate. However, one

fitting use case could be in generating control pulses for GaAs qubits, which typically

require a DAC with a 250MS/s sample rate and ±4mV dynamic range [101].

One major selling point of the R-string DAC is the guaranteed monotonicity of the gen-

erated output voltage, which is not mandatory required in this application but desirable.
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5 Bias-DAC

However, this comes at the cost of a non-negligible disadvantage, i.e. an exponential in-

crease in unit resistances and switches. Therefore, an R-string DAC with 12 bit resolution

would require 212 = 4096 resistances and switches. While this may be a feasible approach

for a single qubit, it is in doubt if a complex circuit with a topology that requires this

large number of elements is the right choice to bias thousand or more qubits. A DAC

relying on binary weighting and therefore a linear scaling with the number of bits is

therefore favored for this application.

The R-2R ladder structure is a binary weighted DAC topology and therefore better

scalable than the previously described R-string. This topology is relying on a voltage

divider approach to generate a desired output voltage, like the R-String and the later

discussed charge-redistribution DAC. The important differentiation compared to the

charge-redistribution is that the R-2R ladder relies on a resistive voltage divider and

as a result needs a constant current flow. This static current would create issues with

the later in section 5.3 described DAC segmentation or coarse tuning as the amount of

current flow is depending on the DAC input word. A changing current would lead to a

varying voltage drop across the coarse tuning MUX and deteriorate the DAC output by

simulated amounts of up to 2mV to 3mV, which is not in accordance to the specified

250 µV step size, see Table 3.1.

PWM and ΣΔ DACs can be considered jointly. Both share a digital output, which is either

𝑉𝐷𝐷 or GND. This results in the necessity of an analog low pass filter. The presence of

such a filter is already reasoned in section 3.4 and Fig. 3.6 to minimize the impact of a

required voltage level refresh in order to compensate for leakage currents. However, if

one considers the required damping of the filter at the operation frequency of the PWM

or ΣΔ DAC to reduce the full-swing output down to the required level of ≈20 µV, the
required resistance or capacitance values are unreasonable for implementation in an

IC. The output signal would need to be reduced by 20 log
(
20 µV
1.2V

)
= −95.6 dB. Another

option to avoid unrealistic device values for resistances and capacitances in the output

filter would be to increase the clock frequency of the DAC, which tampers the need for

ultra-low power consumption. In case of a multi-level ΣΔ this problem can be relaxed, but

not solved. Moreover, the very high precision of a ΣΔ, usually the topology of choice for

>20 bit DACs, is not required in this application. Thus, the PWM and ΣΔ DAC topology

are not as fitting as the following proposed charge-redistribution topology.

Charge-redistribution DACs are utilizing binary weighted capacitive voltage dividers to

generate the desired output voltage. Multiple implementation forms are known today and

the most common ones are either the conventional binary weighted charge-redistribution

or the binary weighted with attenuation capacitor 𝐶𝐴, shown in Fig. 5.1 and Fig. 5.2,

respectively [113, pp. 978–981].

One drawback of the conventional charge-redistribution DAC is the need for an expo-

nential capacitance increase per bit, whether it be implemented by more unit capacitors

in parallel or by a single capacitor with increased size, e.g. for 𝐾 bit the MSB capacitor is

sized 2𝐾−1𝐶0. This problem can be avoided by a split array design, implementing the previ-

ous named attenuation capacitor𝐶𝐴. Making the split array charge-redistribution DAC a

popular choice due to its “simplicity and relatively good accuracy” [113, p. 980]. The split

array is typically distributed evenly between the MSB and LSB side with 𝑁 = 𝑀 = 𝐾/2
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5.1 Topology

Figure 5.1: Conventional charge-redistribution DAC.

and 𝐶𝐴 = 2𝑁

2𝑀−1 , but also other distributions are possible. In this work an even weighted

split-array design is implemented.

Figure 5.2: Charge-redistribution DAC with attenuation capacitor 𝐶𝐴.

One major advantage of capacitor based DACs for this application case is a zero quiescent

current, which aids in designing for minimum power consumption. Additionally, in

most technologies device mismatch and tolerances are greater for resistances than for

capacitors [114]. This makes charge-redistribution an often-used DAC topology choice

for implementation in CMOS technologies [113, 114]. Moreover, metal capacitors are

reported with good temperature stability, i.e. <10 % change from RT to 4 K [77, 78, 83].

An additional benefit in implementing a capacitor-based DAC is the option to place active

devices, such as transistors, diodes and resistors, below the capacitors and thus saving

die area. This is possible due to the linear capacitors in CMOS technologies typically

being fabricated in upper metal layers and may even include an shielding layer to block

influence of the underneath circuitry. This enables an even denser design than any

other DAC topology, because all metal layers can be utilized. A further advantage is the

bandwidth independent Johnson–Nyquist noise of 𝑣2𝑛 = 𝑘𝐵𝑇
𝐶 , which scales linearly with

temperature.

Other possible capacitor-based topologies like the cyclic [115] or pipelined [116] DAC,

which require either oversampling or higher digital effort and might suffer from charge

injection due to more switching operations. This type of DACs could be considered for

implementation in future chip designs. However, this work uses the split-array DAC

for a first chip implementation due to its previous described advantages, robustness and

being well established in CMOS designs. In the following part of this work, the split
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5 Bias-DAC

array charge-redistribution DAC will be referred to as just charge-redistribution DAC or

Bias-DAC.

5.2 Iterative Charging

As the operation of qubits with scalable local cryogenic ICs is demanding in terms of

ultra-low power, noise and area requirements, proposal is to omit the typically present

output buffer embedded in a charge-redistribution DAC design. In most use cases, a DAC

is expected to drive a significant load. This requires the integration of a buffer in order

to be able to drive the load and ensure an unloaded capacitive voltage divider of the

DAC. However, as the qubit electrodes represent just a capacitive load of ≈100 fF and a

nyquist rate conversion is not required for the quantum dot defining bias voltages, thus

the buffer can be omitted in order to minimize noise, power and area consumption. The

consequence is an iterative capacitive charging behavior (ref. to Fig. 5.6) present for the

output voltage on storage capacitors 𝐶𝑆 (ref. to Fig. 3.6), which hold the current voltage

level to bias the qubit.

An equation to describe andmodel the charging behavior can be derived by redrawing the

split array charge-redistribution DAC (of Fig. 5.2) in Fig. 5.3. This combines the individual

capacitors depending on the digital DAC input words divided into LSBs 𝑍𝐿 ∈ [0, 2𝑁 −1]
and MSBs 𝑍𝑀 ∈ [0, 2𝑁 −1] for an equal split array with both sides converting 𝑁 bit of

a total DAC bit word of 2𝑁 bit. The total capacitance connected to 𝑉𝑅𝐸𝐹 is therefore

described by 𝑍𝐿 · 𝐶0 and 𝑍𝑀 · 𝐶0 and the remaining other capacitors are connected

to GND by
(
2𝑁 − 𝑍𝐿

)
𝐶0 and

(
2𝑁 −1 − 𝑍𝑀

)
𝐶0. The LSB side is increased by one unit

capacitor𝐶0 due to the always grounded capacitor, see Fig. 5.2. The attenuation capacitor

is 𝐶𝐴 = 2𝑁

2𝑁−1𝐶0.

∙ ∙

∙ ∙ ∙

Figure 5.3: Charge-redistribution DAC redrawn to derive equation for iterative charging

behavior.

The MSB and LSB side are considered separately for calculation of the voltage drop

induced by the storage capacitor 𝐶𝑆 = 𝑘 ·𝐶0. The total voltage drop can be derived by

superposition of the result for the MSB and LSB side 𝑉𝐷𝑟𝑜𝑝 = 𝑉𝐷,𝐿 +𝑉𝐷,𝑀 . This voltage

drop should be reduced with each iteration step as the storage capacitor 𝐶𝑆 is now

pre-charged by the previous step. Therefore, the conversion step𝑚 is added to the index

𝑉𝐷𝑟𝑜𝑝,𝑚 = 𝑉𝐷,𝐿,𝑚 +𝑉𝐷,𝑀,𝑚 .

Starting with the 𝑉𝐷,𝑀,𝑚 derivation for the MSBs side, we can set all LSB capacitors to

GND as we want to superimpose both sides later. This leads to a setup as shown in Fig. 5.4.
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5.2 Iterative Charging

The series of𝐶𝐴 = 2𝑁

2𝑁−1𝐶0 and 2𝑁𝐶0 can be substituted by a total capacitance of one unit

capacitor 1 ·𝐶0. Thus leaving the typical setup of a non-split charge redistribution DAC

due to the addition of one 𝐶0 to GND, depicted on the right side of Fig. 5.4.

∙

∙
∙

∙

∙

∙ ∙

Figure 5.4: Charge-redistribution DAC schematic for MSBs part.

Considering that the storage capacitor 𝐶𝑆 = 𝑘𝐶0 is holding a charge 𝑄𝑚−1 = 𝑉𝑆,𝑚−1𝑘𝐶0

from previous DAC conversion steps and all other capacitors are reset prior to every

conversion step, the charge balance for the node S is:

𝑄𝑚−1 = 𝑄2 +𝑄3 −𝑄1 (5.1)

⇔ 𝑘𝑉𝑆,𝑚−1��𝐶0 = (2𝑁 − 𝑍𝑀 )𝑉𝑆��𝐶0 + 𝑘𝑉𝑆��𝐶0 − 𝑍𝑀 (𝑉𝑅𝐸𝐹 −𝑉𝑆 )��𝐶0

= (2𝑁 + 𝑘)𝑉𝑆 − 𝑍𝑀𝑉𝑅𝐸𝐹 (5.2)

Next, the voltage𝑉𝑆 is rewritten as the difference of the desired ideal DAC output voltage

𝑉𝑁,𝑀 as created by the MSBs alone and the voltage drop 𝑉𝐷,𝑀,𝑚 induced by the loaded

capacitive votlage divider inside the DAC by the storage capacitor 𝐶𝑆 . Substituting

𝑉𝑆 = 𝑉𝑁,𝑀 −𝑉𝐷,𝑀,𝑚 and for the previous conversion step that stored the charge𝑄𝑚−1 it is
substituted 𝑉𝑆,𝑚−1 = 𝑉𝑁,𝑀 −𝑉𝐷,𝑀,𝑚−1 into (5.2):

𝑘 (𝑉𝑁,𝑀 −𝑉𝐷,𝑀,𝑚−1) = (2𝑁 + 𝑘) (𝑉𝑁,𝑀 −𝑉𝐷,𝑀,𝑚) − 𝑍𝑀𝑉𝑅𝐸𝐹 (5.3)

Solving (5.3) for the voltage drop of the current conversion step 𝑉𝐷,𝑀,𝑚 gives:

𝑉𝐷,𝑀,𝑚 = 𝑉𝑁,𝑀 − (𝑉𝑁,𝑀 −𝑉𝐷,𝑀,𝑚−1)𝑘 + 𝑍𝑀𝑉𝑅𝐸𝐹

2𝑁 + 𝑘
(5.4)
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Now the ideal MSB output voltage𝑉𝑁,𝑀 is depending on the input word 𝑍𝑀 , the bit count

𝑁 and the reference voltage 𝑉𝑅𝐸𝐹 by 𝑉𝑁,𝑀 = 𝑍𝑀

2𝑁
𝑉𝑅𝐸𝐹 .

𝑉𝐷,𝑀,𝑚 =
𝑍𝑀

2𝑁
𝑉𝑅𝐸𝐹 −

(𝑍𝑀

2𝑁
𝑉𝑅𝐸𝐹 −𝑉𝐷,𝑀,𝑚−1)𝑘 + 𝑍𝑀𝑉𝑅𝐸𝐹

2𝑁 + 𝑘

=
𝑍𝑀

2𝑁
𝑉𝑅𝐸𝐹

⎡⎢⎢⎢⎢⎣1 −
𝑘 − 𝑉𝐷,𝑀,𝑚−12𝑁𝑘

𝑍𝑀𝑉𝑅𝐸𝐹+2𝑁
2𝑁 + 𝑘

⎤⎥⎥⎥⎥⎦
=

𝑍𝑀

2𝑁
𝑉𝑅𝐸𝐹

⎡⎢⎢⎢⎢⎣�1 −�
�
��2𝑁 + 𝑘

2𝑁 + 𝑘
+

𝑉𝐷,𝑀,𝑚−12𝑁𝑘
𝑍𝑀𝑉𝑅𝐸𝐹

2𝑁 + 𝑘

⎤⎥⎥⎥⎥⎦
=
�
�
�
��𝑍𝑀

2𝑁
𝑉𝑅𝐸𝐹

𝑉𝐷,𝑀,𝑚−1��2𝑁𝑘

����𝑍𝑀𝑉𝑅𝐸𝐹

2𝑁 + 𝑘

=
𝑉𝐷,𝑀,𝑚−1𝑘
2𝑁 + 𝑘

= 𝑉𝐷,𝑀,𝑚−1
𝑘

2𝑁 + 𝑘
(5.5)

The voltage drop for conversion step𝑚 can now be recursively calculated starting from

an uncharged capacitor𝐶𝑆 with zero stored charge𝑄𝑚−1 = 𝑄0 in the first DAC conversion

step. 𝑄0 = 0 C demands for a voltage𝑉𝑆,𝑚−1 and thus𝑉𝐷,𝑀,𝑚−1 = 𝑉𝑁,𝑀 as initial condition.

The voltage drop is following a logarithmic behavior, as each iteration step multiplies

𝑉𝐷,𝑀,𝑚−1 with a constant factor 𝑘
2𝑁 +𝑘 , see (5.5).

Following the same approach, a formula for the voltage drop for the LSB side 𝑉𝐷,𝐿,𝑚 can

be derived. Fig. 5.5 shows the setup for the LSB case and with the same reasoning as

before we put all MSB capacitors to GND in order to calculate each side independently

and superimpose the resulting voltages.

∙

∙ ∙ ∙

Figure 5.5: Charge-redistribution DAC schematic for LSBs part.

Again, a charge balance approach is taken, starting with node X. Because all capacitors

except 𝐶𝑆 are reset prior to each conversion iteration, the total charge sum for X is

required to be zero:

0 = 𝑄2 +𝑄3 −𝑄1 (5.6)

The total charge sum for node S is again the stored charge of the previous conversion

step 𝑄𝑚−1.

𝑄𝑚−1 = 𝑄4 +𝑄5 −𝑄3 (5.7)
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5.2 Iterative Charging

Combining (5.6) and (5.7), it is:

𝑄𝑚−1 = 𝑄4 +𝑄5 −𝑄2 +𝑄1 (5.8)

The previously stored charge 𝑄𝑚−1 is again defined by 𝑄𝑚−1 = 𝑉𝑆,𝑚−1𝑘𝐶0. After substitu-

tion of each charge definition by voltage and capacitor, the relation is:

𝑘𝑉𝑆,𝑚−1��𝐶0 = (2𝑁 − 1)𝑉𝑆��𝐶0 + 𝑘𝑉𝑆��𝐶0 − (2𝑁 − 𝑍𝐿)𝑉𝑋��𝐶0 + 𝑍𝐿 (𝑉𝑅𝐸𝐹 −𝑉𝑋 )��𝐶0

⇔ 𝑘𝑉𝑆,𝑚−1 = 2𝑁𝑉𝑋 + (2𝑁 − 1 + 𝑘)𝑉𝑆 − 𝑍𝐿𝑉𝑅𝐸𝐹 (5.9)

In order to substitute 𝑉𝑋 the charge 𝑄3 is defined as follows and solving for 𝑉𝑋 taking

𝑄3 = 𝑄1 −𝑄2 into account, see (5.6), yields to:

𝑄3 =
2𝑁

2𝑁 − 1
(𝑉𝑋 −𝑉𝑆 )𝐶0 (5.10)

⇔ 𝑄1 −𝑄2 =
2𝑁

2𝑁 − 1
(𝑉𝑋 −𝑉𝑆 )𝐶0

⇔ 𝑍𝐿 (𝑉𝑅𝐸𝐹 −𝑉𝑋 )��𝐶0 − (2𝑁 − 𝑍𝐿)𝑉𝑋��𝐶0 =
2𝑁

2𝑁 − 1
(𝑉𝑋 −𝑉𝑆 )��𝐶0

⇔ 𝑉𝑋 =
2𝑁 − 1

22𝑁
𝑍𝐿𝑉𝑅𝐸𝐹 + 𝑉𝑆

2𝑁
(5.11)

Using (5.11) we can rewrite (5.9) to:

𝑘𝑉𝑆,𝑚−1 = 2𝑁
[
2𝑁 − 1

22𝑁
𝑍𝐿𝑉𝑅𝐸𝐹 + 𝑉𝑆

2𝑁

]
+ (2𝑁 − 1 + 𝑘)𝑉𝑆 − 𝑍𝐿𝑉𝑅𝐸𝐹

= −𝑍𝐿

2𝑁
𝑉𝑅𝐸𝐹 + (2𝑁 + 𝑘)𝑉𝑆 (5.12)

Then, 𝑉𝑆 and 𝑉𝑆,𝑚−1 are again substituted by the difference of ideal output voltage 𝑉𝑁,𝐿

and the voltage drop created by the loaded capacitive divider inside the DAC𝑉𝐷,𝐿,𝑚 . Thus,

𝑉𝑆 = 𝑉𝑁,𝐿 −𝑉𝐷,𝐿,𝑚 and 𝑉𝑆,𝑚−1 = 𝑉𝑁,𝐿 −𝑉𝐷,𝐿,𝑚−1. Solving the resulting equation for 𝑉𝐷,𝐿,𝑚 ,

yields to:

𝑘 (𝑉𝑁,𝐿 −𝑉𝐷,𝐿,𝑚−1) = −𝑍𝐿

2𝑁
𝑉𝑅𝐸𝐹 + (2𝑁 + 𝑘) (𝑉𝑁,𝐿 −𝑉𝐷,𝐿,𝑚) (5.13)

⇔ 𝑉𝐷,𝐿,𝑚 =
−𝑍𝐿

2𝑁
𝑉𝑅𝐸𝐹 − 𝑘𝑉𝑁,𝐿 + 𝑘𝑉𝐷,𝐿,𝑚−1

2𝑁 + 𝑘
+𝑉𝑁,𝐿 (5.14)
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The unloaded output voltage for the LSB side is 𝑉𝑁,𝐿 = 𝑍𝐿

22𝑁
𝑉𝑅𝐸𝐹 .

𝑉𝐷,𝐿,𝑚 =
−𝑍𝐿

2𝑁
𝑉𝑅𝐸𝐹 − 𝑘 𝑍𝐿

22𝑁
𝑉𝑅𝐸𝐹 + 𝑘𝑉𝐷,𝐿,𝑚−1

2𝑁 + 𝑘
+ 𝑍𝐿

22𝑁
𝑉𝑅𝐸𝐹

=
−𝑍𝐿

2𝑁
𝑉𝑅𝐸𝐹 − 𝑘 𝑍𝐿

22𝑁
𝑉𝑅𝐸𝐹 + 𝑘𝑉𝐷,𝐿,𝑚−1 +

(
𝑍𝐿

22𝑁
𝑉𝑅𝐸𝐹

)
(2𝑁 + 𝑘)

2𝑁 + 𝑘

=
�����−𝑍𝐿

2𝑁
𝑉𝑅𝐸𝐹 −�����𝑘 𝑍𝐿

22𝑁
𝑉𝑅𝐸𝐹 + 𝑘𝑉𝐷,𝐿,𝑚−1 +����𝑍𝐿

2𝑁
𝑉𝑅𝐸𝐹 +�����𝑘 𝑍𝐿

22𝑁
𝑉𝑅𝐸𝐹

2𝑁 + 𝑘

= 𝑉𝐷,𝐿,𝑚−1
𝑘

2𝑁 + 𝑘
(5.15)

Comparing the MSB side voltage drop𝑉𝐷,𝑀,𝑚 (5.5) and LSB side𝑉𝐷,𝐿,𝑚 (5.15), each conver-

sion iteration multiplies both with the same factor 𝑘
2𝑁 +𝑘 . The total voltage drop 𝑉𝐷𝑟𝑜𝑝,𝑚

for the loaded equal split-array charge-redistribution DAC in the conversion iteration

𝑚 ∈ ℕ+ is:

𝑉𝐷𝑟𝑜𝑝,𝑚 = 𝑉𝐷,𝑀,𝑚 +𝑉𝐷,𝐿,𝑚 =
[
𝑉𝐷,𝑀,𝑚−1 +𝑉𝐷,𝐿,𝑚−1

] 𝑘

2𝑁 + 𝑘
(5.16)

with 𝑉𝐷,𝑀,0 = 𝑉𝑁,𝑀 = 𝑍𝑀

2𝑁
𝑉𝑅𝐸𝐹 and 𝑉𝐷,𝐿,0 = 𝑉𝑁,𝐿 = 𝑍𝐿

22𝑁
𝑉𝑅𝐸𝐹 . 𝑉𝐷𝑟𝑜𝑝,𝑚 can also be calculated

by substitution of the recursive 𝑉𝐷,𝑀,𝑚−1 and 𝑉𝐷,𝐿,𝑚−1, leading to:

𝑉𝐷𝑟𝑜𝑝,𝑚 =
[
𝑉𝐷,𝑀,0 +𝑉𝐷,𝐿,0

] 𝑚∏
𝑖=1

𝑘

2𝑁 + 𝑘
=

[
𝑍𝑀 + 𝑍𝐿

2𝑁

]
𝑉𝑅𝐸𝐹

2𝑁

(
𝑘

2𝑁 + 𝑘

)𝑚
(5.17)

Using (5.17) the S&H voltage𝑉𝑆 and the corresponding𝑉𝐷𝑟𝑜𝑝,𝑚 were calculated for 𝑁 = 5,

𝑍𝑀 = 𝑍𝐿 = 25−1 = 31 , 𝑘 = 12.5 and𝑉𝑅𝐸𝐹 = 1V and are plotted in Fig. 5.6. The ideal output

voltage of the DAC is for this case 𝑉𝑁 =
[
𝑍𝑀 + 𝑍𝐿

2𝑁

]
𝑉𝑅𝐸𝐹
2𝑁

=
[
31 + 31

25

]
1V
25

= 999.023mV

and is asymptotically approached with each conversion iteration𝑚. These values are

the worst case in terms of absolute voltage drop. Still, calculations show a sufficient

small output voltage drop 𝑉𝐷𝑟𝑜𝑝,𝑚 < 1 µV is reached after 11 conversion iterations, albeit

saving the typical present output buffer of the DAC.
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Figure 5.6: Calculated effect of loading the charge-redistribution DAC with an S&H

capacitor 𝐶𝑆 .
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5.3 Reference Voltage Coarse Tuning

Considering the possible bit resolution for a charge-redistribution DAC is reported in

literature as 10 bit to 12 bit [113, p. 980] and no valid models for cryogenic temperatures

exist, a conservative approach seems advisable. Therefore, the Bias-DAC is designed

with a 10 bit resolution. In order to be able to meet the specified 12 bit resolution (ref.

to Table 3.1) a segmented DAC approach can be taken. This is typically achieved by

cascading two DACswith the second operating on the output voltage of the first one [117].

Instead of adding an additional DAC to the design, multiple reference voltages are fed

into the chip from external sources. This minimizes area, noise and power consumption

inside the constricted lowest temperature stage of the dilution refrigerator. The reference

voltage sources can be placed at higher temperature stages, or even at RT.

The application requires a step size of 250 µV(≈ 12 bit) with an output voltage range of

1 V (see Table 3.1). Thus, additional 2 bit in resolution is required and therefore 22 coarse

tuning voltages suffice. Later, the effect of parasitic capacitance is discussed and it is

shown that for certain regions a loss of 1 bit accuracy is present. Therefore, the number

of external reference voltages is increased from 22 to 23, which appears still reasonable

with 23 = 8 pads being required to operate the Bias-DAC. Those reference voltages are

only fed into the chip once and are distributed to multiple Bias-DACs for later scaling the

number of qubits. This can be combined with the scaling approach to generate digital

timing and control signals centralized and route them to every DAC (ref. to section 3.5

and Fig. 3.8). Thus, a mere minimum of local memory of a few bytes, which is described

in more detail in the following section 5.4, and the analog charge-redistribution core are

required for each DAC, which in turn can supply multiple output channels, as depicted

in Fig. 3.7.

Fig. 5.7 schematically shows such a setup schematically, the reference voltages are equally

spaced at a step size of 125mV from 0V to 1V, or when operating the DAC with the

specified output voltage range from −1V to 0V. However, as this will require the GND

potential of the chip to be shifted to −1V. It is equivalent to consider the reference

voltages to be set as shown in Fig. 5.7. With 3 bit for 𝑉𝑅𝐸𝐹,𝑈 ∈ [125mV, 1V] and 𝑉𝑅𝐸𝐹,𝐿 ∈
[0V, 875mV] each, it is possible to independently select the level for both reference

voltages. This reference voltage coarse tuning allows selecting the operation range of

the following DAC and is reducing the power consumption, because the capacitors are

now charged with a reduced voltage swing. Coarse tuning the reference voltages results

in a reduction from 1V to 0.125 V charging the internal DAC capacitors and thus the

dynamic power consumption of charging and uncharging the capacitors 𝑃 ∝ 𝑉 2 · 𝑓 ·𝐶 is

reduced to
(

1V
0.125V

)2
= 1

64 = 1.5625 %.

In the following, the reference voltage coarse tuning is considered part of the overall DAC

input word 𝑍𝐼𝑁 composed of the 6 bit for the reference voltage coarse tuning 𝑉𝑅𝐸𝐹,𝑈 and

𝑉𝑅𝐸𝐹,𝐿 and the 10 bit of the charge-redistribution inputs 𝑍𝑀 and 𝑍𝐿 , as shown in Fig. 5.8.

However, in most cases the bits for 𝑉𝑅𝐸𝐹,𝑈 and 𝑉𝑅𝐸𝐹,𝐿 are set to the same level, which

selects voltages so that the charge redistribution DAC is operated with a reference voltage

swing of 125mV. One exception to this mode of operation is to generate intermediate

steps, which is discussed later in this section. Selection of unequal bit settings for

𝑍𝐼𝑁 [15 : 13] and 𝑍𝐼𝑁 [12 : 10] results in the charge-redistribution DAC being operated
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Figure 5.7: Coarse tuning upper 𝑉𝑅𝐸𝐹,𝑈 and lower 𝑉𝑅𝐸𝐹,𝐿 reference voltages of the Bias-

DAC.

with voltages ranging from 250mV up to 1V. The step size of the Bias-DAC output

voltage 𝑉𝑆 is increasing corresponding to this higher reference voltage swing.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

VREF,U
3 bit

VREF,L
3 bit

Coarse tuning
6 bit

Charge-redistribution
10 bit

ZM
5 bit

ZL
5 bit

DAC Input word ZIN
16 bit

Figure 5.8: DAC input word 𝑍𝐼𝑁 composition.

One drawback of implementing a coarse tuning is missing codes due to a nonideal DAC

gain caused by parasitic capacitance in the charge-redistribution DAC itself. This effect

is shown in Fig. 5.9. Every parasitic capacitance 𝐶𝑃3 after the S&H switch can be viewed

as merely increasing the storage capacitance 𝐶𝑆 and will only affect the number of

conversion cycles required to reach the desired output voltage, see previous section 5.2.

The gain error caused by 𝐶𝑃1 and 𝐶𝑃2 leads to a voltage jump 𝑉𝑗𝑢𝑚𝑝 in the DAC output

curve when crossing coarse tuning regions. The gain in region I is reduced and the DAC

is not able to reach the full upper reference voltage 𝑉𝑅𝐸𝐹,𝑈 (ref. to Fig. 5.7). However,

section II is still starting at the lower reference voltage 𝑉𝑅𝐸𝐹,𝐿 as a gain error has no

impact if all DAC capacitors are reset and in the conversion set to GND (𝑍𝐿 = 𝑍𝑀 = 0).

Two potential solutions to resolve this drawback are discussed in the following. A pair

of two slightly shifted reference voltages 𝑉𝑅𝐸𝐹,𝐼 and 𝑉𝑅𝐸𝐹,𝐼 𝐼 are provided at the coarse

tuning crossing points. Fig. 5.10 shows the principle of starting the coarse tuning region

II with the slightly lowered second reference voltage 𝑉𝑅𝐸𝐹,𝐼 𝐼 , e.g. 𝑉𝑅𝐸𝐹,𝐼 = 250mV and

𝑉𝑅𝐸𝐹,𝐼 𝐼 = 240mV. 𝑉𝑅𝐸𝐹,𝐼 𝐼 can be set to exactly match the maximum output voltage of

region I or could be set even lower to include some margin. This margin requires to

calibrate the DAC at the start of region II not with the digital input word 𝑍𝑀 = 𝑍𝐿 = 0 but

rather with an offset, e.g. 𝑍𝐿 = 17. This calibration requires additional effort but enables

sharing the same reference voltages across all Bias-DACs when considering qubit scaling.
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Coarse tuning
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CP1,2
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Vjump

VREF
LSB MSB

CA
VS
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Figure 5.9: DAC gain error caused by parasitic capacitance 𝐶𝑃1 and 𝐶𝑃2 leading to a

voltage jump 𝑉𝑗𝑢𝑚𝑝 at crossings of coarse tuning regions.

This is necessary as even multiple duplicated Bias-DACs have different mismatch and

parasitic capacitances introducing a varying gain error. However, this solution approach

comes at the cost of a doubled step size and a reduced DAC resolution of 1 bit. Fig. 5.10

shows this approach and how a linear DAC output behavior can be achieved.
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DAC input word ZIN

Coarse tuning
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Coarse tuning
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VREF,I
VREF,II

Only VREF,I

Addition
al VREF,II

1  V
750  mV
740  mV
500  mV
490  mV
250  mV
240  mV

0   V

6 bit

MSBs LSBs

VREF,U

VREF,L

N.C.

Figure 5.10: Avoid voltage jump 𝑉𝑗𝑢𝑚𝑝 by using two slightly shifted reference voltages

𝑉𝑅𝐸𝐹,𝐼 and 𝑉𝑅𝐸𝐹,𝐼 𝐼 per coarse tuning crossing.

The second approach to avoid voltage jumps 𝑉𝑗𝑢𝑚𝑝 uses the regular reference voltages,

as shown in Fig. 5.7. The missing voltage steps between the two regions I and II are filled

with intermediate steps of double the step size. However, all other voltage steps remain

unaffected and are operated with a step size of ≈125 µV corresponding to 13 bit resolution.

Fig. 5.11 shows the principle of this solution. In order to generate intermediate steps

filling the missing voltage range, the DAC operates with following coarse tuning setting.

First, the end of region I is approached with regular coarse tuning settings, i.e. the DAC

is being supplied with a reference voltage difference Δ𝑉𝑅𝐸𝐹 = 𝑉𝑅𝐸𝐹,𝑈 −𝑉𝑅𝐸𝐹,𝐿 = 125mV.

After reaching the last voltage step of region I, the lower reference voltage of region I

𝑉𝑅𝐸𝐹𝐿 = 𝑉𝑅𝐸𝐹,𝐿,𝐼 is kept and the upper one of region II 𝑉𝑅𝐸𝐹𝑈 = 𝑉𝑅𝐸𝐹,𝑈 ,𝐼 𝐼 is set and thus

a reference voltage difference of Δ𝑉𝑅𝐸𝐹 = 250mV is applied to the DAC. This is the

reason for the doubling in step size. Now, voltages of the previous missing voltage range

𝑉𝑗𝑢𝑚𝑝 can be generated while doing so the charge-redistribution DAC input is operated

somewhere in the center of its digital input range, typically around 2𝑁 · 𝑍𝑀 + 𝑍𝐿 = 400

to 600 for the 10 bit input word of the charge-redistribution DAC. Doing so adds some

additional input words to the DAC input range, because we move away from the setting

of𝑍𝐼𝑁 [15 : 13] = 𝑍𝐼𝑁 [12 : 10] and add some values where𝑍𝐼𝑁 [15 : 13] = 𝑍𝐼𝑁 [12 : 10]+1.
As with the first and previous discussed approach, voltage jumps𝑉𝑗𝑢𝑚𝑝 in the DAC output

characteristic can be avoided. In contrast to the previous approach, the overall resolution
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of the DAC is not diminished and just the added intermediate steps doubled in step

size.
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Figure 5.11: Avoid voltage jump 𝑉𝑗𝑢𝑚𝑝 by adding intermediate steps between region I

and region II.

5.4 Digital control, timing and memory

This section focuses on the digital parts of the Bias-DAC. Section 3.2 introduced the idea

of generating timing and control signals for multiple Bias-DACs in an independent block,

as to facilitate qubit scaling. The central generated signals are then routed to each DAC.

The local memory of the DAC is saving the output words in 8x 16 bit arrays and in which

sequence the output channels are to be written into 9x 4 bit arrays, see Fig. 5.12. This

totals to 8 · 16 bit + 9 · 4 bit = 164 bit = 20.5 B of local memory to generate 8 independent

output voltages. The DAC then cycles through these memory arrays by utilizing an

internal 4 bit counter until the next channel select value is programmed to 15, which

selects the first array entry as the next. This enables us to select the order and number of

active output channel and their corresponding input word freely. In order to operate the

DAC with some output channels deactivated, the active ones are programmed starting

from the beginning of the array, but not all array rows are used and the special channel

select entry 15 is placed after the last memory entry. The memory can be reset, written

and read out via the I2C interface.

Additional to the local memory, the DAC only requires 4 digital signals: 𝐷𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 ,

𝐷𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 ,𝐷𝑆&𝐻 and𝐷𝑁𝑒𝑥𝑡𝐶𝑜𝑎𝑟𝑠𝑒 . 𝐷𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 to discharge and reset the charge-redistribution

DAC internal capacitors. 𝐷𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 to start the conversion and apply the current entry

input date from the input word memory, if signal is low all input dates are set to 0. Setting

all input dates to 0 is needed in order to reset the DAC to the next lower reference voltage

𝑉𝑅𝐸𝐹,𝐿 that could be different to what was set in the previous conversion. 𝐷𝑁𝑒𝑥𝑡𝐶𝑜𝑎𝑟𝑠𝑒

changes the coarse tuning setting to the next entry. Lastly, 𝐷𝑆&𝐻 toggles the switch

of the S&H output channel of the current entry in the channel select memory. The

following sequence is used to operate the Bias-DAC. Starting from the point in time

where the DAC just completed the previous conversion and disabled the S&H switch:

first, the coarse tuning is set to the next selected reference voltages by 𝐷𝑁𝑒𝑥𝑡𝐶𝑜𝑎𝑟𝑠𝑒 , so

the following discharge is done to the correct 𝑉𝑅𝐸𝐹,𝐿 . Then the DAC is discharged by

𝐷𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 . The DAC conversion is started by 𝐷𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 . After all capacitors are charged

to the correct value and the DAC generates the desired output voltage, the S&H switch
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Figure 5.12: Local DAC memory saving up to 8 input words 𝑍𝐼𝑁 and corresponding

output channel. Memory is cycling if next channel select entry is 15.

of the corresponding output channel is opened and closed again after half a clock cycle.

This is done to shift the refreshing of the output voltage to the highest possible frequency,

so that the low pass shows most effect (ref. to Fig. 3.6). The conversion is finished by

disabling 𝐷𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 and the next conversion begins with changing the coarse tuning

via 𝐷𝑁𝑒𝑥𝑡𝐶𝑜𝑎𝑟𝑠𝑒 . Each signal’s rising and falling timing can be programmed via the I2C

interface. A 16 bit counter is continuously incrementing at each clock cycle and signals

are changed to either high or low state if the counter is equal to the programmed dates.

Each signal is therefore programmed with two dates one for rising and one for falling

counter state, e.g. 𝐷𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 ↑ and 𝐷𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 ↓. This allows setting the timing and duty

cycle of each signal fully configurable. Furthermore, the overflow of the counter can

be set via I2C to program a counter period date, if the counter reaches this value, it is

starting from 0 again.

Every clocked digital block in this work is preceded by a clock select MUX and clock

divider, see Fig. 5.13. The clock sources can be set to GND, which disables all following

circuitry as a measure to manual clock gate. Other clock source are either the I2C clock

𝐶𝐾𝐼2𝐶 , an externally fed clock signal 𝐶𝐾𝐸𝑋𝑇 or an on-chip DCO generated clock 𝐶𝐾𝐷𝐶𝑂 .

However, the DCO implementation is not part of this work. The following clock divider

allows division by a factor 2𝑁 and 𝑁 ∈ [0, 15]. While operating a qubit a use case can

arise where the Bias-DAC and the pulse-DAC, which is generating the control pulses for

qubit manipulation, are required to share one of the clock sources. The clock divider is

able to divide down the 250MHz clock, as it is required by the pulse-DAC, and thus save

power in the Bias-DAC

An overview of the just described digital circuitry combined the previously discussed

analog part is given in Fig. 5.14. Some not previously elaborated design choices are the

usage of IO NMOS transistors, which are preceded with level shifter (LS) to convert the

core voltage (1.2 V) up to the IO voltage (1.8 V to 3.3 V). Those IO transistors are used in

order to minimize leakage current on high-ohmic circuit nodes. Some additional dummy
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Figure 5.13: Clock select MUX and clock divider.

transistors are included to counteract the charge injection of the S&H switch. The signal

𝐷𝐷𝑎𝑐𝐶𝑙𝑘 is the clock of the Bias-DAC’s local memory blocks and is triggered when either

𝐷𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 or 𝐷𝑁𝑒𝑥𝑡𝐶𝑜𝑎𝑟𝑠𝑒 is changed.

5.5 Auxiliary Measurement Circuitry

A challenge resulting from saving an output buffer in the Bias-DAC is a very low driving

capability, only designed to counteract leakage current in the range of some pA, as the

metal electrodes of the qubit represent a high-ohmic and purely capacitive load. This

complicates direct measurement of the Bias-DAC and some auxiliary circuitry is added in

order to guarantee measurement capability of the Bias-DAC. In order to avoid disturbance

with the qubit operation, a duplicate of the Bias-DAC is included, whose output channels

are wired to the on-chip measurement circuitry. Whereas power consumption plays a

major role in the Bias-DAC design, the power constraints of the auxiliary measurement

circuitry are more relaxed, because those blocks will only be needed for measurement

purposes and are powered down when the Bias-DAC is in use with a qubit.

Fig. 5.15 shows the setup of the duplicated Bias-DAC and different output channels

are connected to either one of the three amplifier configurations. These amplifiers are

used to buffer or amplify the output voltage to enable measurements. In order to be

able to convert the voltage on-chip into the digital domain, a ΣΔ modulator is designed

and implemented. The on-chip analog-to-digital conversion via the ΣΔ modulator is

included in case the cabling or other noise sources (e.g., crosstalk of the long twisted-pair

cables inside the dilution refrigerator) impose a problem to measure via the amplifiers.

Moreover, a direct on-chip analog-to-digital conversion seems useful as building block

for future cryogenic ICs to come. One possible application could be in the automated

tuning and calibration of DACs, but is not limited to this. The ΣΔmodulator measures the

mean value of the Bias-DAC output voltage𝑉𝑆,4. An input current into the ΣΔ modulator

will be present. This is solved by adding a buffer amplifier between the DAC and the ΣΔ
modulator in order to detect voltage drifts and fast changes in 𝑉𝑆,4, which are not visible

via the ΣΔ modulator. A window comparator is included in the design to detect if 𝑉𝑆,4 is

always between the two externally fed voltage limits 𝑉𝑊𝐶,1 and 𝑉𝑊𝐶,2.

5.5.1 Amplifier

The three amplifier configurations for buffering or amplification of 𝑉𝑆,1−3 as well as
the used OpAmp design are shown in Fig. 5.16. For the OpAmp an existing and well-

tested design of previous tapeouts is used. The OpAmp was designed for a high gain of
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Figure 5.15: Dublicate of the Bias-DAC connected to auxiliary measurement circuitry.

70 dB, which is quite fitting to this use case. The OpAmp topology used for the three

configurations is a Miller-OpAmp. M3 and M4 are used as a PMOS input differential

stage and transistors M5–M7 are designed as a cascode current mirror load. M11 and M12

are used as a class A output stage. 𝑅𝑧 and 𝐶𝑀 generate a dominant pole for stabilization.

Biasing is done via a wide swing current mirror maximizing the voltage headroom,

which is important as an increase in transistor threshold voltage is expected at cryogenic

temperatures (ref. to section 2.4.1).
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Figure 5.16: On-chip amplifier to buffer and amplify DAC output 𝑉𝑆,1−3.

Simulation of the OpAmp used with all three amplifiers results in an open loop gain of

about 73 dB. With a load of 100 fF the PM is 65° and the UGB is at 80MHz. As the load

is not fixed and may vary depending on the measurement setup, the PM and UBG is

simulated over a swept load capacitance 𝐶𝐿 and results are shown in Fig. 5.17. The PM

plotted in Fig. 5.17a, shows a reduced PM for rising𝐶𝐿 values down to 10.6° at 263 pF. For

even greater load capacitance values, the dominant pole is the output node and therefore

the PM is rising again. Simulations indicate OpAmp stability for all load conditions,

because the PM is always greater zero. Additionally, the PM can be altered by changing
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the bias current level as well as supply voltage. If this is still not sufficient in order to

stabilize the OpAmp, a different load must be used in the measurement setup, e.g. by

increasing/decreasing𝐶𝐿 or by installation of an additional off-chip buffer into the signal

path. Each of the OpAmps shown in Fig. 5.15 and Fig. 5.16 are biased through a 3 bit

binary weighted current mirror bank, which in turn is biased by one reference current

𝐼𝑅𝐸𝐹 fed in from external. This is done in order to allow for a multitude of configuration

options to tune the amplifiers at cryogenic temperatures. With the nominal reference

current of 𝐼𝑅𝐸𝐹 = 25 µA the current mirror banks can tune each bias current of the

OpAmps in the range of 2 µA to 16 µA in 2 µA steps.
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Figure 5.17: Simulated PM and UGB of used OpAmp in the auxiliary measurement am-

plifier.

The three different OpAmp configurations shown in Fig. 5.16 were included for test case

purposes, enabling additional on-chip gain and optional voltage to current conversion.

The first amplifier can be connected to either𝑉𝑆,1 or𝑉𝑇𝑒𝑠𝑡,1 on its negative input port. The

option to connect to an external test voltage 𝑉𝑇𝑒𝑠𝑡,1 combined with the option to switch

the OpAmp from unity-gain to open-loop configuration and supply a second voltage

from external 𝑉𝑅,𝐴𝑀𝑃1 enables us to characterize the OpAmp at cryogenic temperatures

prior to using it for the Bias-DAC measurements. The same is done for the other two

OpAmp configurations, i.e. non-inverting amplifier and non-inverting amplifier with

following voltage-to-current conversion. The gain of the non-inverting amplifier can

be set between 2 and 7 via digital configuration bits changing the value of 𝑅2, which

is implemented as a resistor bank, with 𝑅3 = 𝑅5 = 10 kΩ. One difference compared to

the unity-gain buffer is that for the non-inverting amplifier to operate the reference

voltage 𝑉𝑅,𝐴𝑀𝑃2 is always required, it is therefore possible to select and MUX one of

the 8 Bias-DAC reference voltages to 𝑉𝑅,𝐴𝑀𝑃2. Being able to switch from one reference

to another while in operation may be necessary to prevent the OpAmp output from

reaching the rails and thus operating the OpAmp in compression, especially when higher

gain levels are selected. The voltage-to-current conversion is designed to be able to drive

a 50Ω load of measurement equipment, e.g. a spectrum analyzer, and 𝑅6 is also designed

as 50Ω resistor. The conversion is done by a NMOS transistor rather than PMOS for

two reasons: it is offering a higher mobility and thus intrinsic gain and the GND of the

measurement equipment can be used as a supply, when the GND level of the chip is

shifted down to −1V.

Primary focus of these amplifiers is the measurement of noise and the refresh ripple in

the Bias-DAC output, see Fig. 3.4. However, one could also think about using them to
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measure the DAC output curve and the unity-gain buffer appears as a natural choice in

this case. Considering the Bias-DACwithout added intermediate steps, 13 bit of resolution

have to be measured. A finite open-loop gain of 𝐴𝑂𝐿 = 70 dB induces a maximum gain

error at full-scale (1 V) of 2.5 LSB. The gain error at 1 V is 𝐺𝐸𝑟𝑟 = 1 − 𝐴𝑂𝐿
𝐴𝑂𝐿+1 and has

to be set in relation to the LSB step size 𝐿𝑆𝐵𝑆𝑡𝑒𝑝 = 1/213 and thus it is 𝐺𝐸𝑟𝑟/𝐿𝑆𝐵𝑆𝑡𝑒𝑝 =[
1 − 𝐴𝑂𝐿

𝐴𝑂𝐿+1
]
· 213 = 2.5 LSB. However, there a few ways to circumvent this issue. If the

Bias-DAC output can be measured directly, it gives the most trustworthy results possible.

The ΣΔ modulator can be used, which will regulate the gain error inside the control loop.

Measurement of only the charge-redistribution DAC without the coarse tuning requires

only 10 bit resolution to be measured, resulting in a full-scale error of 0.3 LSB. This can

be done as the shift of the input reference voltages is not affecting the capacitor mismatch

and the present parasitic significantly. However, the last option will render it impossible

to measure both techniques to mitigate voltage jumps 𝑉𝑗𝑢𝑚𝑝 , see section 5.3.

5.5.2 ΣΔ-Modulator

The ΣΔ modulator is implemented as a cascaded modulator or also called multistage

noise shaping (MASH) modulator. Fig. 5.18 shows the designed third-order 2-1 MASH

modulator. [118, pp. 277-280]

The choice of implementing a third-order 2-1 MASH ΣΔ for this application is discussed

first. The Bias-DAC is expected to generate a stable output voltage. This DC input leads

to a repeating pattern in the output of a ΣΔ and thus is visible as a noise spur in the

spectrum. This can be avoided by using a dither source. However, also a second-order

modulator utilizing two integrators is spreading the repeating pattern over a longer

period. [113, pp. 241-242]

Additionally, the already increased noise shaping behavior of the second-order ΣΔ can

be further emphasized by implementing a third-order ΣΔ modulator. The design is

implemented in such a way that the modulator can be operated in either second or

third-order mode. Whereas second-order ΣΔ modulators are always stable, there exists a

risk that a third-order one can become unstable [113, p.267]. This can be prevented by

changing to a feed forward structure, which is achieved by operating the second stage

of the modulator on the quantization error of the first second-order stage. Therefore,

the whole modulator is build with unconditionally stable first and second-order loops.

We choose a 2-1 MASH instead of an also possible 1-1-1 MASH, which would cascade

three first-order loops, because they are described by Baker as “[...] much more robust

than the 1-1-1-based topology and can provide output signals free of unwanted tones.”

[113, pp. 275-279]. As all the criteria match the desired application, the overall structure

of the ΣΔ modulator is then adopted from [113, Fig. 7.58]. For the comparators a 1 bit

quantization was chosen, because this guarantees an inherent linearity [113, p.269].

The digital circuitry following both comparators is discussed later, after all the color

indicated tuning options in Fig. 5.18 have been presented. The reference voltage 𝑉𝑅𝐸𝐹

can be demultiplexed from either the Bias-DAC reference voltages or generated in a ΣΔ
modulator-internal R-string DAC, which is designed to output 0 V to 1.2 V in 100mV

steps, for a given supply voltage of 𝑉𝐷𝐷 = 1.2V.
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5 Bias-DAC

Special emphasis is laid on incorporating many configuration and tuning options to

cope with the device behavior changes at cryogenic temperatures. For later debugging,

the same OpAmp as described in section 5.5.1 is used for the integrators OpAmp1-3.

Thus, the same individual bias current tuning is implemented and is also done for the

later presented comparator design. This is the first of the total of four ways to tune

and configure the ΣΔ modulator. The two non-overlapping clocks Φ1 and Φ2 can be

controlled in frequency and their duty-cycle can be individually set, see Fig. 5.19. Each

high and low hold time of Φ1 and Φ2 can be individually set to 𝐾, 𝐿,𝑀, 𝑁 ∈ [1, 254] clock
cycles. The loop-gain is adjustable by changing settings of the 3 bit controlled capacitor

banks 𝐶𝑉𝑎𝑟1−5, going from 200 fF in 200 fF steps up to 1.6 pF. In combination with an

integrator capacitance 𝐶𝐼 = 2 pF the integrator gains can be adjusted independently

in the range from 0.1 to 0.8 with 0.1 step size. On the one hand, this is done to assure

that each integrator gain is low enough to assure the OpAmps are not reaching close

to the supply rails (integrator saturation). On the other hand, a larger signal level is

beneficial to the modulator’s performance. Lastly, the CM feedback (CMFB) level of the

comparators can be individually adjusted.
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Figure 5.19: Generation of two configurable non-overlapping clocks Φ1 and Φ2.

Fig. 5.20 shows the comparator design, which consists of a preamplifier [119] with CMFB

and a track & latch (T&L) comparator [119, 120]. The preamplifier boosts the input

voltage difference and reduces metastability in the T&L comparator by increasing the

gain. The preamplifier also reduces the input offset voltage. The bias current 𝐼𝑅𝐸𝐹 is

generated with the same current mirror bank as implemented for all OpAmps. The

internal CMFB OpAmp is the same as shown in Fig. 5.16 and used with the identical

reasoning as for using it in the ΣΔ integrators. The CMFB resistors 𝑅𝐶𝑀 can be designed

rather large, i.e. 200 kΩ each. In general, this would induce much thermal noise, but

because the targeted temperature is in the deep cryogenic regime, the thermal noise

is playing a vastly reduced role and transistor noise is expected to be the main source

of noise, see Table 2.6. The CMFB voltage level 𝑉𝑅𝐸𝐹,𝐶𝑀 can be set via a programmable

R-string from 0V to 1.2 V in 50mV steps and is again depended on the supply voltage.

The preamplifier achieves a simulated gain of 30 dB.

The comparator output is then digitally processed, i.e. multiplication with 𝑧−1 and

(1 − 𝑧−1)2 and summation. Depending on the selected order of the ΣΔ modulator, the

MASH branch may be deactivated and only the second-order loop output is used. A

parallel-to-serial conversion is included in order to transmit the 3 bit wide data word of

68



5.5 Auxiliary Measurement Circuitry

VIN VIN+IREF

1

VOUT+

VOUT  

Preampli er Track & latch
comparator

RCM RCM

M2

M3

M1 M4

M5

M6

M7

M8

M9
OpAmp

M10

M11

M12
M13

M14

M15

M16

M17

M18

M19

M20
VREF,CM

CMFB

Figure 5.20: Track & latch comparator with pre-amplifier.

the third-order modulator over the single data wire. The data to be sent are also of 3 bit

word size, because the third-order output is multiplied with (1 − 𝑧−1)2 = 1 − 2𝑧−1 + 𝑧−2

and can therefore only be in the range of [−2, +2]. Adding the 1 bit of the second order

loop the summed output word is in the range of [−3, +3] which is well represented with

3 bit. If only the second-order loop is enabled, the data word has only 1 bit and can be

transmitted over the data wire directly. The data as them will be received from the ΣΔ
modulator is schematically depicted in Fig. 5.21. For the third-order modulator case

the three bits of the data word are always followed by at least one missing clock cycle.

This is implemented to be able to detect start and end of transmission packages and the

missing clock cycle can be used to align the logic analyzer even when the transmission

is read from an arbitrary point in time. Furthermore, the transmission clock rate can be

calculated from the ΣΔ modulator clock and settings. With this encoding scheme, the

modulator bitstream can be send in real-time for second and third-order noise shaping.

The required oversampling ratio (OSR) can be calculated by [121]:

𝑂𝑆𝑅 =

[
2

3

𝐷𝑅2

2𝐿 + 1

𝜋2𝐿

(2𝐵−1)2
] 1
2𝐿+1

(5.18)

with 𝐿 being the ΣΔ modulator order, 𝐷𝑅 is the dynamic range and 𝐵 the quantization

bit count. In our case the quantization bit count is fixed to 𝐵 = 1. The ΣΔ is aimed at

𝑁 = 16 bit resolution. Therefore, the dynamic range in dB is 𝐷𝑅 = 6.02 ·𝑁 +1.76 ≈ 98 dB.

Consequently, the calculated OSR for the second-order modulation 𝐿 = 2 is 𝑂𝑆𝑅2𝑛𝑑 =
152.3 and for third-order modulation 𝐿 = 3 𝑂𝑆𝑅3𝑟𝑑 = 47.9. F. Maloberti [122, p.270]

derived that the OpAmp open loop gain 𝐴𝑂𝐿 should satisfy following relation to have an

negligible impact on the modulator performance:

𝜋 (𝐴𝑂𝐿 + 2) � 𝑂𝑆𝑅 (5.19)
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Figure 5.21: Second and third-order ΣΔ modulator bitstream data transmission.

With a simulated open loop gain of 𝐴𝑂𝐿 = 70 dB ≈ 3160 this condition is fulfilled for

both second and third-order modulation.

5.5.2.1 Window Comparator

The beginning of section 5.5 presented the idea to use a window comparator to detect

if the ΣΔ modulator input voltage stays within set voltage boundaries 𝑉𝑊𝐶,1 and 𝑉𝑊𝐶,2,

see Fig. 5.15. Fig. 5.22 shows the implemented window comparator. The OpAmp is a

duplicate of the one used in the amplifiers and ΣΔ modulator integrators, see Fig. 5.16.

The T&L comparator of the ΣΔ is not used, because this could lead to missing a crossing

when it appears in-between two clock cycles. With an open loop gain of ≈70 dB the

OpAmp can be basically considered a mere comparator when operated in open loop

configuration. It is therefore independent of the later applied clock frequency for the

window comparator to detect crossings. Another benefit is the ability to characterize the

OpAmp on its own via the unity gain buffer circuitry and be able to more conveniently

debug the cryogenic window comparator behavior. The window comparator is also able

to count upwards and downwards crossing of both voltages 𝑉𝑊𝐶,1 and 𝑉𝑊𝐶,2 and sum

the number of events in four 8 bit counters. Detection of a crossing is only limited by

the OpAmp bandwidth, but the counting of up and down crossings is limited by the

applied clock frequency. However, detection of number and direction of crossings is just

additional information. The important information is if any crossing event did happen

at all and that is assured by using non-clocked OpAmps followed by four flip-flops (FFs)

saving the event occurrence until the next clock cycle is happening and the counters

save that event.

For testing purposes the input of the window comparator can be multiplexed to test

voltages 𝑉𝑇𝑒𝑠𝑡1 and 𝑉𝑇𝑒𝑠𝑡2, which are fed in from external sources. Furthermore, the
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digitally buffered output of the OpAmps can be multiplexed to the two digital pads which

are normally used for the ΣΔ data and clock.
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Figure 5.22: Window comparator used in combination with the ΣΔ modulator.
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Chapter6
Measurement

This chapter focuses on measurement results of the fabricated designs presented in the

previous chapters 4 and 5. Designs presented in those chapters were realized as parts of

two different tapeouts, but both ICs use the same TSMC 65 nm LP CMOS technology.

6.1 Measurement Setup

The general cryogenic measurement setup is presented in this section. All measurements

were performed inside an Attocube attoDRY800 closed-cycle helium Gifford-McMahon

(GM) cryostat, which can reach base temperatures of about 6 K. Fig. 6.1 shows the

measurement setup.

Breakout box

Shroud

GM cryocooler

Figure 6.1: Attocube attoDRY800 closed-cycle helium cryostat.

The setup consists of an optical table with a shroud for sample placement on top of the

table, whereas a GM cryocooler is mounted below the table. Up to 58 DC or low frequency

lines can be connected to the cryostat sample space via the breakout box. The breakout

box is holding 29 BNC connectors, whose signal and ground connections can be used to

connect two individual signals to the inside of the cryostat. The signal is then routed
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via Fischer connectors to the cryocooler and is finally wired via internal twisted pair

cables up to the sample space. The shroud offers additional 3 SMA connectors to directly

connect signals to the sample space, this is especially useful for high frequency RF signals,

e.g. clock signals. A picture of the sample space in a typical measurement experiment is

shown in Fig. 6.2, Fig. 6.17 and Fig. 6.28. The cryostat is equipped with a sample space

heater inside its golden sample plate holder, which allows to set a controlled sample

temperature. The lower temperature limit is set by the base temperature of the cryostat

≈6 K, which is determined by the available cooling power. The upper temperature limit

is set by the maximum heating power of the sample heater, i.e. 5W, the number of wires

and mass inside the sample space. Typical maximum achievable temperatures 𝑇𝑆,𝑀𝑎𝑥 are

in the range of 100 K > 𝑇𝑆,𝑀𝑎𝑥 > 50 K.

Two custom ICs were fabricated, one IC which includes the bandgap and LR, see chapter 4,

and a second one including the Bias-DAC with auxiliary measurement circuitry, see

chapter 5. The SMD capacitors used for all PCBs are of ceramic dielectric NP0/C0G type,

which is reported to behave well at cryogenic temperatures down to liquid helium [123,

124].

6.2 Bandgap

The custom IC sample is mounted on a PCB, which is fabricated with a backplate of

electroless nickel gold. This backplate is required for good thermal anchoring of the PCB

to the 6 K temperature of the sample holder. Additional ground stitching vias guarantee

a good thermal conduction through all the layers of the PCB and up to the big ground

plane of the packaged IC sample, as device under test (DUT). The PCB is shown in Fig. 6.2.

The PCB is mounted on top of a thick copper plate, which is used as a mechanical adapter

for mounting the PCB inside the cryostat. The following bandgap measurements were

done with either a Keysight 34465A digital multimeter or a 34470A digital multimeter.

Thick copper plate as
PCB holder

Golden sample plate with
build-in temp. sensor and
sample heater

Custom IC as DUT

Figure 6.2: Bandgap and LR measurement setup inside the cryostat shroud.
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6.2 Bandgap

The bandgap startup for various configuration settings was tested. This was done by

sweeping through all CM and bias settings for various supply voltages. Afterwards, the

bandgap was started by turning on transistor M6 (ref. to Fig. 4.3), which is discharging

the node of the OpAmp output voltage 𝑉𝐵 . After disabling of start-up transistor M6, the

output voltage 𝑉𝑅𝐸𝐹 was measured through a pad by turning on transmission gate TG4.

As the bandgap output is to be measured via the 𝑉𝑂𝑈𝑇 pad (ref. to Fig 4.1), the bandgap

is supplied by the pad connected to 𝑉𝐼𝑁 through the supply select switch. The bandgap

functionality is then tested by sweeping through the output level of 𝑉𝑅𝐸𝐹 by changing

its current mirror setting. An example of a functional and non-functional configuration

of CM, bias level and supply voltage is shown in Fig. 6.3. Measurement is started 1 K

above the base temperature of ≈6 K in order to achieve a regulated and settled sample

temperature which is not dependent on the thermal power dissipation of the sample

itself.

0 20 40 60 80 100 120 140 160 180 200 220 240
0

0.5

1

VBG setting [LSB]

V
B
G
[V

]

Functional
Failed
Failed

Figure 6.3: Example of bandgap being functional or failing depending on supply voltage,

bias and CM settings at 7 K.

The results of this functionality test are summarized in Table 6.1. The bias current of the

OpAmp inside the bandgap should be kept low in order to achieve a functional bandgap

operation. Moreover, the CM level appears to be of less importance and can be set to all

values. The internal bias current generation, which consists of transistor M1 enabling

the current flow through resistor 𝑅𝐵 , M2 and M3, which are connected as a cascode

current mirror (ref. to Fig. 4.6), appears functional in order to operate the bandgap at 7 K.

However, more extensive temperature sweep measurements show the instability and

unreliability when using the latter biasing option.

Min Max

𝑉𝐷𝐷 [V] 1.2 > 2

CM level 1 4

Bias current mirror [LSB] 1 9

Internal transistor diode bias ok ok

Table 6.1: First bandgap functionality test results.

After checking the bandgap functionality at 7 K, measurements in the temperature range

of 7 K to 40 K were conducted. One of the results is the previously described instability

of using the internal OpAmp biasing via diode connected transistors M2 and M3. Fig. 6.4

shows the corresponding bandgap output for a set output level setting of 25 and CM is set
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to the lowest option, as higher CM settings were not working with the OpAmp internal

biasing. The reason for this strong dependence on supply voltage and temperature is

expected to be caused by temperature dependence of the internal biasing current itself.

However, the measurement curve for 𝑉𝐷𝐷 = 1.5V indicates an internally self-biased

OpAmp could possibly be used in further cryogenic bandgap designs. Valid cryogenic

device models are required in order to design the OpAmp in such a way that it is able

to operate with all variances in its bias current. The seemingly very stable output for

𝑉𝐷𝐷 = 1.2V at temperatures <20 K is discussed later in this section. For this work, the

usage of a temperature dependent biasing via diode connected transistors appears not to

be a valid choice.
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Figure 6.4: Bandgap operation for internal OpAmp bias configuration. Functionality is

depending on 𝑉𝐷𝐷 and temperature.

The bandgap output voltage 𝑉𝐵𝐺 is shown in Fig. 6.5 for various values of the tuning

resistance 𝑅𝑣𝑎𝑟 (ref. to Fig. 4.3). As the bandgap OpAmp is not operational with its

internal biasing, the reference current of the bandgap is used as bias current reference

via 𝑉𝐵 (ref. to Fig. 4.3 and Fig. 4.6). Detailed measurements for this biasing configuration

are presented later in Fig. 6.8. Previous simulations, which are presented in Fig. 4.4

and Fig. 4.5b, showed a similar output voltage behavior with decreased 𝑅𝑣𝑎𝑟 as the

measurement results (ref. to Fig. 6.5), i.e. an overall increase in 𝑉𝐵𝐺 and tilt to lower

temperatures. However, in contradiction to the simulated data an increase of 𝑅2 would be

required to shift the bandgap behavior towards a better temperature compensated state.

The option to tune the bandgap in a wider tuning range even beyond what simulation

results indicate should be included in future cryogenic bandgap designs. For this work,

the best option is to disable bandgap resistor tuning and set 𝑅𝑣𝑎𝑟 → ∞Ω high-ohmic.
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Figure 6.5: Effect of tuning 𝑅𝑣𝑎𝑟 on bandgap output voltage 𝑉𝐵𝐺 . OpAmp biased by

bandgap current.
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6.2 Bandgap

After the measurement results of tuning the resistance 𝑅𝑣𝑎𝑟 were discussed, a detailed

look at the previously shown bandgap behavior for 𝑉𝐷𝐷 = 1.2V is possible. As shown in

Fig. 6.5, the decrease of 𝑅𝑣𝑎𝑟 is visibly affecting the bandgap output𝑉𝐵𝐺 . However, Fig. 6.6

shows no effect for varying 𝑅𝑣𝑎𝑟 values for 𝑉𝐷𝐷 = 1.2V. This is a strong indication that

the bandgap is not in a desirable operation state.

10 15 20 25 30 35 40
0

0.1

0.2

0.3

0.4

Temp [K]

V
B
G
[V

]

Rvar → ∞Ω
Rvar = 5kΩ

VDD = 1.2V

Figure 6.6: Tuning 𝑅𝑣𝑎𝑟 with no effect for 𝑉𝐷𝐷 = 1.2V.

The next tuning option of the bandgap is the CM level and the impact of different CM

level settings is measured, which is also depending on the supply voltage. The naming

convention for describing the CM setting is for the lowest CM voltage option “1” and

increasing to the highest CM voltage option “4”, see Fig. 4.3. Fig. 6.7 shows three graphs

for supply voltage levels of 𝑉𝐷𝐷 = 1.5V, 1.8 V and 2.4 V. For 𝑉𝐷𝐷 = 1.5V the output

voltage 𝑉𝐵𝐺 is increasing with the CM level, but shows a drop when the CM level is

increased from 3 to 4. This can be reasoned by the supply voltage not being high enough

to allow for the highest CM level to operate the bandgap OpAmp as desired. This effect is

similar to a different OpAmp measurement (ref. to Fig. 6.20), which is also requiring a CM

input level to not exceed a certain threshold voltage. Further discussions to this effect are

done in section 6.4. The CM setting of 4 is not inverting the trend of an increased bandgap

output voltage𝑉𝐵𝐺 for supply voltages𝑉𝐷𝐷 > 1.8V, indicating enough voltage headroom

for operation in the highest CM level setting. Furthermore, for 𝑉𝐷𝐷 = 1.5V the CM level

2 and 3 are mostly identical in terms of 𝑉𝐵𝐺 , especially for temperatures 𝑇 < 15 K. This

could be due to a larger voltage headroom requirement at colder temperatures. The

overlapping curves for CM 2 and 3 can be viewed as indication for approaching the

CM limit of the bandgap OpAmp. An increased supply voltage is shifting this CM limit

upwards. Thus, when increasing the supply voltage to 𝑉𝐷𝐷 = 1.8V, the CM level 3 and 4

fall on top of each other, again indicating the CM limit. By increasing the supply further

to 𝑉𝐷𝐷 = 2.4V, a separation of CM 3 and 4 curves is apparent and therefore supporting

the assumption of an increased CM limit due to a larger voltage headroom at higher

supply voltages. In terms of effect on the temperature stability, all CM settings appear to

be of minor impact. A CM setting ≤ 2 would allow for safe operation of the bandgap,

also for 𝑉𝐷𝐷 = 1.5V.

Changing the bias current is leading to a negligible effect as long as it is below a certain

threshold. The bias level of the OpAmp is tuned via a current mirror bank (ref. to Fig 4.6),

which is biased by the bandgap current mirror voltage 𝑉𝐵 (ref. to Fig. 4.3). An increase

of the bias level is leading to an output shift of the bandgap 𝑉𝐵𝐺 , see Fig. 6.8. However,

the bias level is not noticeably impacting the temperature behavior of 𝑉𝐵𝐺 for small bias

level settings of ≤ 5 LSB. A bias level setting of 6 LSB or above leads to a kink in the
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Figure 6.7: Effect of tuning CM level on bandgap output voltage 𝑉𝐵𝐺 for different supply

voltages 𝑉𝐷𝐷 = 1.5V, 1.8 V and 2.4 V.
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6.2 Bandgap

bandgap output voltage occurring between the two temperature measurement points at

19 K and 25 K. The same effect appears for all supply voltages in the range from 1.5 V to

2.4 V. In order to assure bandgap operation also for temperatures ≤ 19 K the bias level

has to be kept below 5, adding margin the recommended setting is < 4.
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Figure 6.8: Effect of tuning bias level on bandgap output voltage 𝑉𝐵𝐺 .

Fig. 6.9 shows the bandgap output voltage for various supply voltages. Due to the

previously presented results the CM and bias level are both set to 1. Although the

bandgap can be regarded functional for𝑉𝐷𝐷 = 1.5V, the output voltage exhibits a visible
offset to all the other tested supply voltages 𝑉𝐷𝐷 = 1.8V, 2.0 V and 2.4 V. This can be

interpreted as an indication that the voltage headroom is close to its minimum limit with

an supply voltage of 𝑉𝐷𝐷 = 1.5V. If one considers the previously discussed cryogenic

shift in diode threshold voltage (ref. to Fig. 4.2) to about 1.2 V to 1.3 V, a supply voltage

of 1.5 V allows for a drain-source voltage 𝑉𝐷𝑆 for the transistors M7 and M9 of the

bandgap (ref. to Fig. 4.3) of about 0.2 V to 0.3 V. This𝑉𝐷𝑆 voltage is just about the typical

voltage that is required to operate transistors in saturation region in this technology

node. This explains the difference in the output voltage between 1.5 V and the higher

supply voltages.
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Figure 6.9: Bandgap output voltage 𝑉𝐵𝐺 vs. temperature for different supply voltage

levels.

The corresponding power consumption for each supply voltage level is plotted in Fig. 6.10.

For temperatures ≥ 35 K a correlation between bandgap output voltage 𝑉𝐵𝐺 and the

current drawn is visible. However, this correlations is lessened for 𝑉𝐷𝐷 = 1.8V and not

observable for 𝑉𝐷𝐷 = 2.4V. Another interesting point is the similar power consumption

for 𝑉𝐷𝐷 = 1.5V and 1.8 V at temperatures ≤ 15 K, which is about 220 µW to 300 µW.

In order to characterize the cryogenic properties of the 65 nm CMOS technology used,

a chip with single test devices like transistors, passive elements and also diodes was

designed. This chip enables individual measurement of the diode type embedded inside
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the bandgap. The following diode measurements can be used to investigate some of the

cryogenic effects appearing for the bandgap.
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Figure 6.10: Bandgap power consumption vs. temperature for different supply voltages

𝑉𝐷𝐷 = 1.5V, 1.8 V and 2.4 V.

Fig. 6.11 shows results of I-V sweeps for the diode current 𝐼𝐷 vs. the diode voltage

𝑉𝐷 at cryogenic temperatures in the range of 7.5 K to 120 K, which were measured

by a Keysight B1500A semiconductor device analyzer shown in the top left corner of

Fig. 6.1. Furthermore, the typical range of interest for IC circuitry (bandgap design) is

depicted, which would be from a few nA to ≈100 µA. The same threshold voltage shift

towards higher voltages for lower temperatures is present as measured previously for a

different diode, see Fig. 4.2. The diode shows a classical characteristic at 120 K with one

continuous transition following the expected exponential curve, which can be described

by (4.1). Additionally to the shifted threshold voltage, the slope is steeper at lowered

temperatures as described in section 4.1. However, an additional cryogenic effect is

appearing at 𝑇 � 40 K, which is changing the increase of slope to a rapid flattening

and adds additional kinks to the I-V curve. These kinks remind of the cryogenic kink

effect appearing for older CMOS technology (� 350 µm) transistors, see section 2.4.1 and

Fig. 2.12a. Furthermore, these kinks and the flat slope give an indication to the change in

the bandgap output voltage 𝑉𝐵𝐺 as well as power consumption at ≈ 30 K. The flat I-V

curve at 7.5 K is approaching a similar slope as the diode exhibits at RT. The kinks are

likely to cause unexpected circuit behavior if not considered and future cryogenic device
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models need to include these effects. This holds especially true when designing dedicated

cryogenic bandgaps and circuitry aiming for optimum performance. However, the focus

of this work is not single device characterization and modeling. Further investigation

of this topic is therefore skipped with the remark that parallel research with the aim of

development of comprehensive cryogenic device models is undertaken.
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Figure 6.11: Cryogenic I-V measurements of diode type used in the bandgap.

After discussion of each tuning option and its impact on the overall bandgap perfor-

mance, the most suitable settings for the bandgap operation are summarized in Table 6.2.

Additionally, also the minimum and maximum bandgap settings and supply values are

given, as they have been derived and discussed previously.

Min Max Proposed

𝑉𝐷𝐷 [V] 1.5 2.4 1.8

CM level 1 2 1

Bias current mirror [LSB] 1 4 1

Internal transistor diode bias no

Table 6.2: Summary of bandgap results for operation.

Fig. 6.12 presents RT measurement results of the bandgap. CM and bias level are set

identical to the proposed cryo measurement ones, i.e. the CM level is set to 1 and bias

level is set to 1 LSB. The current mirror bank setting for the output voltage 𝑉𝐵𝐺 (ref. to

Fig. 6.3) is also set to its cryogenic measurement value, i.e. 25 LSB. The nominal supply

voltage for the bandgap is 𝑉𝐷𝐷 = 1.2V and for the best temperature compensation the

tunable resistor bank 𝑅𝑣𝑎𝑟 is set to 500Ω, see Fig. 6.12a. Because the proposed cryogenic

supply voltage is set higher at 1.8 V, the bandgap is also measured at RT with𝑉𝐷𝐷 = 1.8V.
For optimum temperature compensation with𝑉𝐷𝐷 = 1.8V the tuning resistor is switched

high-ohmic, i.e. 𝑅𝑣𝑎𝑟 → ∞Ω, see Fig. 6.12b. Fig. 6.12c and 6.12d are showing the current
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flow and power consumption for both cases. The offset in bandgap output voltage 𝑉𝐵𝐺

between𝑉𝐷𝐷 = 1.2V and 1.8 V is mainly caused by the change of 𝑅𝑣𝑎𝑟 in order to achieve

best temperature compensation for both supply voltages. This effect is discussed in

section 4.1.
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Figure 6.12: Bandgap measurement results in the range from −30 °C to 90 °C.

Table 6.3 summarizes the bandgap measurement results and compares cryogenic and RT

performance. As the bandgap is aimed to be operated at deep cryogenic temperatures

of ≈4 K and research to investigate the physical mechanisms leading to the kink at 35 K

are currently ongoing (ref to Fig.6.11), parameters for the bandgap are calculated in the

range of 7 K to 30 K. The large Δ𝑉𝐵𝐺 at cryogenic temperatures originates from the lack

of possibility to increase 𝑅2, see previous discussions about Fig. 6.5, which is in strong

contradiction to simulation results, due to the absence of valid cryogenic devices models

(ref. to Fig. 4.4 and 4.5b). Future cryogenic bandgaps can be designed with this effect

in mind and are expected to greatly improve on the temperature stability. This work is

the first one to show a bandgap at deep cryogenic temperatures, which is not relying

on bipolar [86, 88], MOS threshold [87, 88] or DTMOS devices [86], but is using P-N

junction diodes for operation to the best of the author’s knowledge.

6.3 Linear Regulator

The LR is planned to be operated in combination with the previously presented bandgap,

see Fig. 4.1. The start-up procedure is described in detail in section 4.2 and the results

of a start-up simulation are shown in Fig. 4.11. Using the proposed bandgap settings

given in Table 6.2, the LR start-up is tested at 7 K. This setup requires the bandgap to be
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Cryo RT

Temp. range 7 K to 30 K −30 °C to +90 °C

𝑉𝐷𝐷 [V] 1.8 1.2 1.8

𝑉𝐵𝐺 [mV] 400.2 369.1 238.5

Δ𝑉𝐵𝐺 [mV] 88.5 20.0 12.9

Δ𝑉𝐵𝐺/ΔK [mV/K] 3.85 0.17 0.11

Δ𝑉𝐵𝐺/ΔK/𝑉𝐵𝐺 · 1 × 106 [ppm/K] 9620 460.6 461.2

Mean current 𝐼𝐷𝐷 [µA] 275.5 250.4 551.2

Mean power 𝑃𝐷𝐷 [µW] 496.1 300.6 992.2

Area [mm2] 0.010

Table 6.3: Summary of bandgap measurement results.

powered by the output of the LR and therefore the supply select switch of the bandgap

is set to the inverted state as for the bandgap only measurement case (ref. to Fig. 4.1).

The input and supply voltage of the LR 𝑉𝐼𝑁 is set to 3 V.

The LR output is stabilized with an off-chip capacitance 𝐶𝑆,𝑜 𝑓 𝑓 = 3.3 µF. The start-up
procedure is measured with a Keysight MSOX4154A oscilloscope. Corresponding data

for the LR output voltage𝑉𝑂𝑈𝑇 is plotted in Fig. 6.13. Compared to the simulated start-up

(ref. to Fig. 4.11), timescales are much larger, which is solely caused by the limited

speed of the digital SPI interface of the chip. First, the LR pull-down transistor M2,

shown in Fig. 4.8, is in disabled configuration. This leads to a random voltage output

and fluctuation until the LR is supplied with a defined reference voltage 𝑉𝑅𝐸𝐹 , which is

generated by the 𝑉𝑅𝐸𝐹 R-string, shown in Fig. 4.7. Thus, the voltage is regulated and

settles to 𝑉𝑂𝑈𝑇 = 1.72V, which is a sufficient supply voltage level to start the bandgap.

After the bandgap is started, the reference voltage 𝑉𝑅𝐸𝐹 is driven by the R-string and the

bandgap simultaneously. This is done in order to avoid an undefined reference voltage

level when switching from the R-string to the bandgap defined reference voltage. At last,

the R-string is disabled and thus 𝑉𝑅𝐸𝐹 is only set by the bandgap reference. Additionally,

the bias current for the LR error amplifier is also switched to the bandgap generated

reference current 𝐼𝑅𝐸𝐹,𝐵𝐺 (ref. to Fig. 4.8). The LR is biased in voltage and current domain

solely by the internal bandgap reference for 𝑡 > 380ms.
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Figure 6.13: LR start-up at 7 K.

83



6 Measurement

After the start-up sequence completed, the output voltage of the LR𝑉𝑂𝑈𝑇 can be controlled

via the 8 bit bandgap reference setting register for the voltage𝑉𝐵𝐺 , which is tuned by the

current mirror bank as shown in Fig. 4.3. The measurement results of a 𝑉𝐵𝐺 sweep are

plotted in Fig. 6.14. A lower limit for the output voltage exists at about 1.27 V, because

the bandgap is supplied by 𝑉𝑂𝑈𝑇 and will stop operating below that voltage, leading to

𝑉𝑂𝑈𝑇 dropping to ≈0.8 V. The LR can only be recovered from that state by performing the

start-up sequence again. Measurement is performed without any external load connected

to𝑉𝑂𝑈𝑇 . However, a significant current flow 𝐼𝐼𝑁 was measured into the 3 V supplied input

pad of the LR, which is additionally plotted in Fig. 6.14. A linear voltage dependence of

𝐼𝐼𝑁 to 𝑉𝑂𝑈𝑇 is visible.
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Figure 6.14: LR output voltage 𝑉𝑂𝑈𝑇 and input current 𝐼𝐼𝑁 depending on bandgap refer-

ence voltage 𝑉𝐵𝐺 setting at 7 K.

In order to locate the cause for this voltage dependent current 𝐼𝐼𝑁 , both the LR and

the bandgap are turned off. By disabling the LR and forcing the pass transistor M1

shut by pulling its gate to ground via M2 (ref. to Fig. 4.8), the nets of 𝑉𝐼𝑁 and 𝑉𝑂𝑈𝑇

can be isolated from each other. Tested nodes are named according to Fig. 4.1. An

external test voltage 𝑉𝑇𝑒𝑠𝑡 is swept on both nets individually, as well as shorted together,

and the corresponding current flow 𝐼𝑇𝑒𝑠𝑡 is measured, see Fig. 6.15. Additionally, the

digital supply voltage 𝑉𝐷𝐼𝐺 is raised from nominal 1.2 V to 1.7 V in order to check for

dependencies to the digital domain. This results in a unchanged current flow 𝐼𝑇𝑒𝑠𝑡 for all

cases, negating any impact of the digital domain. For this test all connected blocks are

always powered down. Connecting or disconnecting the bandgap is also possible via the

supply select switch, which can be set to open for both possible supplies (ref. to Fig. 4.1).

This gives an option to determine if an undesired current flow, even in powered down

state, is occurring inside the bandgap. Measurement results show no indication of such

an undesired current existing, as disconnecting the bandgap supply does not lead to a

noticeable change in 𝐼𝑇𝑒𝑠𝑡 . Thus, the bandgap reference can be ruled out as cause for the

significant current flow seen in Fig. 6.14. Furthermore, the LR with its biasing network

and error amplifier can be excluded as possible origin, because the measured current

flow of ≈3 µA at the 𝑉𝐼𝑁 node is well below the measured current flow 𝐼𝐼𝑁 . If the level
shifters at the interface to the digital domain are the reason for the large current flow of

𝐼𝐼𝑁 , a change in digital supply voltage should lead to an altered current flow. This is not

the case. The good agreement of the test current 𝐼𝑇𝑒𝑠𝑡 at the 𝑉𝑂𝑈𝑇 node compared to 𝐼𝐼𝑁
as well as the output voltage dependency of 𝐼𝐼𝑁 strongly indicate the cause of the large

current flow, as seen in Fig. 6.14, to be originating on the 𝑉𝑂𝑈𝑇 node side of the LR.

The bandgap as current sink is already excluded and also the feedback R-String with

its total resistance of 12 · 7 kΩ = 84 kΩ will not explain a current in the mA range. The
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Figure 6.15: Measured current flow 𝐼𝑇𝑒𝑠𝑡 for applied test voltage 𝑉𝑇𝑒𝑠𝑡 at 7 K.
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linear dependence of the current 𝐼𝐼𝑁 to𝑉𝑂𝑈𝑇 cannot be explained by an ESD diode, e.g. of

a pad, and can be excluded as well. In order to exclude current flows occurring between

both nodes of 𝑉𝐼𝑁 and 𝑉𝑂𝑈𝑇 , those were shorted externally, but revealed no change in

current flow compared to applying𝑉𝑇𝑒𝑠𝑡 to the𝑉𝑂𝑈𝑇 node alone. Thus, currents between

both nodes can also be ruled out as possible cause. Therefore, it is concluded that the

cause for the most part of the current flow seen for 𝐼𝐼𝑁 is most likely into one of the

on-chip circuit blocks (excluding the bandgap) following the LR, which are also powered

by 𝑉𝑂𝑈𝑇 as supply voltage. In the following, the current as measured in Fig. 6.15 for the

𝑉𝑂𝑈𝑇 node is assumed as load current 𝐼𝐿 for the LR.

A transient test of the LR for varying load currents and output voltages has been per-

formed. Results for the output voltage 𝑉𝑂𝑈𝑇 of the LR and the calculated corresponding

load current 𝐼𝐿 are plotted in Fig. 6.16, assuming a correlation of𝑉𝑂𝑈𝑇 and 𝐼𝐿 as described
in the previous paragraph. Load current 𝐼𝐿 is calculated by linear interpolation of the

𝑉𝑂𝑈𝑇 node data (middle graph) shown in Fig. 6.15 for a disconnected bandgap reference

and digital supply𝑉𝐷𝐼𝐺 at nominal 1.2 V. The LR is able to generate output voltages𝑉𝑂𝑈𝑇

in the range of about 1.27 V to 2.05 V and corresponding load currents 𝐼𝐿 of 2.6mA to

16.5mA while being biased solely by the bandgap reference, i.e. reference voltage 𝑉𝑅𝐸𝐹

and bias current 𝐼𝐵𝐼𝐴𝑆 , at a cryogenic temperature of 7 K.
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Figure 6.16: LR measurement of varied load current 𝐼𝐿 and output voltage 𝑉𝑂𝑈𝑇 at 7 K.

6.4 OpAmp and Unity Gain Buffer

For measurement of the Bias-DAC and the auxiliary measurement circuitry, a second

PCB for the cryogenic measurements has been designed, which differs to the prior one

used for the characterization of the LR and bandgap, see Fig. 6.2. The backplate of the

PCB is again manufactured with electroless nickel gold and ground via stitching, in order

to achieve a good thermal anchoring of the sample. Fig. 6.17 depicts the setup with this

PCB and the second IC as DUT. The new PCB is designed with the same dimensions as
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6.4 OpAmp and Unity Gain Buffer

the previous one, in order to fit on the same mechanical copper plate PCB holder. The

prototype chip is named “SQuBiC1”, which is an IC designed for Scalable QUbit Control

research activities at the ZEA-2 institute.

Golden sample plate with
build-in temp. sensor and
sample heater

Thick copper plate as
PCB holder

Custom IC ”SQuBiC1”
as DUT

Figure 6.17: Amplifier measurement setup inside the cryostat.

Looking at the die photograph presented in Fig. 6.18, the three amplifiers are placed

at the top left corner of the chip and take up a total area of 0.032mm2. The current

mirror banks, which set individual bias currents for each OpAmp in the amplifiers, ΣΔ
modulator and window comparator, are all gathered in one place: near the input pad

of the single external fed bias current for better matching properties. This placement

is leading to a distribution of currents rather than voltages over the chip, which is less

susceptible to parasitic effects. Fig. 6.18 also shows all other blocks, which are measured

(with the exception of the I2C) and are presented later in this chapter.

2mm

2mm

Bias-DAC wired
to auxilary circuits
0.135mm2

OpAmps current
mirror banks
0.016mm2

3 amplifier
configurations
0.032mm2

Bias-DAC wired to
pads (for qubit)
0.135mm2

ΣΔ modulator
0.117mm2

Window
comparator
0.016mm2

I2C Interface
0.092mm2

Figure 6.18: Die photograph of prototype chip SQuBiC1.

The open loop gain for the amplifier is measured at RT and at 6 K. Typically, open-loop

gain is measured by usage of an auxiliary OpAmp. This setup is complicated in the

scenario of a cryostat measurement, which requires long cabling or cryogenic OpAmps

with a high gain. Therefore, the OpAmp gain is measured by sweeping the input voltage

of the OpAmp while maintaining a stable reference voltage and deriving the slope of the

output transition from low to high. Themeasured gain of 70 dB is in good accordance with

simulation results (ref. to section 5.5.1) and multiple steps are measured in the OpAmp
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transition, providing a reliable measurement of the transition slope. Measurement results

are plotted in Fig. 6.19. The open-loop gain is then calculated by the slope 𝑆 = Δ𝑉𝑂𝑈𝑇
Δ𝑉𝐼𝑁

and

converted to dB by 𝐴𝑂𝐿 = 20 · log(𝑆).
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Figure 6.19: Measurement of amplifier output voltage 𝑉𝑂𝑈𝑇 and open-loop gain 𝐴𝑂𝐿 for

swept input voltage 𝑉𝐼𝑁 and 𝑉𝑅𝐸𝐹 = 600mV.

The maximum measured gain for RT and 6K is 71.31 dB and 72.34 dB, respectively. The

measured offset voltage shift of about 2 mV is still in the range of process and mismatch

variations. However, when operating the OpAmp in unity gain buffer configuration, a

clipping is apparent for input voltages � 700mV. Corresponding measurement results

are plotted in Fig. 6.20. This behavior is explained by the input CM voltage of the OpAmp

increasing above the threshold voltage of the input PMOS pair M3 and M4 in Fig. 5.16

and by the steep subthreshold slope at cryogenic temperatures, which is rendering an

operation in moderate or weak inversion unfeasible. A supply voltage increase by Δ𝑉𝐷𝐷

shifts the point of clipping voltage level by the same upwards. Thus, a supply voltage

increase of Δ𝑉𝐷𝐷 enables OpAmp functionality in the desired voltage range of 0 V to

1.2 V. This is validated by a measurement, which is also plotted in Fig. 6.20. A functional

operation of the OpAmp in the input voltage range of 0 V to 1.2 V is guaranteed if the

supply voltage is increased by 500mV to 1.7 V.
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Figure 6.20: Unity gain buffer output clipping to 𝑉𝐷𝐷 for input CM > 0.7V at 6 K.

88



6.4 OpAmp and Unity Gain Buffer

The measured UGB, which is defined as the frequency with a unity gain 𝐴𝑈𝑛𝑖𝑡𝑦 reduction

of −3 dB, is plotted in Fig. 6.21. Measurements are done by applying a 100mV peak-to-

peak sinusoidal voltage with a swept input frequency 𝑓𝐼𝑁 . The DC input level is set to

500mV. Reference current input is set to nominal 25 µA and the current mirror bank

is programmed to output 10 µA bias current for the OpAmp, which is the nominal bias

current for the OpAmp design. In order to force the same external reference current

flow into the diode connected MOSFET of the current mirror bank, the required voltage

shifted from 650mV at RT up to 800mV at 6 K. This effect is matching the expected

threshold voltage increase.

If the nominal supply voltage 𝑉𝐷𝐷 = 1.2V is applied, a slight degradation in UGB from

RT to 6 K of about 375 kHz−410 kHz = −35 kHz is noticeable. However, a supply voltage
increase is yielding to an overcompensation effect at 6 K of 525 kHz−375 kHz = +150 kHz
compared to RT, which only increases by 460 kHz−410 kHz = +50 kHz at𝑉𝐷𝐷 = 1.7V. On
the one hand, this indicates the potential gain in performance at cryogenic temperatures

due to the higher carrier mobility, see section 2.4.1. On the other hand, in order to revert

the initial performance loss of −35 kHz to a performance gain of 525 kHz − 460 kHz =
+65 kHz a higher supply voltage is required in order to compensate for the threshold

voltage increase at cryogenic temperatures. The UGB is low due to large capacitive load

of the long cabling to and inside the cryostat. No oscillation for the OpAmp is detected

in any measurement and is also indicated by the flat 𝐴𝑈𝑛𝑖𝑡𝑦 curve. The curve does not

cross above 0 dB before the UGB is reached and 𝐴𝑈𝑛𝑖𝑡𝑦 starts to decrease.
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Figure 6.21: UGB measured for 𝑉𝐷𝐷 = 1.2V and 𝑉𝐷𝐷 = 1.7V at 6 K and at RT.

As pad number limitations do not allow for a separate OpAmp supply connection, it is not

possible to measure the individual OpAmp power consumption directly. Fig. 6.22 shows

the total supply net power consumption for each bias current setting of the current mirror

bank for the amplifier under test. This also includes power consumption of multiple

other blocks, which are tied to the same supply net and draw additional power. Fig. 6.22a

shows the supply net power consumption for 𝑉𝐷𝐷 = 1.2V. A decrease of power at 6 K
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compared to RT is visible, which can be explained by a decrease in leakage currents and

circuits being operated with less voltage headroom due to an increased threshold voltage.

The increase in power consumption for consecutive bias current settings is reduced

at 6 K at 𝑉𝐷𝐷 = 1.2V, which can also be reasoned by the reduced voltage headroom.

However, by giving the circuitry enough headroom to operate as desired even with

an increased threshold voltage, i.e. by raising the supply voltage to 𝑉𝐷𝐷 = 1.7V, the
power consumption and the increase for each bias setting step at 6 K is leveling again

with the RT one. The difference in power consumption increase for bigger 𝐼𝐵𝑖𝑎𝑠 settings
indicates again a correlation to reduced voltage headroom at cryogenic temperatures.

A deterioration of transistor mismatch, as described in section 2.4.1, imposes less of an

issue for the OpAmp biasing.
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(a) Supply power for 𝑉𝐷𝐷 = 1.2V.
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(b) Supply power for 𝑉𝐷𝐷 = 1.7V.

Figure 6.22: Measured power consumption for the complete supply net connected to the

amplifier under test.

From the changes in the power consumption at different bias current settings, the power

consumption of the individual amplifier block, i.e. one OpAmp, can be deducted. One

assumption to be made here is the power consumption of the unity gain buffer for its

always-on bias current of 2 µA, which is present for 𝐼𝐵𝑖𝑎𝑠 setting = 0. Each bias level

increase results in a 2 µA larger bias current, thus it is assumed that the first always-

on current power consumption can be approximated by the mean value of all power

jumps. The calculated power consumption at the highest biasing setting, alongside other

characteristics, of the unity gain buffer is given in Table 6.4.

6 K ≈300 K
𝑉𝐷𝐷 [V] 1.2 1.7 1.2 1.7

Power [µW] 71 325 233 387

𝐴𝑂𝐿 [dB] ≈ 71 ≈ 72

UGB [kHz] 375 525 410 460

Max. output voltage [V] 0.7 1.2 1.2 1.7

Area [mm2] 0.005

Table 6.4: Summary of unity gain buffer measurement results.
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6.5 ΣΔ Modulator

6.5 ΣΔ Modulator

The second part of the auxiliary measurement is the ΣΔ modulator, which includes the

window comparator (WC). Measurement results of the WC are given in section 6.5.1.

Fig. 6.23 shows the unfiltered ΣΔ modulator output spectrum for second and third-order

modulation at cryogenic temperatures of 6 K. Because the ΣΔmodulator integrator stages

and comparators are build with the same OpAmp as is used for the unity gain buffer,

the supply voltage is increased for all of the following measurements to 1.7 V in order

to mitigate cryogenic effects (ref. to Fig. 6.20). The input signal is a 110Hz sinusoidal

voltage with an amplitude of 500mV and a DC offset of +600mV, which is generated

by a Keysight 33600A waveform generator. The input voltage noise is measured with

a Keysight signal source analyzer E5052B (SSA). The typical noise shaping behavior is

visible for all plotted spectrums.
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(b) Zoom-in of Fig. 6.23a.
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(c) 2nd-order ΣΔ modulator spectrum.
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(d) Zoom-in of Fig. 6.23c.
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(e) 3rd-order ΣΔ modulator spectrum.
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(f) Zoom-in of Fig. 6.23e.

Figure 6.23: Spectrum of input voltage and unfiltered ΣΔ modulator output at 6 K.
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Comparing these cryogenic measurement results to RT results, which are plotted in

Fig. 6.24, a better noise performance at 6 K becomes apparent, especially around the

signal frequency of 110Hz.
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(a) 2nd-order ΣΔ modulator spectrum.
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(b) Zoom-in of Fig. 6.24a.

Figure 6.24: Unfiltered ΣΔ modulator output spectrum at RT.

The ΣΔ modulator has been designed to measure the DC output level of the Bias-DAC

and provides on-chip digital-to-analog conversion. The modulator output bitstream

is digitally filtered at RT, by averaging all bitstream values over the period of 5 s and

multiplying with the supply voltage value. A sweep of the input voltage 𝑉𝐼𝑁,ΣΔ shows

stable operation for the whole desired input range with the exception of voltages � 50mV,

which is due to OpAmp limitations, see Fig. 6.20. This issue can be circumvented by

starting the Bias-DAC output voltage at 50mV instead of 0 V and is a valid approach for

the Bias-DAC measurement. This approach will be discussed later in section 6.6 for the

Bias-DAC measurement via the on-chip unity gain buffer. Results of the input voltage

sweep of the ΣΔ modulator are plotted in Fig. 6.25
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Figure 6.25: DC input voltage sweep 𝑉𝐼𝑁,ΣΔ measured via ΣΔ modulator at 6 K.

A zoom into Fig. 6.25 is given in Fig. 6.26. The input voltage 𝑉𝐼𝑁,ΣΔ source (Keysight

N6761A precision autoranging power module) is programmed to output equal steps of

100 µV, which appears to be close to the limit of the device in terms of accuracy as some

voltage steps are visibly larger or smaller. A 50 µV step of 𝑉𝐼𝑁,ΣΔ is marked in Fig. 6.26,

which is still detectable via the ΣΔ modulator at RT and cryogenic temperatures of 6 K.

Some signals are shifted by +x mV x ∈ {0, 5, 12} numerically in order to fit all curves into

the same plot. The added numerical shift is about equal to the offset between the curves.

Thus, the ΣΔ modulator exhibits an offset of 12mV at RT which reduces to 5mV at 6 K.

However, constant offsets can be easily subtracted and pose no issue to the performance

of the ΣΔ modulator.
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Figure 6.26: Zoom-in on measurements of Fig. 6.25 at 6 K. Signals are shifted by +x mV

x ∈ {0, 5, 12} to fit inside the plot.

Power consumption is in the range of about 1mW. This measurement results show that

a ΣΔ modulator, which is to be operated at deep croygenic temperatures, is a promising

candidate for later Bias-DAC calibration, which is discussed in more detail in chapter 7.

6.5.1 Window Comparator

Thewindow comparator is verified to be functional at 6 K. The external reference voltages

𝑉𝑊𝐶,1 and𝑉𝑊𝐶,2 were set to 620mV and 600mV, respectively. The changing input voltage

𝑉𝐼𝑁 is crossing both voltages, as is shown in Fig. 6.27. After the measurement finished, all

4 on-chip counters are read-out via the I2C interface, see Table 6.5. The correct number

of crossing for each window limit and the corresponding crossing direction has been

counted. This allows to check if the ΣΔ modulator input voltage is drifting while an

analog-to-digital conversion is taking place, even at deep cryogenic temperatures.
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Figure 6.27: Window comparator functional at 6 K.

No. of detected

upwards crossings

No. of detected

downwards crossings

Counter WC,1 3 2

Counter WC,2 2 1

Table 6.5: Read counter values after measurement (Fig 6.27).
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6.6 Bias-DAC

The Bias-DAC is the one block in this work that is designed to be operated at the lowest

temperature stage of a dilution refrigerator alongside and simultaneously with a qubit.

Therefore, the Bias-DAC is required to strictly abide by the power limit of < 1mW in

order to avoid disturbance of the qubit operation. Other blocks are not so tightly bound

to the power limit, because they are planned to be either placed on a higher temperature

stage (LR and bandgap) or are only used for verification use cases (amplifier and ΣΔ
modulator). At best, the Bias-DAC power consumption is kept below 400 µW, which is

the typical cooling power of contemporary commercially available dilution refrigerators

at 100mK [125].

For noisemeasurements the exact voltage amplitude of the refresh ripple is to bemeasured

(ref. to Fig. 3.4). Due to an unknown load, it is not valid to measure the noise power and

calculate the corresponding voltage from that result. In order to drive the 50Ω impedance

of the measurement equipment a commercially available cryogenic buffer amplifier is

placed inside the cryostat, i.e. a Stahl-Electronics Cryogenic CMOS Buffer Amplifier BUF

0.12 [126]. Fig. 6.28 shows the setup inside the cryostat with the already known PCB

(ref. to Fig. 6.4) alongside the BUF 0.12. The BUF 0.12 will become relevant later in this

section.

Custom IC ”SQuBiC1”
as DUT

Stahl-Electronics Cryogenic
CMOS Buffer Amplifier
BUF 0.12

Figure 6.28: Bias-DAC measurement setup inside cryostat.

The Bias-DAC is verified by usage of the on-chip unity gain buffer amplifier, see section 6.4.

The BUF 0.12 is not used in this measurement. The input word 𝑍𝐼𝑁 (ref. to Fig. 5.8) is

here described by the removal of the 3 MSBs, which select the𝑉𝑅𝐸𝐹,𝑈 level, as those are all

always equal to the next lesser 3 bit, which select the𝑉𝑅𝐸𝐹,𝐿 level. This leads to a constant

reference voltage difference of Δ𝑉𝑅𝐸𝐹 = 125mV (ref. to Fig. 5.7). Results are plotted in

Fig. 6.29. The measurement is limited by the finite output voltage range of the unity gain

buffer for voltages < 30mV (ref. to Fig. 6.20). In section 5.3 the voltage jumps 𝑉𝑗𝑢𝑚𝑝 (ref

to Fig. 5.9) induced by the voltage coarse tuning in the presence of parasitic capacitance

have been discussed. 𝑉𝑗𝑢𝑚𝑝 is visible in Fig. 6.29 at all points where the 125mV reference

voltage coarse tuning is changing and is about 𝑉𝑗𝑢𝑚𝑝 ≈ 7mV.
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Figure 6.29: Bias-DAC measured via on-chip unity gain buffer at 6 K.

A zoomed plot of a coarse tuning switch is given in Fig. 6.30. The usage of a mitigation

technique is verified by measurement, i.e. adding intermediate steps between two coarse

tuning regions, which is presented in Fig. 5.11. Upon closer inspection, also the doubled

step size for the intermediate steps range are noticeable. The calibration algorithm

is described in section 5.3 and depicted in Fig. 5.11. Once the calibration is finished,

the according start and end values of each intermediate step ranges are saved in an

off-chip lookup table. This lookup table is implemented in such a way that the additional

intermediate steps from the calibration are added to the original 𝑍𝐼𝑁 = 213 = 8192 in a

continues matter.
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Figure 6.30: Introduction of intermediate steps between two coarse tuning regions by

operating the Bias-DAC with a doubled reference voltage difference Δ𝑉𝑅𝐸𝐹 =
250mV at 6 K.

The lookup table for 𝑍𝐼𝑁 with intermediate steps is visualized in Fig. 6.31 and shows

the corresponding bits which are programmed into SQuBiC1, i.e. 3 bit for 𝑉𝑅𝐸𝐹𝑈 , 3 bit for

𝑉𝑅𝐸𝐹𝐿 and 10 bit for the charge-redistribution DAC. 𝑍𝐼𝑁 is increased continuously, but for

the intermediate steps range the Bias-DAC configuration bits are repeated twice. This is

done in order to correct the DAC slope in the intermediate steps range, which is due to

the doubled step size of the intermediate steps.

95



6 Measurement

1022

VREF,U
3 bit

VREF,L
3 bit

Charge-
redistribution

10 bit
1023 502 531502 531 0 1503 503 530 530

4094 4095 4096 41544097 4155 4156 41574098 4099 4152 4153ZIN

3 (375 mV) 4 (500 mV)3 (375 mV)

3 (500 mV) 4 (625 mV)4 (625 mV)

Intermediate steps range

Figure 6.31: Added intermediate steps in lookup table.

With the intermediate steps added for all coarse tuning transitions, all voltage jumps

𝑉𝑗𝑢𝑚𝑝𝑠 can be removed, see Fig. 6.32. Also the maximum number of 𝑍𝐼𝑁 increased from

8191 to 8618, because of the added intermediate steps.
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Figure 6.32: All 𝑉𝑗𝑢𝑚𝑝 occurrences removed by addition of intermediate steps between

coarse tuning transitions at 6 K.

The limited OpAmp output range can be circumvented by raising all reference voltages

of the Bias-DAC by 50mV, see Fig. 6.33. This allows for a measurement of the differential

non-linearity (DNL) of the Bias-DAC, because the whole DAC output range can be

measured. The Bias-DAC output and its corresponding DNL is measured at 6 K and RT.

The RT DNL is comparable or slightly worse than at 6 K. The difference between RT

and cryogenic Bias-DAC output for voltages � 0.8V is attributed to the Bias-DAC as the

unity gain buffer transfer characteristic is well behaved at cryogenic temperatures and at

RT, see Fig. 6.33. A change in the resistivity of the MOSFET switches due to temperature

difference is a possible explanation for this behavior.

For measurement of the voltage ripple of the Bias-DAC (ref. to Fig. 3.4), the need for

a cryogenic buffer amplifier (ref. to Fig. 6.28), which is able to drive the 50Ω input of

measurement equipment is indicated at the beginning of this section 6.6. Table 6.6 sum-

marizes the most important characteristics of the used BUF 0.12 device. One important

characteristic is the output impedance of the BUF 0.12 being 150Ω instead of the typical

50Ω used for measurement equipment. Thus, a voltage division by 4 is expected when

using the BUF 0.12 to drive the SSA AC coupled baseband noise input port, which is used

to measure the Bias-DAC ripple in the frequency range of 10Hz to 100MHz.
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Figure 6.33: Bias-DAC DNL (output via unity gain buffer) at 6 K. Legend applies to both

graphs.

Min Max

Temp 4.2 K 300 K

Power 29mW

Freq. DC 120 kHz

Freq. 6 dB roll-off 10MHz

Offset typ. ±200 µV ±500 µV

Input impedance > 100MΩ

Input capacitance 12 pF

Input noise 10 nV/
√
Hz

Output impedance 150Ω

Table 6.6: Characteristics of Stahl-Electronics Cryogenic CMOS Buffer Amplifier BUF 0.12

[126].

The division-by-4 factor is checked by applying a 50 kHz square wave to the input of the

BUF 0.12 and measuring its output voltage𝑉𝑂𝑈𝑇 by a Keysight MSOX4154A oscilloscope.

The input resistance 𝑅𝐼𝑁,𝑂𝑆𝐶 of the oscilloscope is switched between 1MΩ and 50Ω.

Results are shown in Fig. 6.34. The expected division by 4 is visible by comparing the

amplitudes for the two 𝑅𝐼𝑁,𝑂𝑆𝐶 values. The amplitude is reduced from 602mV to 150mV.

Moreover, the upper and lower voltage of the square wave decrease from 902mV to

225mV and from 300mV to 75mV, respectively. This verifies the effect of the voltage

divider as it is expected from the BUF 0.12 data sheet.

Considering the previously discussed voltage divider between the BUF 0.12 output and

the 50Ω SSA input, the Bias-DAC ripple is measured and results are presented in the
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(a) 𝑅𝐼𝑁 ,𝑂𝑆𝐶 = 1MΩ.
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(b) 𝑅𝐼𝑁 ,𝑂𝑆𝐶 = 50Ω.

Figure 6.34: Measured effect of BUF 0.12 150Ω output impedance.

following part. Directly connecting the Bias-DAC output to the BUF 0.12 is not possible,

because the Bias-DAC is designed to counteract leakage currents of pA. Thus, the Bias-

DAC cannot drive the BUF 0.12 input resistance reliable. Therefore, a chain of two buffer

amplifier is required to gradually increase the driving capability to the the required 50Ω

of the SSA. Fig. 6.35 depicts this measurement setup and indicates the corresponding

maximum output current range below each block. Starting from the Bias-DAC, which is

designed to drive pA, the signal is applied to the on-chip unity gain buffer, increasing

the driving capability to the range of µA. Sequentially, the on-chip buffer is driving the

input of the BUF 0.12 buffer, which is able to source the signal into the SSA.

DAC

SQuBiC1 On-chip 
bu er

CMOS bu er 
BUF 0.12

Cryostat 6 K

Keysight
E5052B Signal 

Source Analyzer

50 pA μA mA
RT

Figure 6.35: Buffer chain enabling Bias-DAC measurement into 50Ω port.

In order to account for the voltage divider, the measured voltage noise spectral density

𝑣𝑛 must be multiplied by a factor 4 for all signals passing the BUF 0.12 device. Results

are plotted in Fig. 6.36. Naturally, the noise power increases for each added buffer stage.

The roll-off is happening for the on-chip buffer at ≈2MHz.
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Figure 6.36: Noise measurement of buffer chain at 6 K.

98



6.6 Bias-DAC

For all following results of Bias-DAC measurements, all eight output channels are oper-

ating simultaneously and set to random voltage levels across the DAC range, although

only one DAC channel is being measured. The voltage levels are unchanged while a

measurement is running, because this is according to the use case of generating constant

bias voltages for the qubit. The Bias-DAC performance operating at a high channel

refresh rate 𝑓𝑅 = 765 kHz, see (3.6), is measured via the BC and is plotted in Fig. 6.37. The

lower frequency noise < 3 kHz is dominated by the BC noise. The reference voltage𝑉𝑅𝐸𝐹

noise is suppressed at higher frequencies by the 220 nF capacitance placed on the PCB

for each supply and reference voltage. The refresh spur of 𝑓𝑅 is visible in the spectrum

and is marked.
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Figure 6.37: Noise spectral density of Bias-DAC with 𝑓𝑅 = 765 kHz at 6 K.

In order to find the optimum refresh frequency 𝑓𝑅 in terms of noise and power, the voltage

noise spectral density 𝑣𝑛 is squared and integrated over the whole measured frequency

range of 10Hz to 100MHz. The root mean square voltage 𝑣𝑅𝑀𝑆 is calculated by taking

the square root of the integral:

𝑣𝑅𝑀𝑆 =

√∫ 100MHz

10Hz

𝑣2𝑛 (𝑓 ) d𝑓 (6.1)

This is done for the charge-redistribution DAC being set to its LSB value 𝑍𝐶𝑅 = 1, its

MSB value 𝑍𝐶𝑅 = 512 and a random value 𝑍𝐶𝑅 = 928, in order to check for dependencies

to the input word. However, all three DAC input words behave similar and show only

negligible differences.
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Figure 6.38: Total integrated noise of whole spectrum from 10Hz to 100MHz depending

on refresh frequency 𝑓𝑅 .

The total power consumption of the Bias-DAC including clock buffer is presented in

Fig. 6.39. The power at the optimum noise point is about 26 µW and reduces to ≈8 µW
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6 Measurement

at 𝑓𝑅 = 39Hz, but this comes at the cost of an increased noise level. As a total power

consumption of 26 µW is already well below the power limit of 400 µW, which is the

cooling budget of a contemporary commercially available cryostat at 100mK, we pro-

pose operating the Bias-DAC in the optimum noise point. This also fulfills the power

requirements as they have been concluded from discussions with the qubit research

group of Prof. Bluhm at RWTH Aachen University, which set a power limit of < 1mW

(ref. to Table 3.1). The optimum noise point in Fig. 6.39 is found to be at 𝑓𝑅 = 3.9 kHz.
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Figure 6.39: Total Bias-DAC power consumption depending on refresh frequency 𝑓𝑅 .

The Bias-DAC voltage noise spectral density at the optimum noise point 𝑓𝑅 = 3.9 kHz
is plotted alongside one reference voltage 𝑉𝑅𝐸𝐹 in Fig. 6.40. The channel refresh spur is

visible at 𝑓𝑅 = 3.9 kHz, spurs at frequencies > 7.8 kHz are considered harmonics of the

refresh spur.
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Figure 6.40: Noise measurement of Bias-DAC with 𝑓𝑅 = 3.9 kHz at 6 K.

In order to understand which noise is contributing the most to 𝑣𝑅𝑀𝑆 , the voltage noise

spectral density 𝑣𝑛 is integrated between 𝑓𝑚𝑖𝑛 and 𝑓𝑚𝑎𝑥 :

𝑣𝑅𝑀𝑆,𝑓𝑚𝑎𝑥 =

√∫ 𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛

𝑣2𝑛 (𝑓 ) d𝑓 (6.2)

Setting the lower frequency limit to 𝑓𝑚𝑖𝑛 = 10Hz, 𝑣𝑅𝑀𝑆,𝑓𝑚𝑎𝑥 can be plotted depending

on 𝑓𝑚𝑎𝑥 , see Fig. 6.41. Because the noise above 10MHz is far off the refresh spur and its

harmonics, 𝑓𝑚𝑎𝑥 is swept from 𝑓𝑚𝑖𝑛 to 10MHz. Furthermore, measurements results of the

BC bandwidth reveal a roll-off at ≈2MHz (ref. to Fig. 6.36).

Fig. 6.41 shows a significant impact of the 50Hz power grid spur and its harmonics to

the overall noise 𝑣𝑅𝑀𝑆 . Furthermore, a spur at 1 kHz is present for both the Bias-DAC

and the reference voltage. Therefore, a reasonable lower frequency limit for the region
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Figure 6.41: Cumulative summed noise of Bias-DAC with 𝑓𝑅 = 3.9 kHz at 6 K.

of interest is set to 2 kHz. For higher frequencies the 220 nF capacitance on the PCB

removes the reference voltage noise and has little impact to the Bias-DAC noise. Thus, an

upper frequency limit to the region of interest is set to 120 kHz, which is also the upper

frequency limit for the BUF 0.12 (ref. to Table 6.6). 𝑣𝑅𝑀𝑆,𝑓𝑚𝑎𝑥 in the region of interest can

be calculated from 𝑣𝑛 by setting 𝑓𝑚𝑖𝑛 = 2 kHz, which is presented in Fig. 6.42.
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Figure 6.42: Cumulative summed noise of Bias-DAC with 𝑓𝑅 = 3.9 kHz and 𝑓𝑚𝑖𝑛 = 2 kHz

at 6 K.

The total integrated noise 𝑣𝑅𝑀𝑆,𝑓𝑚𝑎𝑥 for the reference voltage and Bias-DAC at 𝑓𝑚𝑎𝑥 =
120 kHz is 77 µV and 444 µV, respectively. Assuming the reference voltage noise is also

present in the Bias-DAC output voltage and the Bias-DAC noise is added as uncorrelated

noise, the Bias-DAC adds a total noise of

𝑣𝑅𝑀𝑆,𝐷𝐴𝐶 =
√
(444 µV)2 − (77 µV)2 = 437 µV (6.3)

The assumption of uncorrelated noise is valid, because the Bias-DAC noise is dominated

by the refresh ripple (ref. to Fig. 3.4) and its corresponding harmonics, which are inde-

pendent of any reference voltage noise. Further experiments will show the impact of

the Bias-DAC generated noise to qubit fidelity rates. Effort is currently undertaken to

perform such an experiment and an outlook to this is given in chapter 7. However, even

with diminished qubit fidelity rates a locally generated qubit biasing is valuable in order

to pave the way for future scalable control electronics.

The Bias-DAC is verified working at the lowered refresh frequency 𝑓𝑅 = 3.9 kHz by
measuring its output voltage 𝑉𝑆 over the complete range of 𝑍𝐼𝑁 . The Bias-DAC can

be measured directly without the need for any buffer by setting the Keysight 34470A

digital multimeter to a high-z input resistance of > 10GΩ. Fig. 6.43 shows the results
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of this measurement. The Bias-DAC behaves well over the whole output range, see

Fig. 6.43a. Upon closer inspection of the output voltage, some single non-monotonic

steps are noticeable. However, as the Bias-DAC is for the vast majority monotonic and

non-monotonic steps are singular, no downside for the qubit operation will arise as they

are detectable when fine-tuning the quantum dot of GaAs qubits. This has been reviewed

and checked together with the qubit research group of Prof. Bluhm at RWTH Aachen

University.
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(a) Bias-DAC output.
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(b) Zoom-in of Bias-DAC output.

Figure 6.43: Bias-DAC output voltage 𝑉𝑆 over whole range for refresh frequency 𝑓𝑅 =
3.9 kHz at 6 K.

The corresponding DNL and integral non-linearity (INL) to Fig. 6.43 is given in Fig. 6.44.

The y-axis range of the DNL plot can be halved from ±8 to ±4 LSB compared to previous

DNL plot, which has been measured via the unity gain buffer (ref. to Fig. 6.33). This

implies a non-negligible influence of the unity gain buffer to the Bias-DACmeasurements.

The intermediate steps range is now visible in the DNL plot due to its doubling of step

size. The INL is dominated by the effect of coarse tuning ranges, which is arising due to

offsets in the external reference voltages. The reference voltages are generated on a RT

PCB by various commercially available low drop-out (LDO) voltage regulators (Texas

Instruments TPS7A91) and their output voltages are defined by discrete components, i.e.

resistors with different resistivity. These resistors are subject to mismatch and thus a

reference voltage that should ideally be e.g. 500mV is measured to 497.1mV. This effect

can be mitigated by tuning the reference voltages to their correct value if this is required

for qubit operation.

The Bias-DAC power consumption at cryogenic temperatures is given in Table 6.7. 99.5 %

of the Bias-DAC power is dissipated in digital circuitry and scales well with CMOS

technology node. Moreover, the structure of the Bias-DAC was planned to be scalable at

system level and digital control and timing signals are only generated once and can be

distributed to multiple Bias-DACs (ref. to Fig. 3.8).

The DAC is compared with other cryogenic DACs in Table 6.8 and is filling the gap of an

ultra-low power multi-channel DAC operating at cryogenic temperatures down to 6 K

and will be tested in the lowest temperature stage of a dilution refrigerator, see section 7.

This DAC enables a scalable solution for qubit biasing with an output voltage range of

1 V, consuming about 2.7 µW per channel. A larger output voltage range can be realized

when all MOSFETs in the design are replaced with IO type MOSFETs, which will only

require a minor design change. A total chip power consumption of well below 400 µW
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Figure 6.44: Bias-DAC DNL and INL for refresh frequency 𝑓𝑅 = 3.9 kHz at 6 K.

Block Power

consumption

Charge-redistribution DAC & multiplexed

output channel (ref. to Fig. 5.14)

77 nW

DAC reference voltages, all 8 summed

(ref. to Fig. 5.14)

3 nW

DAC digital logic, memory & control

(ref. to Fig. 5.14)

21 µW

Bias-DAC total 21.1 µW (2.63 µW

per channel)

Clock buffer 4.3 µW

Total 25.4 µW (3.18 µW

per channel)

Table 6.7: Bias-DAC power consumption for 𝑓𝑅 = 3.9 kHz at 6 K. Adopted from [97].

(including I2C, and other non-active blocks on the chip) allows for placement of the

Bias-DAC inside the mixing-chamber of a dilution refrigerator and directly bondwire

to the qubit chip, thus bringing the bias voltage generation to the same temperature

level.
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[94] [95] [96] this work

Technol-

ogy

0.5 µm

SiGe

BiCMOS

0.5 µm

SiGe

BiCMOS

0.5 µm SOS

BiCMOS

65 nm

CMOS

Tempera-

ture

93.15 K 93.15 K 4.2 K 6K

Type Current

steering

Current

steering

Current

steering

Charge-

redistribution

Resolution 12 bit 8 bit 10 bit 13 bit

Channel 1 1 1 8

Power 39.6mW 3mW 32.18mW 21.1 µW

Supply 3.3 V 3.3 V 3V 1.2 V &

2.5 V

Area 6.3mm2 0.25mm2 1.1mm2 0.14mm2

Table 6.8: Comparison of cryogenic DACs. Adopted from [97].
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Chapter7
Discussion and Outlook

Due to the ultra-low power consumption of < 3 µW per channel (ref. to Table 6.7), the

SQuBiC1 IC can be placed at the lowest temperature stage of a dilution refrigerator. The

Bias-DAC would provide locally generated bias voltages to the qubit in order to form

the potential well and tune the qubit, as described in section 2.3.3.1. Preparations for

such an experiment are currently ongoing and Fig. 7.1 shows the SQuBiC1 IC on the

same interposer and wired to a qubit sample. The PCB is mounted to the mK sample

holder of a dilution refrigerator and can be placed at the mK stage, see Fig. 3.1. Results of

those experiments will show if the heavy filtering as it is currently applied to the biasing

voltages of a qubit (ref. to Fig. 3.9), is reducing the output noise of the Bias-DAC enough

to achieve good qubit fidelity rates. However, even for an increased noise level local

qubit biasing could be demonstrated with a deteriorated gate fidelity.

Qubit sample

Interposer

Dilution refrigerator
sample holder

SQuBiC1 IC

Figure 7.1: SQuBiC1 mounted on interposer and wired to a qubit.

Measurement results of the Bias-DAC revealed some singular non-monotonic steps in

the DAC transfer characteristic (ref. to Fig. 6.43). Calibration is required in order to

mitigate voltage jumps 𝑉𝑗𝑢𝑚𝑝 caused by voltage coarse tuning (ref. to Fig. 6.30). 99.5 %

of the Bias-DAC power is being consumed in digital circuitry (ref. to Table 6.7). By

incorporating on-chip digital assistance circuitry for calibration and moving towards a

more advanced CMOS technology node, e.g. 22 nm FDSOI, all of the previously stated

issues can be improved upon. Making it a natural choice for the next iteration of a

Bias-DAC design. Additionally, the digital-assistance circuitry itself will also benefit

from the implementation in an advanced CMOS technology. The general setup for

calibration by digital-assistance is shown in Fig. 7.2. Although this is already included in
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7 Discussion and Outlook

this work by calibration of the Bias-DAC with intermediate steps, which are stored in an

off-chip look-up table (ref. to Fig. 6.31), current effort is undertaken to evaluate what

the trade-offs of integrating more blocks into the IC are. This includes improvements

or alternatives to the presented ΣΔ modulator as part of the analog-to-digital converter

(ADC). First simulations of a multi-step binary-weighted capacitive digital-to-analog

converter (MBDAC) with a subradix architecture and ordered element matching are

showing promising results and implementation work is ongoing.

ZIN

Calibration

DAC

A
D
C

Digital
Preprocessing VS

Figure 7.2: Using digital assistance circuitry to improve Bias-DAC performance.

The implemented bandgap could not be tuned into a good temperature compensated

state of operation, due to the lack of tuning options. This behavior is contradicting all

previous simulation results due to missing valid cryogenic device models. Future designs

will include this option and are going to rely on better cryogenic device models, which

are currently being developed in parallel conducted research.

Although operation of a linear regulator (LR) at cryogenic temperatures of 7 K with

self-biasing via the bandgap (ref. to Fig. 4.1 and Fig. 6.16) has been proven, the undesired

current flow seen for the LR output is rendering in-depth measurement and evaluation

difficult. Therefore, an improved bandgap and LR design is being implemented at the

moment, which is making use of the experience gained from this work.
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Chapter8
Summary

In this work the modeling, implementation and measurement of an ultra-low power

digital-to-analog converter for qubit biasing (Bias-DAC), a bandgap reference, a linear

regulator, an operational amplifier configured as unity gain buffer and an analog-to-

digital ΣΔ modulator in a TSMC 65 nm technology operating at cryogenic temperatures

from 6K to 7K are presented.

All circuit blocks are verified functional at these cryogenic temperatures. The bandgap

reference is able to generate a tunable reference voltage and current at temperatures

down to 7 K. This is the first demonstration of a PN-junction diode being used inside

a cryogenic bandgap reference at such low temperatures, to the best of the author’s

knowledge. The bandgap reference is used to bias a linear regulator in voltage and

current domain. The linear regulator itself is able to generate output voltages in the

range from 1.3 V to 2V from a 3V supply and is able to drive a current of up to 16mA at

7 K. This is a crucial building block for future cryogenic supply and reference voltage

regulation inside of a dilution refrigerator.

The unity gain buffer and ΣΔ modulator are designed to enable measurement of the

Bias-DAC. The unity gain buffer required an increase of supply voltage in order to operate

over the full input range of 1 V, due to cryogenic effects arising at the measurement

temperature of 6 K. Afterwards, the unity gain buffer is successfully used as element of a

cryogenic buffer chain and enabled noise measurements of the Bias-DAC at cryogenic

temperatures of 6 K. The ΣΔ modulator was also verified operational at 6 K and proposes

a means of cryogenic on-chip analog-to-digital conversion. Future on-chip calibration of

the Bias-DAC can make use of this modulator as part of a required ADC.

Focus of this work is the Bias-DAC, designed to operate simultaneously with a qubit and

generate up to eight individually programmable biasing voltages within a 1V output

voltage range. Special emphasis is placed on systematic scalability of the Bias-DAC in

order to bias an increasing number of qubits. An ultra-low power consumption of < 3 µW

per channel is achieved and allows for placement at the lowest temperature stage of

a dilution refrigerator in close proximity to the qubit at 100mK. The proposed coarse

tuning of reference voltages lowered the power consumption and increased the DAC

resolution from 10 bit to 13 bit. A mitigation technique is implemented to avoid arising

voltage jumps in the DAC transfer characteristic, i.e. adding intermediate DAC steps.

This was verified by measurement at a cryogenic temperature of 6 K.

The Bias-DAC constitutes a scalable solution to locally bias an increasing number of

qubits, while staying within the power budget of a dilution refrigerator, i.e. < 1mW.
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