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Abstract 27 

Porosity changes due to mineral dissolution-precipitation reactions in porous media and the 28 

resulting impact on transport parameters influence the evolution of natural geological 29 

environments or engineered underground barrier systems. In the absence of long-term 30 

experimental studies, reactive transport codes are used to evaluate the long-term evolution of 31 

engineered barrier systems and waste disposal in the deep underground. Examples for such 32 

problems are the long term-fate of CO2 in saline aquifers and mineral transformations that cause 33 

porosity changes at clay/concrete interfaces. For porosity clogging under a diffusive transport 34 

regime and for simple reaction networks, the accuracy of numerical codes can be verified against 35 

analytical solutions. For clogging problems with more complex chemical interactions and 36 

transport processes, numerical benchmarks are more suitable to assess model performance, the 37 

influence of thermodynamic data and sensitivity to the reacting mineral phases. Such studies 38 

increase confidence in numerical model descriptions of more complex engineered barrier 39 
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systems. We propose a reactive transport benchmark considering advective-diffusive transport of 40 

solutes, effect of liquid phase density on liquid flow and advective transport, kinetically 41 

controlled dissolution/precipitation reactions causing porosity, permeability and diffusivity 42 

changes, and the formation of a solid solution. We present and analyze the results of five 43 

participating reactive transport codes (i.e. CORE2D, MIN3P-THCm, OpenGeoSys-GEM, 44 

PFLOTRAN and TOUGHREACT). In all cases, good agreement of the results was obtained.  45 

Keywords: benchmarking, density driven flow, solid solution, clogging, barium sulphate, 46 

strontium sulphate. 47 

1. Introduction 48 

Water-rock interactions are important processes that govern the evolution of many natural and 49 

anthropogenic systems in the underground. These interactions include mineral precipitation and 50 

dissolution, sorption and redox reactions. Mineral precipitation and dissolution generally modify 51 

the pore space geometry of rocks, which in turn changes flow and influences transport properties. 52 

Porosity changes induced by chemical interactions may alter the behavior or performance of 53 

natural and engineered systems including treatment for contaminated groundwater, CO2 storage 54 

in deep geological formations, CO2 enhanced oil recovery in carbonate reservoirs, and also at 55 

clay/cement interfaces in high level nuclear waste repositories. 56 

The investigation of many natural and artificial geo-systems, in which the coupling of chemical 57 

reactions and transport is important, is often done by means of reactive transport models because 58 

information on their geochemical evolution in space and time is scarce. Reactive transport 59 

models are numerical codes that solve a coupled set of equations, which describe the transport of 60 

mobile chemical species together with a variety of geochemical reactions. However, the 61 

predictions of reactive transport codes are sensitive to the intrinsic coupling of transport and 62 

chemical solvers. Application fields of reactive transport models include geothermal systems [1, 63 

2, 3, 4] nuclear waste repositories [5, 6, 7, 8, 9], geological carbon dioxide storage [10, 11, 12], 64 

and environmental remediation [13, 14, 15]. 65 

There is a need to verify the implementation and to evaluate the capabilities and performance of 66 

reactive transport codes. This process is called “benchmarking” and is normally done by 67 

comparing model results with analytical solutions, by reproducing results from laboratory or 68 

field experiments and by code inter-comparison. Benchmarking with porosity enhancement, 69 

reduction or clogging is of great interest because of their strong influence on the coupling 70 

between transport and chemistry, commonly encountered in real geosystems. 71 

Finding the exact solution for simplified 1D and 2D systems is the most preferred method to 72 

verify the numerical implementation of reactive transport codes. Analytical solutions for 73 

problems coupled with porosity changes are few. The only investigations on this topic include 74 

[16, 17, 18]. Lagneau and van der Lee [16] proposed an analytical solution for a one-dimensional 75 

system containing one species and one mineral. The analytical solution was used to verify 76 

implementation of porosity changes in the reactive transport code HYTEC [19]. Their solution 77 
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was only applicable to small and moderate porosity changes. Hayek et al. [17] developed 78 

analytical solutions for a 1-D coupled diffusion-reaction problem with feedback on porosity 79 

change for benchmarking reactive transport. Their numerical experiment consisted in the 80 

precipitation of a solid phase from two aqueous species inside a porous medium leading to strong 81 

porosity reduction and even clogging. They proposed analytical solutions that were only suitable 82 

for non-equilibrium chemistry. Good agreement between numerical and analytical solution was 83 

obtained when sufficient spatial and temporal discretization was used for the numerical solution. 84 

Their simulation also demonstrated, in agreement with Lagneau and Van der Lee [16] that 85 

numerical codes with explicit schemes did not always converge to the analytical solution. Only 86 

implicit schemes produced accurate solutions independent of time stepping. Analytical solutions 87 

describing transport of several aqueous species coupled with precipitation and dissolution of a 88 

single mineral in two and three dimensions with porosity change were proposed by Hayek et al. 89 

[18]. 90 

In addition, simple laboratory experiments are gaining interest for the evaluation of specific 91 

concepts for reactive transport codes. Lagneau [20] conducted column experiments to investigate 92 

the feedback of porosity changes on transport parameters in both diffusive and advective 93 

regimes. Porosity change was forced by the injection of a reactive solution, which triggered the 94 

replacement of a primary mineral phase by secondary mineral phases of larger molar volumes. 95 

The advective experiments consisted in the injection of a zinc sulphate solution into a porous 96 

medium consisting of calcite, which resulted in the formation of gypsum (CaSO4(s).2H2O) and 97 

smithsonite (ZnCO3(s)). In the diffusive system, the porous medium was replaced by portlandite 98 

(Ca(OH)2), which after reaction was transformed to gypsum and zinc hydroxide (Zn(OH)2). 99 

These experiments were used to test the feedback between chemistry and transport in the reactive 100 

transport code HYTEC. Similarly, Tartakovsky et al. [21] and Katz et al. [22] conducted mixing-101 

induced calcite precipitation in porous media to test the validity of using the advection-102 

dispersion reaction equation (ADRE) for describing pore scale porosity clogging phenomena. 103 

The authors demonstrated the inappropriateness of using the ADRE for such a description. 104 

Tartakovsky et al. [21] proposed a modified equation of the ADRE to include transport mixing 105 

indices in the reaction terms that could account for highly non-uniform pore scale concentration 106 

gradients and localized precipitation on the sub-grid scale. 107 

In addition to analytical solutions and laboratory experiments, numerical benchmarks are also 108 

used to test specific existing and new concepts of reactive transport codes. SeS Bench is an 109 

initiative for benchmarking subsurface environmental simulation methods with a current focus 110 

on reactive transport processes (Steefel et al. [23, 24] and references therein). Xie et al. [25] 111 

investigated the implementation of the Kozeny-Carman equation and Archie’s law in reactive 112 

transport codes and evaluated the porosity changes due to mineral precipitation and dissolution. 113 

The benchmark considered different processes including advective-dispersive transport in 114 

saturated media, kinetically controlled mineral precipitation and dissolution leading to porosity 115 

changes, and aqueous complexation. Results from reactive transport codes (HP1, MIN3P-THCm, 116 

PFLOTRAN, CrunchFlow and TOUGHREACT) were in good agreement, although some 117 
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differences were observed for scenarios involving clogging which could be attributed to different 118 

implementations of the permeability-porosity and tortuosity-porosity relationships, the activity 119 

correction model, and numerical methods. A similar numerical benchmark involving the 120 

evaluation of transport parameters such as diffusivity and permeability due to porosity changes 121 

was also proposed by Cochepin et al. [26]. The authors forced the dissolution of portlandite 122 

followed by the precipitation of calcium oxalate due to the ingress of sodium oxalate in a 2D 123 

setup. As the oxalate has a greater molar volume than portlandite, porosity clogging is forced 124 

with such a setup. Reactive transport codes (HYTEC and CRUNCH) that participated in the 125 

benchmark were in fairly good agreement. Discrepancies were explained by the different models 126 

used for describing the reactive surface area of precipitating and dissolving minerals. Although it 127 

was originally planned to also experimentally study this scenario, these plans were never 128 

realised.  129 

We propose a reactive transport benchmark based on experiments by Poonoosamy et al. [27, 28, 130 

29] with 4 levels of complexity. The benchmarked processes include kinetically controlled 131 

dissolution/precipitation reactions leading to porosity and consequently permeability and 132 

diffusivity changes. In this paper, we present and analyze the results of five established reactive 133 

transport codes (i.e. CORE2D, MIN3P-THCm, OpenGeoSys-GEM, PFLOTRAN and TOUGHREACT). 134 

2. Benchmark problem setup 135 

The experiment, on which the benchmark is based, is extensively described in Poonoosamy et al. 136 

[27]. Here only the information that is important for the benchmark implementation is 137 

summarized. The experiment was conducted in a flow cell using the setup depicted in Fig. 1. It 138 

consists of a reactive porous layer (Q2) of celestite (SrSO4) between two inert porous layers 139 

(Q1 and Q3) composed of quartz (SiO2). The flow cell has dimensions of 0.1 × 0.1 × 0.01 m, and 140 

it contains several ports for fluid injection and sampling. The inlet and outlet positions were 141 

chosen to create an asymmetric flow field. Our numerical simulations are based on this setup.  142 

 143 

Fig. 1: Geometry of the numerical benchmark. 144 

In Table 1, we list the properties of the different regions shown in Fig. 1 (Q1, Q2 and Q3), as 145 

well as the fluid properties and initial conditions used for the numerical calculations. The ports 146 

“c” and “d”, where samples were withdrawn, are located at (0.08 m, 0.02 m) and (0.02 m, 0.08 147 

m), respectively.  148 

Model results are compared at the locations “c” and “d” for solute concentrations vs. time and 149 

along line 1 (z = 0.01 m) for mineral, porosity, and permeability profiles at selected times. 150 

Four different benchmark cases with increasing complexity are defined. In Case 1, we study 151 

flow with conservative mass transport. Case 2 extends Case 1 by considering density driven flow 152 

with conservative mass transport. In Case 3, we consider dissolution and precipitation of mineral 153 

phases leading to porosity changes. This case has two variants, Case 3a with small porosity 154 
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changes and Case 3b with strong porosity changes. Finally, Case 4 extends Case 3 by 155 

considering the formation of a BaSO4-SrSO4 solid solution. Table 2 provides additional 156 

information on the inlet and outlet conditions for the case studies. Detailed description of initial 157 

and boundary conditions for case study 2, 3a, 3b and 4 are provided in table A1, A2 and A3 158 

respectively in the Apendix 1. For Cases 3 and 4, density driven flow induced by the injection of 159 

a BaCl2 concentrated solution was ignored, because in most codes, the fluid density is not 160 

coupled to chemical reactions.  161 

For all simulations performed using finite element codes (CORE2D, OpenGeoSys-GEM), we 162 

considered a discretization of the square geometry in Fig. 1 by triangular or quadrilateral 163 

elements. For Cases 1, 2 and 4, a nodal spacing distance of 1 mm was chosen, while for Cases 3a 164 

and 3b a more refined mesh was adopted, with a nodal spacing of 0.5 mm for OpenGeoSys-165 

GEM. For finite volume codes (MIN3P-THCm, PFLOTRAN, TOUGHREACT), the domain was 166 

discretized into rectangular grid blocks with a nodal spacing of 1 mm, yielding a total number of 167 

10000 grid blocks. 168 

Table 1: Properties of the different regions of porous media. 169 

Characteristics Q1 Q2 Q3 

Length [m] Case 1, 2 & 3a 

Length [m] Case 3b & 4 

0.045 

0.045 

0.01 

0.005 

0.045 

0.055 

Initial porosity (w0) [-] Case 1, 2 & 3a 

Initial porosity (w0) [-] Case 3b 

Initial porosity (w0) [-] Case 4 

0.34 

0.34 

0.34 

0.33 

0.10 

0.40 

0.40 

0.40 

0.40 

Initial permeability k0 [m
2] Case 1, 2 & 3a 

Initial permeability k0 [m
2] Case 3b 

Initial permeability k0 [m
2] Case 4 

1.82×10-11 

1.82×10-11 

1.82×10-11 

1.8×10-14 

5.0×10-16 

3.0×10-14 

1.82×10-11 

1.82×10-11 

1.82×10-11 

Dispersivity α [m] Case 1 & 4 

Dispersivity α [m] Case 2, 3a & 3b 

10-4 

10-5 

10-4 

10-5 

10-4 

10-5 

Pore diffusion coefficient Dp [m
2s-1] 10-9 10-9 10-9 

Volume fraction of SiO2 case 1, 2 3 & 4 [-] 0.66 0 0.60 

Total volume fraction of SrSO4 [-] Case 1, 

2 & 3a  

Volume fraction small SrSO4 grains [-] 

Case 3a 

Volume fraction large SrSO4 grains [-] 

Case 3a 

Total volume fraction of SrSO4 [-] Case 3b  

(one SrSO4 grain size only) 

Total volume fraction of SrSO4 [-] Case 4  

(one SrSO4 grain size only) 

0 

 

 

 

 

 

0 

 

0 

0.67 

 

0.223 

 

0.447 

 

0.90 

 

0.60 

0 

 

 

 

 

 

0 

 

0 
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Initial pH (fixed by initial chemical set up) 5.6 5.6 5.6 

N.B: In the case of CORE2D and OpenGeoSys dispersivity is isotropic including longitudinal and transversal 170 
dispersive length. In Case 3a, the Q2 region is composed of bimodal grain size distribution of SrSO4 crystals 171 
(mixture of large and small grains). 172 

Case 1: Conservative mass transport. 173 

Here we consider the injection of a non-reacting solution into the flow cell initially saturated 174 

with pure water. A conservative tracer of 3 gL-1 is injected at the inlet at a rate of 20 µL min-1 for 175 

25 minutes (totaling 0.5 mL), followed by the inflow of the water without tracer up to for 24 176 

hours. The Q2 region, composed of SrSO4, is assumed to be non-reactive in this case study.  177 

The system was simulated for 24 hours. 178 

Table 2: Characteristics of the inlet and outlet. 179 

Characteristics Case 1 Case 2 Case 3a Case 3b Case 4 

Inlet (x=0 m; 

z=0.00965 m) length 

[m] 

0.0033 0.0033 0.0033 0.0033 0.0033 

Outlet (x=0.1 m; 

z=0.0902 m) length [m] 

0.0033 0.0033 0.0033 0.0033 0.0033 

Injection rate [µL min-

1] at inlet 

20.0 20.0 20.0 20.0 10.0 

NaCl concentration 

[mol L-1] at inlet 

NA 1.4 NA NA NA 

BaCl2 concentration 

[mol L-1] at inlet 

NA NA 0.3 0.3 0.001 

SrCl2 concentration 

[mol L-1] at inlet 

NA NA NA NA 0.099 

Pressure at outlet [Pa] 101325 101325 101325 101325 101325 

Amount [mL] of dye 

tracer injected 

Concentration of dye 

tracer 

0.5 

 

3g L-1 

0.5 

 

3×10-6 

mol L-1 

NA 

 

NA 

NA 

 

NA 

NA 

 

NA 

Modeling time duration 

[hours] 

24 24 300 200 600 

NA: not applicable 180 

Case 2: Conservative mass transport coupled with density-driven flow. 181 

The injection of a highly concentrated solution of sodium chloride at a flow rate of 20 µL min-1 182 

into the flow cell initially saturated with pure water is considered. The sodium chloride solution 183 

was amended with a 3×10-6 M conservative tracer (molar mass of 39.948 g mol-1) for the first 25 184 
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minutes (totaling 0.5 mL). The injected solution is also saturated with respect to strontium 185 

sulfate. The calculation time is set to 24 hours.  186 

Case 3a: Mineral dissolution and precipitation with small porosity changes. 187 

A highly concentrated solution of barium chloride (BaCl2) is injected into the flow cell. The 188 

injection of BaCl2 enhances the dissolution of SrSO4 and causes barite (BaSO4) to precipitate 189 

according to the reaction: 190 

𝐵𝑎2+
(𝑎𝑞) + 𝑆𝑟𝑆𝑂4(𝑠) → 𝐵𝑎𝑆𝑂4(𝑠) + 𝑆𝑟2+

(𝑎𝑞)  (1) 191 

Porosity changes are likely to occur, given that BaSO4 has a larger molar volume than SrSO4. As 192 

a result, permeability and diffusivity will change.  193 

The reactive layer Q2 has an initial porosity of 33% and is composed of two grain size 194 

populations of SrSO4 (i.e., celestite 1 and celestite 2). Celestite 1 corresponds to SrSO4 with a 195 

smaller grain size than celestite 2. Different kinetic rates of dissolution are used for these two 196 

grain populations (see section 3.2.4.). The following reactive surface areas (per mineral volume 197 

unit) were attributed to the small and large crystals respectively: 20,000 m2 m-3
mineral and 100 m2 198 

m-3
mineral. We assumed no kinetic constraints on the precipitated barite (BaSO4(s)) phase i.e. 199 

thermodynamic equilibrium was assumed. 200 

The simulation time is set to 300 hours. 201 

Case 3b: Mineral dissolution and precipitation with strong porosity changes. 202 

Case 3b considers a reactive medium (Q2) of celestite with a lower initial porosity of 0.1. Due to 203 

the lower initial porosity the injection of a highly concentrated BaCl2 solution induces a stronger 204 

porosity decrease than in Case 3a. The reactive medium is composed of celestite with a single 205 

grain size population. The reactive surface area, a(SrSO4), is 20,000 m2 m-3
mineral. 206 

The simulation time is set to 200 hours. 207 

Case 4: Reactive transport involving the formation of a solid solution. 208 

Here the reactive medium is composed of celestite with a single grain size population of 63 - 125 209 

µm. The reactive surface area, a(SrSO4), is 10,000 m2 m-3
mineral. A solution composed of 0.099 mol 210 

L-1 SrCl2 and 0.001 mol L-1 BaCl2 is injected at the inlet at a flow rate of 10 µL min-1.  211 

The simulation time is set to 600 hours. 212 

3. Mathematical model formulations and numerical implementations 213 

All codes implemented the same flow and advection-dispersion equations for porous media. The 214 

transport equation of a chemical component is given as [24]: 215 

𝜕𝐶𝑖

𝜕𝑡
= ∇(𝐷𝑖∇𝐶𝑖) − ∇ (

�⃗� 

𝑤
𝐶𝑖) + 𝑄𝑖  (2) 216 
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where 𝐶𝑖 denotes the molar concentration of the ith species, 𝐷𝑖 is the diffusion dispersion of 217 

species assumed to be take the same value for all solutes, w is the porosity, 𝑞  is the Darcy 218 

velocity(m s-1) Qi is the source/sink term. 𝐷𝑖 reduces to a scalar form 𝐷𝑖 = 𝛼 |
�⃗� 

𝑤
| + 𝐷𝑒, where De 219 

is the effective diffusion (m2 s-1) coefficient assumed to take the same value for all solutes, and 𝛼 220 

(m) is the dispersivity of the porous medium. The choice of isotropic (transversal dispersion 221 

tensor = longitudinal dispersion tensor) or anisotropic dispersion (transversal dispersion tensor ≠ 222 

longitudinal dispersion tensor) is usually imposed by the code. 223 

The thermodynamic data (standard Gibbs energy of formation [kJ mol-1]) of aqueous, gaseous 224 

and solid species considered in our chemical system and the molar volumes [m3 mol-1] are given 225 

in Table 3. 226 

3.1. Numerical codes  227 

3.1.1. CORE2D 228 

CORE2D V5 is a code for transient saturated and unsaturated water flow, heat transport and 229 

multicomponent reactive solute transport under both local chemical equilibrium and kinetic 230 

conditions in heterogeneous and anisotropic media. It can handle microbial processes and abiotic 231 

reactions including acid-base, aqueous complexation, redox, mineral dissolution/precipitation, 232 

gas dissolution/exsolution, cation exchange, and surface complexation. Hydraulic parameters 233 

may change in time due to mineral precipitation/dissolution reactions. The flow and transport 234 

equations are solved with Galerkin triangular finite elements and an Euler scheme for time 235 

discretization [30, 31]. The chemical formulation is based on the ion association theory and uses 236 

an extended version of the Debye-Hückel equation (B-dot) for activity coefficients of aqueous 237 

species. CORE2D V5 is based on the sequential iteration approach to solve chemical reactive 238 

solute transport. Iterations are repeated until prescribed convergence criteria are attained [30]. 239 

The code has been widely used to model laboratory and in situ experiments [32, 33, 34, 35, 36, 240 

37], to model the interactions of corrosion products and bentonite [38], and to evaluate the long-241 

term geochemical evolution of repositories in granite and clay [39, 40]. 242 

3.1.2. MIN3P-THCm 243 

MIN3P-THCm is a multicomponent reactive transport code, specifically designed for simulating 244 

flow and reactive transport processes in variably saturated media, including density effects. The 245 

code uses the global implicit method implemented using the direct substitution approach (DSA) 246 

for solution of the multicomponent advection–dispersion equation and biogeochemical reactions 247 

[41]. Spatial discretization is performed based on the finite volume method, facilitating 248 

simulations in one, two, and three spatial dimensions. Advective transport terms can be described 249 

by upstream weighting centered spatial weighting, or using a flux limiter technique to minimize 250 

numerical dispersion. Implicit time weighting is employed, which allows using large time steps 251 

for problems that are strongly affected by water–rock interaction, without loss of accuracy. The 252 
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highly nonlinear and coupled reactive transport equations are linearized using Newton’s method. 253 

MIN3P-THCm includes a generalized framework for kinetically controlled reactions, which can 254 

be specified through a database along with equilibrium processes. The general kinetic 255 

formulation includes intra-aqueous and dissolution–precipitation reactions in addition to 256 

geochemical equilibrium expressions for hydrolysis, aqueous complexation, oxidation–reduction, 257 

ion exchange, surface complexation, and gas dissolution–exsolution reactions [23]. 258 

MIN3P-THCm version 1.0.440 was used in our simulations. 259 

 260 

3.1.3. OpenGeoSys-GEM 261 

The fluid flow and mass transport equations are solved by OpenGeoSys based on a standard 262 

finite element formulation, and the chemical processes by the GEMS3K kernel code of GEM-263 

Selektor V3 [42]. The coupling of these two codes is referred to as OpenGeoSys-GEM, and its 264 

capabilities are described in [43, 44]. Mass transport and chemical reactions are solved in a 265 

sequential non-iterative approach (SNIA), i.e. the transport and reaction equations are solved 266 

separately in a sequential manner without iteration between them. 267 

The GEM approach as implemented in GEMS3K consists of calculating the equilibrium state of 268 

a chemical system via minimization of its Gibbs free energy. The minimization is constrained by 269 

mass balance equations where the given total amounts of chemical elements are conserved. An 270 

additional charge balance equation is also imposed to enforce the electro neutrality condition of 271 

the system. The equilibrium state calculated by GEMS3K provides the mole amounts of every 272 

species in the system and the composition of all solid, liquid or gaseous phases [45]. In addition, 273 

other chemical quantities such as species activities or saturation indices that are needed for the 274 

calculation of kinetic rates of mineral dissolution are provided.  275 

OGS5 (version 5) coupled to Gems Selector V3 was used for modelling. 276 

3.1.4. PFLOTRAN 277 

PFLOTRAN [46] is a massively parallel subsurface flow and reactive transport code, designed to 278 

run on large computing architectures as well as workstations and laptops. Parallelization is 279 

achieved through domain decomposition using the PETSc libraries. PFLOTRAN can handle 280 

different discretization schemes including structured (cartesian, cylindrical) and unstructured 281 

grids (implicit and explicit). Currently PFLOTRAN can handle a number of subsurface processes 282 

including Richards equation, two-phase flow involving supercritical CO2 and reactive transport 283 

including aqueous complexing, sorption, mineral precipitation and dissolution, and Monod-type 284 

biochemical reactions. Reactive transport equations are solved using a fully implicit Newton-285 

Raphson algorithm. An elastic geomechanical model is also implemented. PFLOTRAN can run 286 

multiple input files and multiple realizations simultaneously on one or more processor cores per 287 

run which is useful for sensitivity studies and quantifying model uncertainties. More information 288 
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about the PFLOTRAN development can be obtained from the project website at 289 

www.pflotran.org.  290 

PFLOTRAN version 2015 was used in our simulations. 291 

3.1.5. TOUGHREACT  292 

A detailed description of TOUGHREACT and its capabilities is given in [47] and [23]. 293 

TOUGHREACT was developed by coupling geochemical reactions to the TOUGH2 V2 family 294 

of multiphase flow simulators [48]. The primary governing equations for multiphase fluid and 295 

chemical transport are derived from the principle of mass and energy conservation. The mass and 296 

energy balance equations are solved implicitly by Newton-Raphson iterations. Space 297 

discretization involves an unstructured finite volume scheme (integral finite differences). 298 

Reactive transport is solved by an operator-splitting approach that can be either iterative or non-299 

iterative. Reactive processes considered include aqueous and surface complexation, ion 300 

exchange, mineral precipitation/dissolution, microbial mediated biodegradation, and gas 301 

exsolution/dissolution. 302 

TOUGHREACT version TOUGHREACT V3.0.-OMP was used in our simulations 303 

3.2. Model formulations 304 

3.2.1. Density-Driven Flow and Transport 305 

Four codes, namely MIN3P-THCm OpenGeoSys-GEM, PFLOTRAN and TOUGH2 allow the 306 

modeling of flow influenced by the density of the fluid.  307 

In OpenGeoSys-GEM, PFLOTRAN and TOUGH2, the Boussinesq approximation is considered, 308 

i.e. the density variation is neglected in the mass conservation equation of the fluid phase. 309 

Density variations are included by the buoyancy term of the Darcy equation only. For variable-310 

density flow in porous media the Darcy velocity 𝒒 (m s-1) is given as: 311 

𝒒 = −
𝑘

𝜇
(𝛻𝑝 − 𝜌𝒈),  (3) 312 

where 𝑘 is the permeability (m2), 𝜇 is the dynamic viscosity (Pa s) of the fluid, ∇𝑝 (Pa) is the 313 

pressure gradient, 𝜌 is the density of the fluid (kg m-3) and 𝒈 is the gravity vector (m s-2). 314 

In OpenGeoSys-GEM the density of the aqueous phase is calculated by GEMS3K, which is 315 

dependent on its molar composition. This is done by calculating the partial molar volumes of 316 

each aqueous species at the temperature and pressure of interest. Then the products of these 317 

partial molar volumes with the corresponding molar amounts of the aqueous species are summed 318 

up in order to obtain the overall volume of the aqueous phase. The total mass of the aqueous 319 

phase divided by this volume gives the density of the aqueous phase. This density is updated 320 

http://www.pflotran.org/
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after each chemical equilibrium calculation and passed along to the fluid flow solver for 321 

calculation of the next time step. 322 

In PFLOTRAN, the density of the brine is calculated from empirical relations described in [49]. 323 

TOUGHREACT does not consider changes in fluid density as a function of the chemical 324 

composition. For this benchmark, flow influenced by density was therefore simulated using 325 

TOUGH2-EOS7 [48]. This equation of state represents the fluid phase as a mixture of water and 326 

brine and the salinity is described by means of the brine mass fraction Xb. In doing so, fluid 327 

density, ρ is interpolated from the values of the water (ρw) and brine end members (ρb): 328 

  (4) 329 

For the simulation of Case 2, the density of the brine was set to 1057 kg m-3. The diffusive flux 330 

JD is calculated as 331 

𝐽𝐷 = 𝑤𝐷𝜌
∆𝑋𝑏

∆𝑋
    (5) 332 

Where w is the porosity, D [m2 s-1] is the diffusion coefficient, 𝜌 [kg m-3] is the fluid density and 333 
∆𝑋𝑏

∆𝑋
 is the gradient of the brine mass fraction (i.e., concentration gradient). Equation 3 334 

demonstrates that in TOUGH2-EOS7, the effective diffusion coefficient is not only a function of 335 

porosity and the intrinsic diffusion coefficient, but also depends on the fluid density. As the fluid 336 

density is changing with time and space, the effective diffusion coefficient is not constant 337 

throughout the simulation. 338 

MIN3P-THCm implemented the fluid flow equation considering the density-driven flow without 339 

the Boussinesq approximation [50]. For saturated porous media, the equation is derived as:  340 

𝜕

𝜕𝑡
(𝜌𝑤) − ∇ ∙ (𝜌𝐪) = 𝜌𝑄𝑎,  (6) 341 

in which 𝑤 is the porosity, and 𝑄𝑎 represents fluid sources/sinks.  342 

The aqueous phase fluid density is computed as a function of temperature and chemical 343 

concentrations according to: 344 

𝜌 = 𝜌0 + ∆𝜌𝑐 + ∆𝜌𝑇 ,   (7 345 

where 𝜌0 is the reference density (e.g. density of pure water at 25 oC). ∆𝜌𝑐 and ∆𝜌𝑇 represents 346 

the density changes due to concentration and temperature, respectively.  347 

In MIN3P-THCm, there are two approaches for calculation of the fluid density. A commonly 348 

employed empirical approach treats fluid density change as a linear function of TDS (total 349 

dissolved solids) [50, 51, 52, 53, and 54]: 350 

b

b

w

b XX


+

−
=

11
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∆𝜌𝑐 =
𝜕𝜌

𝜕𝑇𝐷𝑆
 𝑇𝐷𝑆,   (8) 351 

where 
𝜕𝜌

𝜕𝑇𝐷𝑆
 is assumed to be constant. Reported values for the constant 

𝜕𝜌

𝜕𝑇𝐷𝑆
 range between 0.688 352 

and 0.7125 for geochemical modeling of seawater-freshwater interactions [51, 52, 53, 54, and 353 

55]. For the case 2 calculation, the constant was set to 0.7125 [50, 55]. 354 

The linear relationship between density and TDS is typically assumed when NaCl dominates the 355 

salinity (e.g. seawater). However, the presence of CaCl2-enriched brines requires a model for 356 

density calculations that considers the elemental composition of the fluids (e.g. Kemp et al., 357 

[56]). MIN3P-THCm also includes an approach based on the Pitzer ion interaction model [57, 358 

58] for the computation of ∆𝜌𝑐. The model calculates the solution density based on the molar 359 

volume of solutes and the excess volume of a multicomponent electrolyte solution due to ion 360 

interactions in highly saline solutions. A detailed description of the formulation for fluid density 361 

as a function of solution composition is provided in Appendix B.4 of Bea et al. [59]. 362 

3.2.2. Porosity, diffusivity and permeability 363 

As a result of dissolution/precipitation reactions, porosity changes occur. Transport properties of 364 

the medium such as effective diffusion coefficients 𝐷𝑒 and the permeability ks, are commonly 365 

parameterized as a function of porosity.  366 

For the dependence of the effective diffusion coefficient on porosity we used a simplified Archie 367 

relation [60]: 368 

𝐷𝑒 = 𝐷𝑝𝑤
𝑚  (9) 369 

where Dp [m
2 s-1] is the pore diffusion coefficient, w [-] is the porosity and m [-] is an empirical 370 

coefficient. In this study m was set to 1.  371 

For CORE2D, TOUGHREACT and MIN3P-THCm changes of permeability, ks [m2], with 372 

porosity are calculated from the Kozeny-Carman relation [61]: 373 

𝑘𝑠 = 𝑘0 (
1−𝑤0

1−𝑤
)
2

(
𝑤

𝑤0
)
3

    (10) 374 

For OpenGeoSys-GEM and PFLOTRAN, changes of permeability, ks [m2], with porosity are 375 

given by a modified Kozeny-Carman equation: 376 

𝑘𝑠 = 𝑘0 (
𝑤

𝑤0
)
3

   (11) 377 

where k0 [m2] is the initial permeability, and 𝑤 and 𝑤0 are the current and initial porosities, 378 

respectively. 379 
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3.2.3. Activity corrections 380 

In all participating codes, the activity coefficients for all dissolved species (𝛾𝑗) are calculated 381 

according to the extended Debye-Hückel equation [62]. A detailed description is reported in 382 

[45]. Equation 12 relates the activity coefficients of an aqueous ion to its charge (Zj) and ionic 383 

strength (I): 384 

𝑙𝑜𝑔10𝛾𝑗 =
−𝐴𝛾𝑍𝑗

2√𝐼 

1+�̇�𝐵𝛾√𝐼
+ 𝑏𝛾 𝐼  (12) 385 

Where �̇� (in Å) is an average distance of approach of two ions of opposite charges, bγ is a semi-386 

empirical coefficient, either individual for a given electrolyte or common for all aqueous species. 387 

�̇� and bγ were set to 3.72 and 0.064 respectively for all the ionic species [62]. Aγ and Bγ are 388 

temperature dependent coefficients set to 0.5114 and 0.3288 at a temperature of 25 oC [63]. 389 

Activity coefficients, 𝛾𝑗 for neutral species (dissolved gases) and water were set to unity. For the 390 

simulation of case 2 using the Pitzer ion interaction approach of MIN3P-THCm, Pitzer equations 391 

[64, 65], were adopted.  392 

3.2.4. Kinetics of precipitation and dissolution reactions of minerals 393 

In addition to the transport of BaCl2 and chemical reactions the transformation from celestite to 394 

barite, and thus the porosity evolution is also influenced by reaction kinetics. 395 

In our simulations, barite was assumed to precipitate instantaneously (very fast kinetics) and only 396 

the dissolution kinetics of celestite was taken into account. The dissolution rate of celestite dm/dt 397 

[mol s-1 m-3
bulk] at pH = 5.6 (pH of the experiment) is calculated based on the equation given in 398 

Palandri and Kharaka [66] with parameters from Dove and Czank [67]. 399 

𝑑𝑚

𝑑𝑡
= −SA𝑘°(1 −Ω)  (13) 400 

where SA [m2 m-3
bulk] is the reactive surface area of the celestite mineral phase, 𝑘° = 10−5.66 401 

mol m-2 s-1 is the dissolution rate constant at 298.15 K and Ω is the ratio between the ion activity 402 

product of the mineral and its equilibrium constant. 403 

In our simulations, a very simple reactive surface area model was chosen 404 

SA =
𝑉

𝑉𝑏𝑢𝑙𝑘
× 𝑎  (14) 405 

where V [m3] and Vbulk [m
3] is the volume of the mineral and total bulk volume respectively, a 406 

[m2 mmineral
-3] is a mineral’s specific surface area (i.e., surface area per volume of the mineral 407 

phase). The reactive surface area of each mineral phase was calculated using equation 14. 408 

The reactive surface area is updated during the simulations as mineral volume fractions change 409 

due to dissolution and precipitation reactions. The update of the surface area is formulated as 410 

follows: 411 
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𝑆𝐴(𝑡) = 𝑆𝐴(0)
𝑉𝑡

𝑉0
  (15) 412 

Where 𝑆𝐴(0) and 𝑉0 are the initial surface area and mineral molar volume fraction and 𝑆𝐴(𝑡) and 413 

𝑉𝑡 the surface area and volume fraction at time t. 414 

The reaction rates as described above are the formulations that are used by OpenGeoSys-GEM 415 

whereby reaction rate is defined per bulk volume. However, other codes e.g. TOUGHREACT, 416 

reaction rate are per mass of solvent that is reactive surface area, reaction rate constant are 417 

usually given in m2 kgH2O
-1 and mol kg-1 m-2 s-1 respectively (c.f. section 3.2.5) and therefore the 418 

conversions were made such that the same reaction rates are used in all the reactive transport 419 

codes.  420 

3.2.5. Solid solution 421 

A solid solution phase is defined as a mixture of solids forming a homogeneous crystalline 422 

structure. The thermodynamics of solid solutions has been described in detail by Bruno et al. 423 

[68]. Solid solution formation is considered in Case 4 and only OpenGeoSys-GEM and 424 

TOUGHREACT can deal with the calculation of solid solutions. 425 

The Gibbs energy of an ideal solid solution (composed of n components) can be split into the 426 

weighted Gibbs energy of pure end-members (Gi
0Xi) and the ideal Gibbs energy of mixing 427 

(ΔGmix
id) [J]: 428 

∆𝐺𝑡𝑜𝑡𝑎𝑙
𝑟𝑒𝑎𝑙 = ∑ 𝐺𝑖

0𝑛
𝑖=1 𝑋𝑖 + ∆𝐺𝑚𝑖𝑥

𝑖𝑑 = ∑ 𝐺𝑖
0𝑛

𝑖=1 𝑋𝑖 + 𝛥𝐻 − 𝑇𝛥𝑆 = 𝑅𝑇(𝑋𝐵𝑎𝑆𝑂4
𝑙𝑛𝑋𝐵𝑎𝑆𝑂4

+429 

𝑋𝑆𝑟𝑆𝑂4
𝑙𝑛𝑋𝑆𝑟𝑆𝑂4

)  (16) 430 

where 𝛥𝐻 is the enthalpy of mixing (zero for ideal solid solutions), 𝛥𝑆 is the entropy of mixing, 431 

T is the temperature (K), R is the gas constant and 𝑋𝑖  the mole fraction of end member i. 432 

Because the formation of a solid solution increases the disorder of the crystal lattice by the 433 

random substitution of ions, the entropy term of mixing is always positive. This decreases the 434 

Gibbs energy of the ideal solid solution and favors the formation of the solid solution compared 435 

to the formation of pure phases. Fig. 2 shows the Lippmann diagram (total solubility product 436 

(∑∏) versus mole fractions of aqueous Ba2+ and solid BaSO4) for an ideal solid solution of 437 

BaSO4 and SrSO4. The total solubility product (∑∏) is defined as the sum of the partial activity 438 

products contributed by the individual end members of the solid solution. In thermodynamic 439 

equilibrium, the total activity product (∑∏𝑒𝑞) expressed as a function of the solid solution 440 

composition, yields the solidus curve. Similarly, the solutus curve expresses ∑∏𝑒𝑞 as a function 441 

of the aqueous solution composition. Equations for the derivation of the solutus and solidus 442 

curves are given in the appendix 2. Figure 2 shows that the formation of a BaSO4-SrSO4 solid 443 

solution is only possible when the concentration of Ba2+ in solution is relatively low (indicated 444 

by the arrows). A molar aqueous fraction of Ba2+ (X Ba2+,aq) above 0.05 will result in the 445 

precipitation of pure barite. Although solid solution of BaSO4-SrSO4 occurs in nature, the large 446 
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difference in the solubility product of the end-members (∆ log𝐾 ≈ 3.4) renders its formation 447 

difficult under laboratory conditions. To make Case 4 as realistic as possible, the injection of a 448 

solution consisting of a mixture of Ba2+ and Sr2+ (with respective molar fractions of 0.01 and 449 

0.99) was considered to trigger the formation of a solid solution (Table 2). 450 

 451 

Fig. 2: Lippmann diagram of an ideal solid solution of SrSO4 and BaSO4. 452 

In GEMS, the Gibbs energy of mixing is considered in the evaluation of equilibrium 453 

concentrations. 454 

In TOUGHREACT the ideal solid solution model is only available for minerals that react under 455 

kinetic constraints. 456 

The overall precipitation rate of the solid solution, 𝑟𝑠𝑠, is the sum of precipitation rates of the two 457 

end-members [69]. 458 

𝑟𝑠𝑠 = 𝑟𝑆𝑟𝑆𝑂4
+ 𝑟𝐵𝑎𝑆𝑂4

   (17) 459 

The precipitation rates 𝑟𝑆𝑟𝑆𝑂4
and 𝑟𝐵𝑎𝑆𝑂4

 of the end-members are calculated according to: 460 

𝑟𝑆𝑟𝑆𝑂4
= 𝐴𝑠𝑠. 𝑘𝑠𝑠. (1 −

𝑄𝑆𝑟𝑆𝑂4

𝐾𝑆𝑟𝑆𝑂4

) + 𝐴𝑠𝑠 . 𝑘𝑠𝑠. (𝑥𝑆𝑟𝑆𝑂4
− 1)   (18) 461 

𝑟𝐵𝑎𝑆𝑂4
= 𝐴𝑠𝑠 . 𝑘𝑠𝑠. (1 −

𝑄𝐵𝑎𝑆𝑂4

𝐾𝐵𝑎𝑆𝑂4

) + 𝐴𝑠𝑠. 𝑘𝑠𝑠. (𝑥𝐵𝑎𝑆𝑂4
− 1)   (19) 462 

where 𝐴𝑠𝑠 (m2 kgH2O
-1) refers to the reactive surface area of the solid solution, 𝑘𝑠𝑠 (mol kg-1 m-2 463 

s-1) is the reaction rate constant of the solid solution, 𝑄𝑆𝑟𝑆𝑂4
 and 𝑄𝐵𝑎𝑆𝑂4

 are the ion activity 464 

product of the SrSO4 and BaSO4 minerals, 𝐾𝑆𝑟𝑆𝑂4
 and 𝐾𝐵𝑎𝑆𝑂4

 are the corresponding equilibrium 465 

constants, and 𝑥𝑆𝑟𝑆𝑂4
 and 𝑥𝐵𝑎𝑆𝑂4

are the mole fractions of the precipitating end-members. The 466 

first terms in equations 18 and 19 refer to the precipitation of the end members as pure minerals 467 

(i.e., maximum rate). The second terms ensure that the precipitation rates of the end-members 468 

decrease linearly with decreasing mole fractions (as 𝑥𝐵𝑎𝑆𝑂4
− 1 < 0). 469 

To ensure that the volume ratios of these end-members reflect the fluid composition, 𝑥𝑆𝑟𝑆𝑂4
 and 470 

𝑥𝐵𝑎𝑆𝑂4
are calculated according to 471 

𝑥𝑆𝑟𝑆𝑂4
=

𝑄𝑆𝑟𝑆𝑂4 𝐾𝑆𝑟𝑆𝑂4
⁄

𝑄𝑆𝑟𝑆𝑂4 𝐾𝑆𝑟𝑆𝑂4
⁄ +𝑄𝐵𝑎𝑆𝑂4 𝐾𝐵𝑎𝑆𝑂4

⁄
  (20) 472 

𝑥𝐵𝑎𝑆𝑂4
=

𝑄𝐵𝑎𝑆𝑂4 𝐾𝐵𝑎𝑆𝑂4
⁄

𝑄𝑆𝑟𝑆𝑂4 𝐾𝑆𝑟𝑆𝑂4
⁄ +𝑄𝐵𝑎𝑆𝑂4 𝐾𝐵𝑎𝑆𝑂4

⁄
  (21) 473 

In order to get a saturation index of the solid solution that is very close to zero within Q2, which 474 

is what is calculated by OpenGeosys-GEM, the corresponding surface area (Ass) and rate 475 
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constant (kss) were set to 5,957 m2 kgH2O
-1 (10,000 cm2 gmineral

-1) and 1×10-5 mol kg-1 m2 s-1, 476 

respectively to ensure fast precipitation. 477 

  478 
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Table 3: Thermodynamic database of aqueous, gaseous and solid species present under standard 479 

conditions for OpenGeoSys-GEM. 480 

Phase Component Standard Gibbs 

energy of 

formation 

ΔG0
f [kJ mol-1] 

Molar volume 

[10-5 m3 mol-1] 

under standard 

conditions 

Aqueous Ba(CO3) -1104.251a -1.1798542c 

Ba(HCO3)+  -1153.325a 1.917225c 

Ba(SO4)  -1320.652a 0.818138c 

Ba+2  -560.782b -1.2901389b 

BaOH+  -721.077a 0.91585235b 

Sr(CO3) -1107.830a -1.5228401c 

Sr(HCO3)+ -1157.538a 1.4082323c 

Sr(SO4) -1321.366a 0.50248447c 

Sr+2  -563.836b -1.7757955b 

SrOH+  -725.159a 0.70988636b 

CO2 -386.015a 3.2806681d 

CO3
-2  -527.982a -0.60577246b 

HCO3
-  -586.940 2.4210897b 

Cl-  -131.290a 1.7340894b 

H2  17.729a 2.5264358d 

O2 16.446a 3.0500889d 

HSO4
-  -755.805a 3.484117b 

SO4
-2  -744.459 1.2917656b 

OH-   -157.27a -0.470784b 

H+  0.00 0.00 

H2O  -237.18138c 1.807c 

Gaseous CO2  -394.393a 2478.9712e,f 

H2  0.00a 2478.9712e,f 

O2  0.00a 2478.9712e,f 

Solid Ba(CO3) -1137.634a 5.03c 

Ba(SO4) -1362.152a 5.21g 

Quartz  -854.793a 2.2688g 

Sr(CO3) -1144.735a 3.901g 

Sr(SO4) -1346.15a 4.625g 

The standard Gibbs energies of formation [kJ mol-1] were calculated from the equilibrium constants reported in “a” 481 
and “b” corresponding to Hummel et al. [70] and Shock et al. [71] respectively. “c” “d”, “e” and “f” are references 482 
from Sverjensky et al. [72], Shock et al. [73], Wagman et al. [74], Kelley [75] and Helgeson et al. [76], respectively. 483 

  484 
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4. Results 485 

4.1. Case 1 486 

Case 1 considers the injection of a non-reacting solution into a porous medium saturated with 487 

water. The flow field is visualized by the addition of a tracer pulse at the inlet. The temporal 488 

tracer profiles are shown in Fig. 3. At the beginning of the simulation, concentric circles of the 489 

tracer are observed. The circles get slightly distorted as the fluid moves towards the region of 490 

lower permeability (celestite layer, Q2) as shown by the contour plots after 8 hours. The 491 

simulated tracer profiles of CORE2D, MIN3P-THCm OpenGeoSys-GEM, PFLOTRAN and 492 

TOUGHREACT are visually in good agreement (only the tracer profile of MIN3P-THCm is 493 

presented below). 494 

 495 

Fig. 3: Temporal tracer profile produced by MIN3P-THCm. A scale ranging from 0 to 0.33 g L-1 496 

is used here for all temporal profiles. 497 

The time evolution of the mass of tracer in the flow cell is shown in Fig. 4. For the first 16 hours 498 

the amount of tracer mass present inside the flow cell is constant. Afterwards, there is a constant 499 

decrease ~ -1.0 × 10-4 g h-1 (-2.8×10-8g s-1) as the tracer is being removed from the domain at the 500 

outlet. The different codes produced the same result. 501 

 502 

Fig. 4: The evolution of the total tracer mass [g] in the flow cell with time (case 1). 503 

 504 

Fig. 5: Concentration of tracer measured at ports ‘c’ (left) and ‘d’ (right) at different times. 505 

In addition, the calculated breakthrough curves of the tracer at ports “c” and “d” are shown in 506 

Fig. 5. In the case of OpenGeoSys, both triangular and quadrilateral mesh discretization were 507 

tested. Both resulted in the same tracer distribution profiles. 508 

The simulated tracer nodal concentrations of MIN3P-THCm, TOUGHREACT and PFLOTRAN 509 

differ from those produced by CORE2D and OpenGeoSys. Although the reason for these 510 

discrepancies could not be fully confirmed, it is likely that differences in model discretization 511 

methods are responsible.  512 

Fig. 6 compares the spatial differences in the magnitude of velocities in the flow cell produced 513 

by OpenGeoSys and TOUGHREACT. The velocities of OpenGeoSys were used as reference for 514 

the calculation of the relative difference in velocity magnitude. The most significant differences 515 

in velocity magnitude are observed at the inlet, outlet and the boundaries of the Q2 region. 516 

 517 
Fig. 6: Absolute velocity differences in x-direction, z-direction and magnitude of velocity (from 518 
left to right) between OpenGeoSys and TOUGHREACT (case 1). 519 
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 520 

Fig. 7: Difference in tracer distribution between TOUGHREACT and OpenGeoSys after 1 hour 521 
of fluid injection (case 1). 522 

A difference in the implementation of diffusive-dispersive transport was found. For OpenGeoSys 523 

and CORE2D the longitudinal and transversal dispersivity was set to the same value. . In Min3P, 524 

the dispersion length is accounted using equation 9 in Mayer and al., [41] whereby longitudinal 525 

and transversal dispersivity were set to the same value 10-5 m resulting in a transversal term only. 526 

On the other hand, dispersive transport is not accounted for in TOUGHREACT. In the presented 527 

results from PFLOTRAN, only longitudinal dispersion was considered. Test calculations with 528 

PFLOTRAN using only longitudinal dispersion and the combination of transverse and 529 

longitudinal dispersion showed insignificant differences. 530 

Last but not least, the intrinsic properties of the finite element and finite volume methods in 531 

solving the ADE equation might result in different values for numerical dispersion and influence 532 

the breakthrough curves. The effect of grid discretization for FE codes was tested and indicated 533 

that numerical dispersion is reduced for finer grids. The results from calculations with CORE2D 534 

are given in Fig. S1A in the supplement S1. 535 

Overall, the breakthrough curves indicate that the evolution of the system is consistently 536 

described by all five codes, showing the maximum peaks between 18.5 and 19.4 hours for port 537 

‘c’ and between 14.4 and 14.6 hours for port ‘d’. 538 

4.2. Case 2 539 

Case 2 considers the injection of a non-reacting saline solution into a porous medium initially 540 

filled with a fluid of lower density. This induces a transient flow regime, typical for density 541 

driven flow. In the long term the flow converges again to the stationary flow regime of Case 1. 542 

The tracer profiles shown in Fig. 8 allow the visualization of the evolution of a tracer pulse, 543 

which was injected together with the BaCl2 solution at the beginning of the experiment. This 544 

case was solved by the reactive transport codes MIN3P-THCm, PFLOTRAN, TOUGH2 and 545 

OpenGeoSys-GEM. 546 

 547 
Fig. 8: Temporal tracer profiles produced by OpenGeoSys-GEM. The temporal profiles are 548 

mapped with a log scale with 3×10-8 mol L-1 and 3×10-6 mol L-1 as minimum and maximum 549 
(case 2). 550 

Fig. 9 compares the fluid densities at ports “c” and “d” of MIN3P-THCm, OpenGeoSys, 551 

PFLOTRAN and TOUGHREACT. In OpenGeoSys-GEM, the density of the fluid is calculated 552 

as the ratio of mass to volume of the fluid. The volume of the fluid is calculated based on the 553 

aqueous species present and the molar volumes of these aqueous species. As such, the volume of 554 

the fluid increases as salinity increases. The densities calculated by PFLOTRAN using the 555 

empirical relationship by Batzle and Wang [49] and OpenGeoSys-GEM are in qualitatively good 556 

agreement. MIN3P-THCm calculated case 2 using both the empirical and the Pitzer ion 557 
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interaction approaches and the results are very similar. The calculated fluid density using the 558 

Pitzer ion interaction approach is slightly lower than that using the empirical approach (Fig. 9). 559 

The maximum relative differences in fluid density calculated using both approaches are 0.28% 560 

and 0.16% at port ‘c’ and ‘d’, respectively.   561 

The fluid density correlates with the NaCl concentration. The NaCl breakthrough at the ports ‘c’ 562 

and ‘d’ showing similar trends as the fluid density (in Fig. 9) are thus not presented. The 563 

calculated NaCl concentrations (fluid densities) calculated by TOUGH2 for ports ‘c’ and ‘d’ 564 

differ from those calculated by PFLOTRAN and OpenGeoSys-GEM. As mentioned earlier, in 565 

TOUGH2, the effective diffusion coefficient is not only a function of porosity and intrinsic 566 

diffusion coefficient, but also depends on the density of the fluid. The effective diffusion 567 

coefficient is consequently not constant throughout the experiment. The diffusion coefficient 568 

used for the calculations with TOUGH2 was set to 3 × 10-9 m2 s-1 in order to approximate the 569 

constant value used by the other codes. 570 

The breakthrough curves of NaCl (fluid density) at port ‘c’ and ‘d’ of MIN3P-THCm, 571 

OpenGeoSys-GEM and PFLOTRAN in Fig. 9 show a similar trend. A higher dispersion is 572 

observed with OpenGeoSys-GEM. A refined spatial discretization and a Crank-Nicolson scheme 573 

were tested for OpenGeoSys-GEM, but similar results were obtained. As in Case 1, the 574 

differences between the breakthrough curves can be explained by a difference in the 575 

implementation of diffusive-dispersive transport. With OpenGeoSys-GEM, both longitudinal and 576 

transverse dispersive lengths of 1×10-5 m were considered, with PFLOTRAN a longitudinal 577 

dispersive length of 1×10-4 m was used and with MIN3P-THCm a transverse dispersive length of 578 

1×10-5 m. 579 

 580 
Fig. 9: Evolution of fluid density at ports ‘c’ (left) and ‘d’ (right) with time (case 2). 581 

4.3. Case 3a 582 

Case 3a extends Case 1 by considering dissolution and precipitation of minerals that change 583 

porosity and permeability (and the effective diffusion coefficient) in the flow cell. When a 584 

concentrated BaCl2 solution reaches the reactive layer Q2, the dissolution of celestite (SrSO4) is 585 

triggered and barite (BaSO4) precipitates. Fig. 10 shows the total amounts of BaSO4 and SrSO4 586 

in the flow cell with time, which change due to either mineral dissolution or precipitation. 587 

During the first 150 hours, dissolution of SrSO4 at a constant rate of 0.2 mmol per hour is 588 

observed. After 150 hours, this dissolution rate slows down. Similarly, the total amount of 589 

precipitated barite increases during the first 150 hours and slowly builds up to 0.043 mol at 300 590 

hours. The initial fast precipitation of barite during the first 150 hours results from the 591 

dissolution of the smaller celestite particles (Cls 1). As the smaller celestite grains are consumed, 592 

aqueous SO4
2- is supplied by the dissolution of larger grains of celestite (Cls 2), which is much 593 

slower due to its lower reactive surface area. 594 
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Differences in the total mineral dissolution and precipitation calculated by the 5 codes are 595 

negligible. The variation in flow velocities, as observed in case 1, do not have a significant 596 

impact on the total amount of minerals that precipitated and dissolved in the flow cell. This is 597 

because the variation in the flow field might results in small differences in the spatial distribution 598 

of ions but in this case very little impact on the total amount of mineral that dissolved or 599 

precipitated in the flow cell.  600 

 601 
Fig. 10: Evolution of the bulk mineral composition in the flow cell with time (case 3a). 602 

 603 

Fig. 11: Ionic concentrations measured across line 1 (z = 0.01 m) at 150 and 300 hours (case 3a). 604 

Fig. 11 compares the concentrations of major aqueous species across line 1 (Fig. 1) at 150 and 605 

300 hours. Overall, the simulated concentrations match well although minor deviations are 606 

observed at greater distances from the inlet. These differences may be related to several reasons 607 

including differences in the implementation of diffusive-dispersive transport (as reported for 608 

Case 1), variations in the implementation of transport schemes, differences in time stepping, 609 

small deviations in databases due to the use of different components and differences in coupling 610 

schemes between transport and reactions.  611 

The transformation of celestite to barite involves a volume increase of about 12%. The resulting 612 

porosity decrease and associated permeability changes are shown in Fig. 12. The porosity 613 

changes due to mineral transformation calculated by CORE2D, MIN3P-THCm, OpenGeoSys-614 

GEM, PFLOTRAN and TOUGHREACT are the same. The associated changes in permeability 615 

simulated by the reactive transport codes due to the small porosity decrease (6%) are in good 616 

agreement. According to Fig. 12, for a porosity of 0.3 after 300 hours, a permeability of 1.3×10-617 
14 m2 was calculated for CORE2D, MIN3P-THCm, TOUGHREACT and 1.4×10-14 m2 was 618 

calculated for PFLOTRAN and OpenGeoSys-GEM. The evaluated difference in permeability is 619 

roughly 10% for a porosity decreases to 0.3 which what is expected if equation 10 and 11 are 620 

applied for a porosity change from 0.33 to 0.30.  621 

There are also small deviations between the porosity and permeability at the interfaces to the 622 

reactive layer Q2 (x=0.045 m and x=0.055 m) which are explained by the different spatial 623 

discretization used by the codes and the processing of the results using the software ParaView 624 

(www.paraview.org/). There are difficulties in comparing the results of the different codes e.g 625 

generating artifacts during the visualization process (extrapolation and interpolation along a 626 

line). 627 

 628 

 629 

Fig. 12: Calculated porosity change (left) and permeability change (right) along line 1 (case 3a). 630 

http://www.paraview.org/
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4.4. Case 3b 631 

Case 3b is similar to Case 3a but considers a stronger change in porosity due to mineral 632 

dissolution/precipitation. This was implemented as only small-grained SrSO4 crystals were 633 

considered which results in a generally faster dissolution of celestite within the time window 634 

considered. After 200 hours of BaCl2 injection, about 60 % of SrSO4 was converted to BaSO4 635 

leading to localized clogging. Fig. 13 compares the evolution of the bulk mineral composition 636 

with time in the flow cell as calculated by MIN3P-THCm, OpenGeoSys-GEM, PFLOTRAN and 637 

TOUGHREACT. The results of all codes are in nearly perfect agreement. 638 

Fig. 14 compares the simulated concentrations of major aqueous species measured across line 1 639 

at 100 and 200 hours. The results from the four codes are qualitatively in good agreement. As for 640 

Case 3a, some discrepancies exist between the codes, which can be explained by the differences 641 

in the implementation of diffusive-dispersive transport. 642 

The associated porosity and permeability decrease induced by the mineral transformation along 643 

line 1 is shown in Fig. 15. Calculated porosities and permeability profiles are not significantly 644 

different; for a given porosity 0.013 after 200 hours of reaction, the associated permeability is 645 

1.3×10-18m2 for Pflotran and OpenGeosys-GEM and 1.11×10-18 for TOUGHREACT and 646 

MIN3P-THCm. Differences can be explained by the different formulations of the relationship 647 

between porosity and permeability implemented in MIN3P-THCm and TOUGHREACT 648 

compared to those used in OpenGeosys-GEM and PFLOTRAN (equations 10 and 11 649 

respectively). These differences become more pronounced as porosity decreases with time. The 650 

results produced by MIN3P-THCm and TOUGHREACT were in perfect agreement. Although, 651 

OpenGeosys-GEM and PFLOTRAN uses the same equation linking porosity and permeability, 652 

there are differences in the (spatial) calculated porosity and permeability of the two codes. This 653 

can be explained by the small differences observed in the ionic distribution (Fig. 14) and 654 

consequently mineral bulk transformations (Fig. 13) that influences the net porosity and thus 655 

permeability of the system. The differences in the spatial porosity and permeability calculated by 656 

the different codes have an impact on the evolution of temporal flow field with time and 657 

consequently on the observed small differences (after 100 hours) in the total bulk mineral 658 

transformation inside the cell (Fig. 13). 659 

Besides other differences at the interfaces of the reactive media due to spatial discretization used 660 

by the codes as well as artifacts generated during the visualization process (extrapolation and 661 

interpolation) also contributes to the observed differences in Fig. 15.  662 

 663 
Fig. 13: Evolution of the bulk mineral composition in the flow cell with time (case 3b). 664 

 665 

Fig. 14: Ionic concentrations [M] measured across line 1 (z = 0.01 m) at 100 and 200 hours (case 666 

3b). 667 
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 668 

Fig. 15: Calculated (a) porosity change and (b) permeability change along line 1 (case 3b); (c) 669 

and (d) are partial diagram of (a) and (b) respectively with a narrower y-axis range to enable a 670 

better visualization of differences. 671 

. 672 

4.5. Case 4 673 

In this case, the precipitation of a SrSO4-BaSO4 solid solution is considered instead of pure 674 

BaSO4, which was the case for Case 3. The injection of a solution composed of 0.001 mol L-1 675 

barium chloride and 0.099 mol L-1 of strontium chloride is likely to produce a solid solution. 676 

When no Ba2+ is present, SrSO4 exists as a pure celestite phase. When the concentration of Ba2+ 677 

exceeds the solubility of the solid solution, a solid solution having a greater stability compared to 678 

the pure barite phase (higher solubility compared to solid solution) will be formed preferentially. 679 

The transformation to a solid solution is kinetically controlled by the dissolution of the initial 680 

pure celestite phase. 681 

Fig. 16 shows the total amount of mineral phases present in the flow cell as a function of time. 682 

Although the time evolution of the system calculated by OpenGeosys-Gem and TOUGHREACT 683 

are qualitatively in good agreement, there are differences in the composition of the solid solution 684 

calculated by each code. Usually, the thermodynamic description of solid solution should have 685 

significant impact on the solubility of the solid phase and therefore on chemical composition of 686 

the solid and aqueous phases. However, in this particular case, the concentrations of aqueous Ba 687 

in the Q2 and Q3 regions are close to zero and the discrepancies between the two codes are 688 

insignificant. 689 

In GEM, the thermodynamic stability of a solid solution is increased by the consideration of the 690 

Gibbs energy of mixing (equal to the minus entropy of mixing times temperature for an ideal 691 

solid solution, see equation 16). This term further decreases the solubility product of the solid 692 

solution compared to the pure end-member. Thus, minute amounts of barite present enhance the 693 

transformation of celestite to a more stable solid solution (Sr1-xBaxSO4) if no kinetic constraint 694 

for the formation of the solid solution is considered. On the other hand, for solid solutions 695 

TOUGHREACT does not consider a pure equilibrium system where the backward-forward 696 

equilibration follows the Gibbs energy of mixing. Instead, it assumes that dissolution cannot 697 

reequilibrate the entire solid grain precipitated from a solution. This is also the reason why 698 

TOUGHREACT cannot handle excess free energies of mixing and why it can only simulate ideal 699 

solid solutions. This difference in the conceptual approach yields a greater solubility of the solid 700 

solution and a lower amount of mineral transformation when compared to the GEM simulation 701 

(Fig. 16).  702 

The porosity decrease and the corresponding permeability changes in this case study are 703 

insignificant and are therefore not presented. 704 
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 705 

Fig. 16: Evolution of the bulk mineral composition in the flow cell with time. The left axis refers 706 

to dissolving pure celestite while the right axis refers to the precipitating phases (end members of 707 

the solid solution) (case 4). 708 

5. Conclusions 709 

We conducted 2D numerical experiments to benchmark fluid flow and reactive transport 710 

calculations. In the four presented benchmark cases we studied several process combinations, 711 

such as the coupling of the flow with the conservative mass transport and the linking of the effect 712 

of liquid phase density to the advective-diffusive transport of solutes. In addition, kinetically 713 

controlled dissolution/precipitation reactions causing porosity changes and new mineral 714 

formation were investigated. Codes involved in this benchmark initiative were CORE2D, MIN3P-715 

THCm, OpenGeoSys-GEM, PFLOTRAN and TOUGHREACT. The results obtained in all the cases 716 

are in good qualitative agreement as long as the same material parameters and parameterizations 717 

are taken into account, e.g. the same reactive surface area model, the porosity update 718 

implementation and the same porosity-permeability relationship. Differences in the 719 

implementation of the directional dispersion tensor as well as the intrinsic differences in the 720 

discretization schemes (Finite Element versus Finite Volume) explain most of the observed small 721 

differences, even in the most complex cases. Other difficulties in the comparison of the data, 722 

which can also generate artifacts, could be thought to arise from using data point grids of 723 

different density. The investigated system behavior is robust against such small differences. In 724 

the case of the solid solution formation, the implemented conceptual models of solid solution 725 

simulation in different codes matter a lot contributing to differences in the calculated solubility-726 

controlled concentrations of dissolved species. In contrast, the predicted porosity evolution is not 727 

sensitive to the implemented solid solution approach. 728 

The consistent results produced by the different codes do not imply, however, that the 729 

constitutive equations (e.g. porosity/permeability, porosity/diffusivity and reactive surface area 730 

models) implemented in the numerical codes are fully adequate. Experimental benchmarks have 731 

emphasized the further need of investigating these constitutive equations [27, 77, 78]. In 732 

addition, the reaction rates together with the numerical mesh discretization can also influence 733 

simulated porosity clogging scenarios [79]. Our numerical investigation implementing a simple 734 

chemical setup cannot be used directly for safety assessment of engineered barrier systems 735 

(nuclear waste repositories, geologic CO2 storage, etc.). However, they provide an understanding 736 

of process coupling and a validation of underlying reactive transport concepts. A detailed 737 

understanding of process coupling within the dissolution/precipitation phenomena and feedback 738 

to transport properties is needed in order to do meaningful predictive modeling. 739 
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Appendix 1 970 

Table A1: Equilibrium amount of solutes and phases (mol in 1 L of water) for boundary (BC) and initial conditions 971 
(IC) for case 2. 972 

  973  

Case 2 

Inlet 

[mol] 

Q1 

[mol] 

Q2 

[mol] 

Q3 

[mol] 

Aqueous Na(CO3)- 9.26E-010 8.72E-19 9.04E-19 8.72E-19 

Na(HCO3)(aq) 9.41E-007 1.38E-15 1.32E-15 1.38E-15 

Na(SO4)- 4.74E-010 5.03E-18 2.42E-12 5.03E-18 

Na+ 1.3999991 1.00E-09 9.98E-10 1.00E-09 

NaOH(aq) 1.77E-009 2.69E-18 2.60E-18 2.69E-18 

Sr(CO3)(aq) 2.30E-018 2.99E-17 1.50E-11 2.99E-17 

Sr(HCO3)+ 5.82E-015 3.76E-14 1.94E-08 3.76E-14 

Sr(SO4)(aq) 1.33E-018 1.95E-16 4.54E-05 1.95E-16 

Sr+2 1.00E-009 1.00E-09 5.99E-04 1.00E-09 

SrOH+ 3.13E-018 2.09E-17 1.09E-11 2.09E-17 

CO2(aq) 1.11E-005 1.36E-05 1.34E-05 1.36E-05 

CO3
-2 2.77E-010 4.67E-11 6.03E-11 4.67E-11 

HCO3
- 2.97E-006 2.45E-06 2.62E-06 2.45E-06 

Cl- 1.4 1.00E-09 1.00E-09 1.00E-09 

H2(aq) 0 0.00E+00 0.00E+00 0.00E+00 

tracer(aq) 0.003 1.00E-10 1.00E-10 1.00E-10 

O2(aq) 0.00019 2.30E-04 2.30E-04 2.30E-04 

HSO4
- 2.57E-014 2.39E-13 1.18E-07 2.39E-13 

SO4
-2 5.26E-010 1.00E-09 5.99E-04 1.00E-09 

OH- 4.75E-009 4.05E-09 4.39E-09 4.05E-09 

H+ 3.92E-006 2.45E-06 2.52E-06 2.45E-06 

H2O(aq) 5.41 E+01 5.53E+01 5.53E+01 5.53E+01 

Gaseous CO2 0 0.00E+00 0.00E+00 0.00E+00 

O2 0 0.00E+00 0.00E+00 0.00E+00 

Solid Quartz 0.00E+00 8.55E+01 1.00E-09 6.47E+01 

SrCO3 0 0.00E+00 0.00E+00 0.00E+00 

SrCl2 0 0.00E+00 0.00E+00 0.00E+00 

SrCl2
.2H2O 0 0.00E+00 0.00E+00 0.00E+00 

SrCl2
.6H2O 0 0.00E+00 0.00E+00 0.00E+00 

SrSO4 0 0.00E+00 4.380E+01 0.00E+00 
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Table A2: Equilibrium amount of solutes and phases (mol in 1 L of water) for boundary(BC) and initial conditions 974 
(IC) for case 3a. 975 
 

Case 3a 

Inlet  

[mol] 

Q1_IC 

[mol] 

Q2_IC 

[mol] 

Q3_IC 

[mol] 

Aqeous Ba(CO3)(aq) 6.44E-10 2.42E-17 1.69E-17 2.42E-17 

Ba(HCO3)+ 1.24E-06 2.35E-14 1.69E-14 2.35E-14 

Ba(SO4)(aq) 7.33E-10 5.02E-16 1.63E-10 5.02E-16 

Ba+2 3.00E-01 1.00E-09 8.37E-10 1.00E-09 

BaOH+ 7.31E-10 1.38E-17 1.01E-17 1.38E-17 

Sr(CO3)(aq) 2.65E-18 2.99E-17 1.50E-11 2.99E-17 

Sr(HCO3)+ 6.60E-15 3.76E-14 1.94E-08 3.76E-14 

Sr(SO4)(aq) 9.51E-19 1.95E-16 4.54E-05 1.95E-16 

Sr+2 1.00E-09 1.00E-09 5.99E-04 1.00E-09 

SrOH+ 3.69E-18 2.09E-17 1.09E-11 2.09E-17 

CO2(aq) 1.17E-05 1.35E-05 1.34E-05 1.35E-05 

CO3
-2 2.28E-10 4.67E-11 6.04E-11 4.67E-11 

HCO3
- 2.97E-06 2.45E-06 2.62E-06 2.45E-06 

Cl- 6.00E-01 2.00E-09 2.00E-09 2.00E-09 

H2(aq) 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

O2(aq) 2.00E-04 2.30E-04 2.30E-04 2.30E-04 

HSO4
- 1.59E-14 2.39E-13 1.18E-07 2.39E-13 

SO4
-2 2.67E-10 1.00E-09 5.99E-04 1.00E-09 

OH- 4.95E-09 4.06E-09 4.39E-09 4.06E-09 

H+ 4.22E-06 2.45E-06 2.52E-06 2.45E-06 

H2O(aq) 5.50E+01 5.54E+01 5.53E+01 5.54E+01 

gaseous CO2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

H2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

O2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

solid BaCO3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

BaCl2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

BaCl2
.2H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

BaCl2
.H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

BaSO4 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Quartz 0.00E+00 8.551E+01 1.00E-09 6.657E+01 

SrCO3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

SrCl2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

SrCl2
.2H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

SrCl2
.6H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

SrSO4 (Cls 1) 0.00E+00 0.00E+00 1.466E+01 0.00E+00 

SrSO4 (Cls 2) 0.00E+00 0.00E+00 2.931E+01 0.00E+00 

  976 
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Table A3: Equilibrium amount of solutes and phases (mol in 1L of water) for boundary(BC) and initial conditions 977 
(IC) for case 3b. 978 
 

Case 3b 

Inlet  

[mol] 

Q1_IC 

[mol] 

Q2_IC 

[mol] 

Q3_IC 

[mol] 

aqueous Ba(CO3)(aq) 6.44E-10 2.42E-17 8.35E-17 2.42E-17 

Ba(HCO3)+ 1.24E-06 2.35E-14 8.35E-14 2.35E-14 

Ba(SO4)(aq) 7.33E-10 5.02E-16 8.93E-10 5.02E-16 

Ba+2 3.00E-01 1.00E-09 3.91E-09 1.00E-09 

BaOH+ 7.31E-10 1.38E-17 4.95E-17 1.38E-17 

Sr(CO3)(aq) 2.65E-18 2.99E-17 1.53E-11 2.99E-17 

Sr(HCO3)+ 6.60E-15 3.76E-14 1.97E-08 3.76E-14 

Sr(SO4)(aq) 9.51E-19 1.95E-16 4.56E-05 1.95E-16 

Sr+2 1.00E-09 1.00E-09 5.90E-4 1.00E-09 

SrOH+ 3.69E-18 2.09E-17 1.11E-11 2.09E-17 

CO2(aq) 1.17E-05 1.35E-05 1.33E-05 1.35E-05 

CO3
-2 2.28E-10 4.67E-11 6.13E-11 4.67E-11 

HCO3
- 2.97E-06 2.45E-06 2.64E-06 2.45E-06 

Cl- 6.00E-01 2.00E-09 9.60E-09 2.00E-09 

H2(aq) 0.00E+00 0.00E+00 0 0.00E+00 

O2(aq) 2.00E-04 2.30E-04 0.00023 2.30E-04 

HSO4
- 1.59E-14 2.39E-13 1.20E-07 2.39E-13 

SO4
-2 2.67E-10 1.00E-09 0.000590257 1.00E-09 

OH- 4.95E-09 4.06E-09 4.48E-09 4.06E-09 

H+ 4.22E-06 2.45E-06 2.54E-06 2.45E-06 

H2O(aq) 5.50E+01 5.54E+01 55.397354 5.54E+01 

gaseous CO2 0.00E+00 0.00E+00 0 0.00E+00 

H2 0.00E+00 0.00E+00 0 0.00E+00 

O2 0.00E+00 0.00E+00 0 0.00E+00 

solid BaCO3 0.00E+00 0.00E+00 0 0.00E+00 

BaCl2 0.00E+00 0.00E+00 0 0.00E+00 

BaCl2
.2H2O 0.00E+00 0.00E+00 0 0.00E+00 

BaCl2
.H2O 0.00E+00 0.00E+00 0 0.00E+00 

BaSO4 0.00E+00 0.00E+00 0 0.00E+00 

Quartz 0.00E+00 8.551E+01 1.00E-06 6.657E+01 

SrCO3 0.00E+00 0.00E+00 0 0.00E+00 

SrCl2 0.00E+00 0.00E+00 0 0.00E+00 

SrCl2
.2H2O 0.00E+00 0.00E+00 0 0.00E+00 

SrCl2
.6H2O 0.00E+00 0.00E+00 0 0.00E+00 

SrSO4 Cls 2 0.00E+00 0.00E+00 1945.7504 0.00E+00 

 979 

  980 
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Table A4: Equilibrium amount of solutes and phases (mol in 1L of water) for boundary(BC) and initial conditions 981 
(IC) for case 4. 982 
 

Case 4 

Inlet 

[mol] 

Q1_IC 

[mol] 

Q2_IC 

[mol] 

Q3_IC 

[mol] 

aqueous Ba(CO3)(aq) 2.98E-12 1.62E-17 3.43E-18 1.63E-17 

Ba(HCO3)+ 5.52E-09 1.96E-14 4.20E-15 1.97E-14 

Ba(SO4)(aq) 1.23E-11 5.02E-16 4.78E-11 5.02E-16 

Ba+2 1.00E-03 1.00E-09 2.46E-10 1.00E-09 

BaOH+ 3.33E-12 1.11E-17 2.41E-18 1.11E-17 

Sr(CO3)(aq) 3.65E-10 2.01E-17 1.03E-11 2.01E-17 

Sr(HCO3)+ 8.72E-07 3.13E-14 1.63E-08 3.15E-14 

Sr(SO4)(aq) 4.73E-10 1.95E-16 4.54E-05 1.95E-16 

Sr+2 9.90E-02 1.00E-09 5.99E-04 1.00E-09 

SrOH+ 4.99E-10 1.68E-17 8.91E-12 1.67E-17 

CO2(aq) 1.25E-05 1.40E-05 1.38E-05 1.41E-05 

CO3
-2 1.21E-10 3.13E-11 4.17E-11 3.14E-11 

HCO3
- 2.57E-06 2.04E-06 2.21E-06 2.05E-06 

Cl- 2.00E-01 1.00E-06 1.00E-06 1.00E-06 

H2(aq) 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

O2(aq) 2.52E-04 2.52E-04 2.50E-04 2.50E-04 

HSO4
- 5.00E-14 2.96E-13 1.45E-07 2.98E-13 

SO4
-2 5.15E-10 1.00E-09 5.99E-04 1.00E-09 

OH- 4.40E-09 3.27E-09 3.59E-09 3.25E-09 

H+ 4.46E-06 3.04E-06 3.08E-06 3.06E-06 

H2O(aq) 5.53E+01 5.53E+01 5.53E+01 5.53E+01 

gaseous CO2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

H2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

O2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

solid BaSO4 end member 0.00E+00 0.00E+00 7.07E-10 0.00E+00 

SrSO4 end member 0.00E+00 0.00E+00 3.64E-06 0.00E+00 

BaCO3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

BaCl2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

BaCl2
.2H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

BaCl2
.H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

BaSO4 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Quartz 0.00E+00 8.55E+01 1.00E-09 6.62E+01 

SrCO3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

SrCl2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

SrCl2
.2H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

SrCl2
.6H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

SrSO4 0.00E+00 0.00E+00 3.24E+01 0.00E+00 
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Appendix 2 984 

Solid solution: Activities of the end-members of a solid solution in thermodynamic equilibrium 985 

are related to activities of aqueous ions by the following set of equations [80]: 986 

{𝑆𝑂4
2−} = 𝑎𝑆𝑟𝑆𝑂4

𝐾0
𝑆𝑟𝑆𝑂4

= 𝛾𝑆𝑟𝑆𝑂4
𝑋𝑆𝑟𝑆𝑂4

𝐾0
𝑆𝑟𝑆𝑂4

  (18) 987 

{𝑆𝑂4
2−} = 𝑎𝐵𝑎𝑆𝑂4

𝐾0
𝐵𝑎𝑆𝑂4

= 𝛾𝐵𝑎𝑆𝑂4
𝑋𝐵𝑎𝑆𝑂4

𝐾0
𝐵𝑎𝑆𝑂4

  (19) 988 

where ai, γi and Xi are the activity, the activity coefficient, and the mole fraction of an end 989 

member i, respectively. For a simple ideal solid solution, γi is equal to 1 such that the activity of 990 

an end-member is equal to its mole fraction: 991 

𝑎𝐵𝑎𝑆𝑂4
= 𝑋𝐵𝑎𝑆𝑂4

  (20) 992 

𝑎𝑆𝑟𝑆𝑂4
= 𝑋𝑆𝑟𝑆𝑂4

  (21) 993 

The solidus and solutus curves are derived from the following formula: 994 

𝑙𝑜𝑔∑∏(𝑠𝑜𝑙𝑖𝑑𝑢𝑠) = log (𝑎𝑆𝑟𝑆𝑂4
𝐾0

𝑆𝑟𝑆𝑂4
+ 𝑎𝐵𝑎𝑆𝑂4

𝐾0
𝐵𝑎𝑆𝑂4

)  (22) 995 

𝑙𝑜𝑔∑∏(𝑠𝑜𝑙𝑢𝑡𝑢𝑠) = log (
1

𝑥𝐵𝑎2+ 𝐾0
𝐵𝑎𝑆𝑂4

⁄ +𝑥𝑆𝑟2+ 𝐾0
𝑆𝑟𝑆𝑂4

⁄
)  (23) 996 

The solidus x-scale refers to the mole fraction of the end members while the solutus x-scale is 997 

calculated as: 998 

𝑥𝐵𝑎2+ =
𝑎𝐵𝑎𝑆𝑂4𝐾0

𝐵𝑎𝑆𝑂4

∑∏(𝑠𝑜𝑙𝑖𝑑𝑢𝑠)
  (24) 999 

𝑥𝑆𝑟2+ = 1 − 𝑥𝐵𝑎2+   (25) 1000 

N.B: in this section only (appendix), ‘a’ refers to activity different from ‘a’ used in the manuscript which refers to 1001 
surface area per volume of the mineral phase. 1002 

  1003 



38 

 

Figures 1004 

 1005 

Fig. 1: Geometry of the numerical benchmark. 1006 

 1007 
Fig. 2: Lippmann diagram of an ideal solid solution of SrSO4 and BaSO4. 1008 
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 1009 
Fig. 3: Temporal tracer profile produced by MIN3P-THCm. A scale ranging from 0 to 0.33 g L-1 1010 

is used here for all temporal profiles (case 1). 1011 

 1012 

Fig. 4: The evolution of the total tracer mass [g] in the flow cell with time (case 1). 1013 
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 1014 

 1015 
Fig. 5: Concentration of tracer measured at ports ‘c’ (left) and ‘d’ (right) at different times (case 1016 

1). 1017 

 1018 
 1019 

Fig. 6: Absolute velocity differences in x-direction, z-direction and magnitude of velocity (from 1020 
left to right) between OpenGeoSys and TOUGHREACT. 1021 
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 1022 
Fig. 7: Difference in tracer distribution between TOUGHREACT and OpenGeoSys after 1 hour 1023 
of fluid injection. 1024 

 1025 

  1026 

Fig. 8: Temporal tracer profiles produced by OpenGeoSys-GEM. The temporal profiles are 1027 
mapped with a log scale with 3×10-11 mol L-1 and 3×10-6 mol L-1 as minimum and maximum 1028 
(case 2). 1029 

  1030 

 

    
- 
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 1031 
Fig. 9: Evolution of fluid density at ports ‘c’ (left) and ‘d’ (right) with time (case 2). 1032 

 1033 

Fig. 10: Evolution of the bulk mineral composition in the flow cell with time (case 3a). 1034 
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 1036 

 1037 

 1038 

Fig. 11: Ionic concentrations measured across line 1 (z = 0.01 m) at 150 and 300 hours (case 3a). 1039 

 1040 

1041 
Fig. 12: Calculated porosity change (left) and permeability change (right) along line 1 (case 3a). 1042 
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 1043 

Fig. 13: Evolution of the bulk mineral composition in the flow cell with time (case 3b). 1044 

 1045 

 1046 
Fig. 14: Ionic concentrations [M] measured across line 1 (z = 0.01 m) at 100 and 200 hours (case 1047 

3b). 1048 
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 1050 

 1051 

 1052 

 1053 
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1054 
Fig. 15: Fig. 15: Calculated (a) porosity change and (b) permeability change along line 1 (case 1055 

3b); (c) and (d) are partial diagram with a narrower y-axis range to enable a better visualisation 1056 

of differences. 1057 

 1058 

 1059 

 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.04 0.045 0.05 0.055

P
o

ro
si

ty
 [

-]

2E-19

2E-18

2E-17

2E-16

2E-15

2E-14

2E-13

2E-12

2E-11

0.04 0.045 0.05 0.055

P
er

m
ea

b
il

it
y

 [
m

2
]

OGS-GEM 0 hour

OGS-GEM 100 hours

OGS-GEM 200 hours

TOUGHREACT 100

hours
TOUGHREACT 200

hours
PFLOTRAN 100 hours

PFLOTRAN 200 hours

MIN3P 100h

MIN3P200h

0

0.01

0.02

0.03

0.04

0.05

0.04 0.045 0.05 0.055

P
o

ro
si

ty
 [

-]

x-coordinate of tank [m]

2E-19

2E-18

2E-17

2E-16

0.04 0.045 0.05 0.055

P
er

m
ea

b
il

it
y

 [
m

2
]

x-coordinate of tank [m]

a b 

c d 



46 

 

 1060 

Fig. 16: Evolution of the bulk mineral composition in the flow cell with time. The left axis refers 1061 

to dissolving pure celestite while the right axis refers to the precipitating phases (end members of 1062 

the solid solution) (case 4). 1063 

 1064 


