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Supplementary Material 

Supplementary Table 1. Parameter values used for STN neurons. The maximum conductances 

𝑔ion and reversal potentials 𝑣ion were Gaussian distributed with a standard deviation of 5% around the 

respective mean values given is this table. 

𝑔𝐿 2.25 nS/μm2 𝑣L -60.0 mV 

𝑔K 45.0 nS/μm2 𝑣K -80.0 mV 

𝑔Na 37.5 nS/μm2 𝑣Na 55.0 mV 

𝑔Ca 0.5 nS/μm2 𝑣Ca 140.0 mV 

𝑔ahp 9.0 nS/μm2 𝑣ss 0.0 mV 

𝑔T 0.5 nS/μm2 𝑣sg 0.0 mV 

𝜏ℎ
1 500.0 ms 𝜏ℎ

0 1.0 ms 

𝜏𝑛
1 100.0 ms 𝜏𝑛

0 1.0 ms 

𝜏𝑟
1 17.5 ms 𝜏𝑟

0 40.0 ms 

𝜑ℎ 0.75 𝜑𝑛 0.75 

𝜑𝑟 0.2   

𝜏𝑠𝑠 1.0 ms 𝜏𝑔𝑠 3.3 ms 

𝜃𝑚 -30.0 𝑜𝑚 15.0 

𝜃ℎ -39.0 𝑜ℎ -3.1 

𝜃𝑛 -32.0 𝑜𝑛 8.0 

𝜃𝑟 -67.0 𝑜𝑟 -2.0 

𝜃𝑎 -63.0 𝑜𝑎 7.8 

𝜃𝑏 0.4 𝑜𝑏 -0.1 

𝜃𝑠 -39.0 𝑜𝑠 8.0 

𝜃ℎ
𝜏 -57.0 𝜊ℎ

𝜏  -3.0 

𝜃𝑛
𝜏 -80.0 𝜊𝑛

𝜏  -26.0 

𝜃𝑟
𝜏 68.0 𝜊𝑟

𝜏 -2.2 

𝑘1 15.0 𝑘Ca 22.5 

Γ 3.75 ×10-5ms-1 𝑐m 1 pF/μm2 

 

 

 

 

 

 

 



Supplementary Material 

 2 

Supplementary Table 2. Parameter values used for GPe neurons. The maximum conductances 

𝑔ion and reversal potentials 𝑣ion were Gaussian distributed with a standard deviation of 5% around the 

respective mean values given is this table. 

𝑔L 0.1 nS/μm2 𝑣L -55.0 mV 

𝑔K 30.0 nS/μm2 𝑣K -80.0 mV 

𝑔Na 120.0 nS/μm2 𝑣Na 55.0 mV 

𝑔Ca 0.15 nS/μm2 𝑣Ca 120.0 mV 

𝑔ahp 30.0 nS/μm2 𝑣gg -80.0 mV 

𝑔T 0.5 nS/μm2 𝑣gs -100.0 mV 

𝜏ℎ
1 0.27 ms 𝜏ℎ

0 0.05 ms 

𝜏𝑛
1 0.27 ms 𝜏𝑛

0 0.1 ms 

𝜏𝑟 30.0 ms   

𝜑ℎ 0.05 𝜑𝑛 0.05 

𝜑𝑟 1.0    

𝜏gg 3.3 ms 𝜏sg 1.0 ms 

𝜃m -37.0 𝑜m 10.0 

𝜃h -58.0 𝑜h -12.0 

𝜃n -50.0 𝑜n 14.0 

𝜃r -70.0 𝑜r -2.0 

𝜃a -57.0 𝑜a 2.0 

𝜃s -35.0 𝑜s 2.0 

𝜃ℎ
𝜏 -40.0 𝜊ℎ

𝜏  -12.0 

𝜃𝑛
𝜏 -40.0 𝜊𝑛

𝜏  -12.0 

𝑘1 30.0 𝑘Ca 20.0 

Γ 1 ×10-4ms-1 𝑐m 1 pF/μm2 
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Comparison of different system sizes 

 

Supplementary Figure 1.  The stimulation protocol from Figure 3 was performed in the network 

with two system sizes and correspondingly scaled connectivity probabilities. Original model (Ebert 

et al., 2014) with larger system size, containing 10,000 STN neurons and 10,000 GPe neurons with 

connection probability within and between populations of 7%. (A) a sliding window of 100 simulation 

time steps at each different epoch when STDP or structural plasticity was active for STN (red solid 

line) and GPe (blue solid line) neurons and the average value for the whole network (cyan solid line). 

The horizontal back dot-dashed lines indicate the plateaus’ gradual decrease of the level of 

synchronization degree after each SP period interval. The vertical black dot-dashed depict the gradual 

improvement of the CR’ performance after each consecutive stimulation and SP cycle. The lines’ 

respective location is set at the beginning of the plateaus immediately after the initial sharp decrease. 

The equally sized horizontal red lines and the circle are used to provide a visual aid to this effect. (B) 

Spiking rates for STN and GPe neurons, respectively. There is no qualitative difference of the stimulus 

response behavior of both models as assessed by macroscopic quantities, order parameter and mean 

firing rate. PS, CR, STDP and structural plasticity activation interval period color coding and units are 

defined in Figure 4. 
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Inadequate CR stimulation amplitude 

 

Supplementary Figure 2. Desynchronization and spiking rate for 3 long CR sessions without 

structural plasticity with weak stimulation amplitude 𝜿 = −𝟐. 𝟎. (A) Time evolution of the order 

parameter 𝑅(𝑡) averaged over a sliding window (10 ms) for STN (red solid line) and GPe (blue solid 

line) neurons. (B) Spiking rates for STN and GPe neurons respectively. Light blue bands denote the 

Periodic Stimulation (2.5 min) intervals and light grey the CR-ON stimulation periods (10 min). STDP 

is active throughout the whole-time evolution. 
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Structural plasticity and rewiring parameter (synapse creation & deletion)  

 

Supplementary Figure 3. Parameter exploration on the rewiring factor of the structural 

plasticity rules. The rewiring is implemented as a Gaussian growth curve at the post-synaptic element 

of the STN-STN (red) and STN-GPe (blue) connections.  A rewiring factor is set at (A) −0.001, (B) 

−0.003, (C) −0.005, and (D) −0.01. The light red vertical bar and the light blue vertical indicate the 

activity operation intervals of the STN and GPe neurons respectively. The growth rate of the pre-

synaptic elements for both STN-STN and STN-GPe connections was fixed to 0.00008 and 0.00002 

respectively (same setup as shown in Figure 1D and in all other cases with SP in the manuscript). 

Panels (A) and (B) depict relatively weak memory effects. In panel (C) we present the rewiring 

parameter values that we use in the main body of the manuscript providing strong enough memory 

effect to achieve desynchronization in the short third CR stimulation period. Panel (D) also shows 

relatively strong memory effect but not substantially different than the ones in panel (C). Thus, we 

consider a rewiring factor with value set at −0.005 marks the beginning of a parameter value range 

within which the SP demonstrates relatively strong memory effects. 
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Robustness of findings 

 

Supplementary Figure 4. Two identical Periodic Stimulation (PS)-Coordinated Reset (CR) 

sequences, with structural plasticity. (A) Time evolution of the order parameter averaged over a 

sliding window (1000 ms) for STN (red solid line) and GPe (blue solid line) for 20 initializations with 

different seeds for the random number generator with corresponding standard deviation (gray). (B) 

Spiking rates for STN and GPe neurons, respectively. PS, CR, STDP and structural plasticity activation 

interval period color coding and units are defined in Figure 4. The inset depicts the comparably small 

values of the standard deviation around the mean firing rate (more evident for the STN population). 

(C) Time course of the total number of synaptic excitatory connections in the STN population. Note, 

standard deviation of total number of excitatory connections across the 20 simulations amounts to only 

0.057 % (i.e., 378 synapses).  

 

  



 7 

Number of excitatory synapses and degree of synchronization  

 

Supplementary Figure 5. Box plots of order parameters of STN (red) and GPe (blue) after 

deleting a fraction of STN-STN excitatory synapses, after having the system synchronized with 

PS, while STDP was active. Each box plot represents 11 simulations where the model was initialized 

as in Figure 3 with different seeds for the random number generator. PS synchronizes the network 

while STDP is ON, but structural plasticity is permanently OFF. After the PS epoch STDP was turned 

OFF and a percentage (between 5%-20%) of STN-STN connections was randomly selected with 

uniform probability and deleted. In the subsequent 2 min time window the amount of synchronization 

was calculated. The extent of STN synchronization decreases as the percentage of excitatory 

connections decreases.  

 

The role of structural plasticity in the brain 

In the brain there are several plasticity rules which take place simultaneously [see e.g. (Engert & 

Bonhoeffer, 1999; Hübener & Bonhoeffer, 2014; McCann et al., 2008; Song et al., 2000; Turrigiano 

& Nelson, 2004; van Ooyen & Butz-Ostendorf, 2017; Yuste & Bonhoeffer, 2004; Zenke & Gerstner, 

2017)]. The interaction between them, their specific detailed mechanisms and different roles are still 

not fully understood. However, increasing experimental evidence shows that synaptic plasticity takes 

place on time scales that may range from seconds to minutes and up to hours [see e.g. (Zenke & 

Gerstner, 2017)]. In contrast, structural plasticity is a much slower process which has been identified 

to take place across longer time frames, i.e., from several hours through to days, weeks and months 

[see e.g. (van Ooyen & Butz-Ostendorf, 2017)]. The homeostatic control was considered as an internal 

mechanism of neurons which allows them to keep a healthy operating regime (Harnack et al., 2015). 

The analytical framework in that study was based on control theory and explores possible and adequate 

conditions for stability in recurrent networks which can be directly linked to different mechanisms of 

plasticity such as the ones we explore in this study. A review on the recent developments in the field 
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of homeostatic plasticity and the stabilization of neural function can be found in (Davis, 2013). For 

example, it was shown that during aging the homeostatic signaling system adjusts its response to 

accommodate to a new set point (Mahoney et al., 2014), a more detailed discussion can be found 

regarding the existence of many homeostatic points and how these are regulated by certain molecular 

transporters. In a recent computational study (Lu et al., 2019) a neural network model with structural 

plasticity enabled to reproduce long-lasting effects of transcranial brain stimulation. 

Different types of homeostatic plasticity mechanisms, comprising the adjustment of synaptic 

strengths or intrinsic excitability were studied in the context of, e.g., activity-dependent development 

and memory storage (Turrigiano 1999; Turrigiano & Nelson 2004; Zhang & Linden 2003). Perforated 

patch clamp recordings in rat corticostriatal slices revealed a homeostatic mechanism enabling to 

maintain firing rates within functional range (Azdad et al., 2009). Specifically, this study showed that 

dopamine depletion increased the intrinsic excitability of striatal medium spiny neurons by decreasing 

an inactivating A-type potassium current. The CR-induced change of the target firing rate might be 

mediated by a mechanism similar to intrinsic plasticity, i.e., to learning-induced changes of the function 

of voltage-gated ion channels, in turn, leading to sustained changes in the intrinsic excitability of 

neurons (Zhang & Linden 2003). In Parkinson’s disease several other homeostatic mechanisms may 

be affected, too, for instance, synaptic homeostasis (Soukup et al., 2018), mitochondrial homeostasis 

(Ng et al., 2017) and iron homeostasis (Double et al., 2000). In (Lu et al., 2019) the same structural 

plasticity model used in this manuscript was incorporated in a different neuronal network (without 

STDP) to model effects of transcranial direct current stimulation. In that study structural plasticity 

modulated excitatory connections only. Their numerical results were in agreement with empirical 

evidence related to positive and negative effects of this type of therapy. 
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