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Abstract

This paper tackles Hamiltonian chaos by means of elementary tools of Riemannian geometry.

More precisely, a Hamiltonian flow is identified with a geodesic flow on configuration space-time

endowed with a suitable metric due to Eisenhart. Until now, this framework has never been given

attention to describe chaotic dynamics. A gap that is filled in the present work. In a Riemannian-

geometric context, the stability/instability of the dynamics depends on the curvature properties of

the ambient manifold and is investigated by means of the Jacobi–Levi-Civita (JLC) equation for

geodesic spread. It is confirmed that the dominant mechanism at the ground of chaotic dynamics is

parametric instability due to curvature variations along the geodesics. A comparison is reported of

the outcomes of the JLC equation written also for the Jacobi metric on configuration space and for

another metric due to Eisenhart on an extended configuration space-time. This has been applied to

the Hénon-Heiles model, a two-degrees of freedom system. Then the study has been extended to the

1D classical Heisenberg XY model at a large number of degrees of freedom. Both the advantages

and drawbacks of this geometrization of Hamiltonian dynamics are discussed. Finally, a quick hint

is put forward concerning the possible extension of the differential-geometric investigation of chaos

in generic dynamical systems, including dissipative ones, by resorting to Finsler manifolds.
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I. INTRODUCTION

As is well known, a generic property of nonlinear dynamical systems, described by a sys-

tem of differential equations, is the presence of deterministic chaos. This means that despite

the deterministic nature of a dynamical system of this kind, that is, despite the Cauchy’s

theorem of existence and unicity of the solutions of a system of differential equations, the

property of predictability of the dynamics for arbitrary times is lost in the absence of stability

of the dynamics [10, 14, 22]. Such a dramatic consequence of the breaking of integrability of

a three body problem was already pointed out by Poincaré while describing the complexity

of the homoclinic tangles in the proximity of hyperbolic points in phase space [20]. It was at

the beginning of the 60’s of the last century that for the first time the consequences of ho-

moclinic tangles in phase space of a nonlinear Hamiltonian system became visually evident.

This was thanks to the numerical integration of the equations of motion of the celebrated

Hénon-Heiles model [11]. The numerically worked out surfaces of section in phase space dis-

played what Poincaré declared to be unable even to dare to attempt drawing [20]. For many

decades now, a huge amount of work has been done, both numerical and mathematical, on

deterministic chaos. However, especially for many degrees of freedom systems, a theoreti-

cal explanation of the origin of chaos has been lacking. Homoclinic intersections certainly

provide an elegant explanation of the origin of chaos in both dissipative and Hamiltonian

systems, but apply to 1.5 or two degrees of freedom systems. Beautiful theorems on Axiom

A systems [10] and Anosov flows [1] cannot account for the emergence of chaos in dynam-

ical systems of physical relevance. An independent attempt to explain the origin of chaos

in Hamiltonian systems was put forward by N.S.Krylov who resorted to the possibility of

identifying a Hamiltonian flow with a geodesic flow in configuration space to try to explain

the origin of the dynamical instability (which we nowadays call deterministic chaos) that

could explain the spontaneous tendency to thermalization of many body systems. Krylov’s

pioneering approach focused on the search for negative curvatures in configuration space

equipped with a suitable metric [12]. Krylov’s work inspired abstract ergodic theory but

did not go too far to explain the origin of chaos in Hamiltonian dynamical systems. For in-

stance, in the case of the already mentioned Hénon-Heiles model, it turns out that no region

of negative curvature can be found in configuration space, therefore Krylov’s intuition has

been discarded for a long time. However, more recently, on the basis of numerical ”experi-

3



ments” it has been shown that chaos in Hamiltonian flows of physical relevance stems from

another mechanism, parametric instability, which will be discussed throughout this paper.

The Riemannian-geometric approach to explaining the origin of chaos in Hamiltonian flows

is based on two fundamental elements [17]: i) the identification of a Hamiltonian flow with a

geodesic flow of a Riemannian manifold equipped with a suitable metric, so that the geodesic

equations
d2qi

ds2
+ Γijk

dqj

ds

dqk

ds
= 0 . (1)

coincide with Newton’s equations

d2qi

dt2
= −∂V (q)

∂qi
. (2)

a Hamiltonian flow - of which the kinetic energy is a quadratic form in the velocities, that

is, H =
1

2
aikp

ipk + V (q1, . . . , qN) - is equivalent to the solutions of Newton’s equations of

motion stemming from a Lagrangian function L =
1

2
aikq̇

iq̇k − V (q1, . . . , qN);

ii) the description of the stability/instability of the dynamics by means of the Jacobi–Levi-

Civita (JLC) equation for the geodesic spread measured by the geodesic deviation vector

field J (which locally measures the distance between nearby geodesics), which in a parallel-

transported frame reads
d2Jk

ds2
+Rk

ijr

dqi

ds
J j
dqr

ds
= 0 . (3)

where Rk
ijr are the components of the Riemann-Christoffel curvature tensor.

The most natural geometrization of Hamiltonian dynamics in a Riemannian framework

[16] is a consequence of Maupertuis least action principle for isoenergetic paths

δ

∫ q(t1)

q(t0)

dt W (q, q̇) = 0 , (4)

where W (q, q̇) = {[E−V (q)]aikq̇
iq̇i}1/2, which is equivalent to the variational definition of a

geodesic line on a Riemannian manifold, a line of stationary or minimum length joining the

points A and B:

δ

∫ B

A

ds = 0 . (5)

If the subset of configuration space ME = {(q1, . . . , qN) ∈ RN |V (q1, . . . , qN) < E} is given

the non-Euclidean metric of components

gij = 2[E − V (q)]aik , (6)
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whence the infinitesimal arc element ds2 = 4[E−V (q)]2dqi dq
i, then Newton’s equations (2)

are retrieved from the geodesic equations (1).

The JLC equation for the geodesic spread can be rewritten as [18]

d2Jk

ds2
+ 2Γkij

dqi

ds

dJ j

ds
+

(
∂Γkri
∂qj

)
dqr

ds

dqi

ds
J j = 0 , (7)

which has general validity independently of the metric of the ambient manifold.

Importantly, there are other Riemannian manifolds, endowed with different metric ten-

sors, to geometrize Hamiltonian dynamics [18]. Two of these alternatives are concisely

described in the following. One brings about the standard tangent dynamics equation as

geodesic spread (JLC) equation, whereas the second one has never been investigated hitherto

to describe chaos in Hamiltonian flows. This gap is filled in the present work. The choice

among these manifolds is driven by practical computational reasons as will be discussed in

what follows.

II. EISENHART GEOMETRIZATION OF HAMILTONIAN DYNAMICS

It is worth summarizing some basic facts of a geometrization of Hamiltonian dynamics

which makes a direct and unexpected link between the standard tangent dynamics equations,

used to numerically compute Lyapunov exponents, and the JLC equation for the geodesic

spread [18].

II.1. Eisenhart Metric on Enlarged Configuration Space-Time M × R2

L.P.Eisenhart proposed a geometric formulation of Newtonian dynamics that makes use,

as ambient space, of an enlarged configuration space-time M × R2 of local coordinates

(q0, q1, . . . , qi, . . . , qN , qN+1). This space can be endowed with a nondegenerate pseudo-

Riemannian metric [9] whose arc length is

ds2 = (ge)µν dq
µdqν = aij dq

idqj − 2V (q)(dq0)2 + 2 dq0dqN+1 , (8)

where µ and ν run from 0 to N + 1 and i and j run from 1 to N . The relation between the

geodesics of this manifold and the natural motions of the dynamical system is contained in

the following theorem [13]:
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Theorem. The natural motions of a Hamiltonian dynamical system are obtained as

the canonical projection of the geodesics of (M × R2, ge) on the configuration space-time,

π : M × R2 7→ M × R. Among the totality of geodesics, only those whose arc lengths are

positive definite and are given by

ds2 = c21dt
2 (9)

correspond to natural motions; the condition (9) can be equivalently cast in the following

integral form as a condition on the extra coordinate qN+1:

qN+1 =
c21
2
t+ c22 −

∫ t

0

Ldτ , (10)

where c1 and c2 are given real constants. Conversely, given a point P ∈M×R belonging to a

trajectory of the system, and given two constants c1 and c2, the point P ′ = π−1(P ) ∈M×R2,

with qN+1 given by (10), describes a geodesic curve in (M × R2, ge) such that ds2 = c21dt
2.

For the full proof, see [13]. Since the constant c1 is arbitrary, we will always set c21 = 1 in

order that ds2 = dt2 on the physical geodesics.

From (8) it follows that the explicit table of the components of the Eisenhart metric is

given by

ge =



−2V (q) 0 · · · 0 1

0 a11 · · · a1N 0
...

...
. . .

...
...

0 aN1 · · · aNN 0

1 0 · · · 0 0


, (11)

where aij is the kinetic energy metric. The Christoffel coefficients

Γijk =
1

2
gim
(
∂gmk
∂qj

+
∂gmj
∂qk

− ∂gjk
∂qm

)
(12)

for ge and with aij = δij are found to be non-vanishing only in the following cases

Γi00 = −ΓN+1
0i = ∂iV , (13)

where ∂i = ∂/∂qi so that the geodesic equations read

d2q0

ds2
= 0 , (14)

d2qi

ds2
+ Γi00

dq0

ds

dq0

ds
= 0 , (15)

d2qN+1

ds2
+ ΓN+1

0i

dq0

ds

dqi

ds
= 0 ; (16)
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using ds = dt one obtains

d2q0

dt2
= 0 , (17)

d2qi

dt2
= −∂V

∂qi
, (18)

d2qN+1

dt2
= −dL

dt
. (19)

Equation (17) states only that q0 = t. The N equations (18) are Newton’s equations, and

(19) is the differential version of (10).

The fact that in the framework of the Eisenhart metric the dynamics can be geometrized

with an affine parametrization of the arc length, i.e., ds = dt, will be extremely useful in the

following, together with the remarkably simple curvature properties of the Eisenhart metric.

II.1.1. Curvature of (M × R2, ge)

The curvature properties of the Eisenhart metric ge are much simpler than those of the

Jacobi metric, and this is obviously a great advantage from a computational point of view.

The components of the Riemann–Christoffel curvature tensor are

Rk
ijr =

(
ΓtriΓ

k
jt − ΓtjiΓ

k
rt + ∂jΓ

k
ri − ∂rΓkji

)
. (20)

Hence, and after Eq.(13), the only non-vanishing components of the curvature tensor are

R0i0j = ∂i∂jV (21)

hence the Ricci tensor has only one nonzero component

R00 = 4V (22)

so that the Ricci curvature is

KR(q, q̇) = R00q̇
0q̇0 ≡ 4V , (23)

and the scalar curvature is identically vanishing R(q) = 0 .
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II.1.2. Geodesic Spread Equation for the Eisenhart Metric ge

The Jacobi equation (3) for (M × R2, ge) takes the form

∇2J0

ds2
+R0

i0j

dqi

ds
J0dq

j

ds
+R0

0ij

dq0

ds
J i
dqj

ds
= 0 , (24)

∇2J i

ds2
+Ri

0j0

(
dq0

ds

)2

J j +Ri
00j

dq0

ds
J0dq

j

ds
+Ri

j00

dqj

ds
J0dq

0

ds
= 0 , (25)

∇2JN+1

ds2
+RN+1

i0j

dqi

ds
J0dq

j

ds
+RN+1

ij0

dqi

ds
J j
dq0

ds
= 0 , (26)

and since Γ0
ij = 0 and Γi0k = 0 it is ∇J0/ds = dJ0/ds, R0

ijk = 0, and ∇J i/ds = dJ i/ds, the

only accelerating components of the vector field J are found to obey the equations

d2J i

ds2
+

∂2V

∂qi∂qk

(
dq0

ds

)2

Jk = 0 . (27)

and using dq0/ds = 1 one is left with

d2J i

dt2
+

∂2V

∂qi∂qk
Jk = 0 , (28)

the usual tangent dynamics equations. This fact is a crucial point in the development of

a geometric theory of Hamiltonian chaos because there is no new definition of chaos in

the geometric context. In fact, the numerical Lyapunov exponents computed by means of

Eqs.(28) already belong to geometric treatment of chaotic geodesic flows.

II.2. Eisenhart Metric on Configuration Space-Time M × R

Another interesting choice of the ambient space and Riemannian metric to reformulate

Newtonian dynamics in a geometric language was also proposed by Eisenhart [9]. If and

how the description of Hamiltonian chaos in this framework is coherent with the results

obtained by standard treatment based on the tangent-dynamics/JLC equations discussed in

the preceding section has never been investigated before.

This geometric formulation makes use of an enlarged configuration space M × R, with

local coordinates (q0, q1, . . . , qN), where a proper Riemannian metric Ge is defined to give

ds2 = (Ge)µν dq
µdqν = aij dq

idqj + A(q) (dq0)2 , (29)

where µ and ν run from 0 to N and i and j run from 1 to N , and the function A(q) does not

explicitly depend on time. With the choice 1/[2A(q)] = V (q) + η and under the condition

q0 = 2

∫ t

0

V (q) dτ + 2ηt , (30)

8



for the extra variable it can easily be seen that the geodesics of the manifold (M×R, Ge) are

the natural motions of standard autonomous Hamiltonian systems. Since
1

2
aij q̇

iq̇j +V (q) =

E, where E is the energy constant along a geodesic, we can see that the following relation

exists between q0 and the action:

q0 = −2

∫ t

0

T dτ + 2(E + η)t . (31)

Explicitly, the metric Ge reads as

Ge =


[2V (q) + 2η]−1 0 · · · 0

0 a11 · · · a1N
...

...
. . .

...

0 aN1 · · · aNN

 , (32)

and together with the condition (31), this gives an affine parametrization of the arc length

with the physical time, i.e., ds2 = 2(E+η)dt2, along the geodesics that coincide with natural

motions. The constant η can be set equal to an arbitrary value greater than the largest value

of |E| so that the metric Ge is nonsingular. This metric is a priori very interesting because it

seems to have some better property than the Jacobi metric and than the previous metric ge.

In fact, at variance with the Jacobi metric gJ in Eq.(6), the metric Ge is nonsingular on the

boundary V (q) = E; moreover, by varying the total energy E we get a family of different

metrics gJ , whereas by choosing a convenient value of η, at different values of the energy the

metric Ge remains the same. The consequence is that a comparison among the geometries

of the submanifolds of (M×R, Ge)—where the geodesic flows of different energies “live”—is

meaningful. To the contrary, this is not true with (ME, gJ). In some cases, the possibility

of making this kind of comparison can be important. With respect to the Eisenhart metric

ge on M × R2 in the previous section, the metric Ge on M × R defines a somewhat richer

geometry, for example the scalar curvature of ge is identically vanishing, which is not the

case of Ge.

In the case of a diagonal kinetic-energy metric, i.e. aij ≡ δij, the only non vanishing

Christoffel symbols are

Γi00 =
(∂V/∂qi)

[2V (q) + 2η]2
, Γ0

i0 = − (∂V/∂qi)

[2V (q) + 2η]
, (33)
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whence the geodesic equations

d2q0

ds2
+ Γ0

i0

dqi

ds

dq0

ds
+ Γ0

0i

dq0

ds

dqi

ds
= 0 , (34)

d2qi

ds2
+ Γi00

dq0

ds

dq0

ds
= 0 , (35)

which, using the affine parametrization of the arc length with time, i.e., ds2 = 2(E + η)dt2,

with (dq0/dt) = 2[V (q) + η] from (30), give

d2q0

dt2
= 2

dV

dt
,

d2qi

dt2
= −∂V

∂qi
, i = 1, . . . , N , (36)

respectively. The first equation is the differential version of (30), and equations (36) are

Newton’s equations of motion.

II.2.1. Curvature of (M × R, Ge)

The basic curvature properties of the Eisenhart metric Ge can be derived by means of

the Riemann curvature tensor, which is found to have the non-vanishing components

R0i0j =
∂i∂jV

(2V + 2η)2
− 3(∂iV )(∂jV )

(2V + 2η)3
, (37)

whence, after contraction, using G00 = 2V +2η the components of the Ricci tensor are found

to be

Rkj =
∂k∂jV

(2V + 2η)
− 3(∂kV )(∂jV )

(2V + 2η)2
,

R00 =
4V

(2V + 2η)2
− 3‖∇V ‖2

(2V + 2η)3
, (38)

where4V =
N∑
i=1

∂2V /∂qi 2, and thus we find that the Ricci curvature at the point q ∈M×R

and in the direction of the velocity vector q̇ is

KR(q, q̇) = 4V +Rij q̇
iq̇j (39)

and the scalar curvature at q ∈M × R is

R(q) =
4V

(2V + 2η)
− 3‖∇V ‖2

(2V + 2η)2
. (40)
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II.2.2. Geodesic Spread Equation for the Eisenhart Metric Ge

Let us now give the explicit form of Eq.(3) in the case of (M × R, Ge), the enlarged

configuration space-time equipped with one of the Eisenhart metrics. Since the nonvanishing

Christoffel coefficients are Γi00 and Γ0
0i, then using the affine parametrization of the arc length

with physical time, we obtain

d2Jk

dt2
+

2(∂kV )

2V + 2η

dJ0

dt
+

[
∂2kjV −

4(∂kV )(∂jV )

2V + 2η

]
J j = 0 ,

(41)

d2J0

dt2
− 2(∂iV )q̇i

2V + 2η

dJ0

dt
− 2(∂iV )

dJ i

dt
−
[
∂2ijV −

2(∂iV )(∂jV )

2V + 2η

]
q̇iJ j = 0 ,

where the indexes i, j, k run from 1 to N . These equations have not yet been used to tackle

Hamiltonian chaos, but are certainly worth to be investigated.

As reported in Ref.[4], the JLC equation in Eq.(7) is rather complicated for the kinetic

energy (Jacobi) metric in (6), it considerably simplifies to (28) for (M×R2, ge), and displays

an intermediate level of complexity for (M × R, Ge) as shown by Eqs.(41). This is related

with a different degree of ”richness” of the geometrical properties of the respective manifolds.

It is therefore important to check whether all these geometrical frameworks provide the same

information about regular and chaotic motions [4, 5, 19], a necessary condition which a-priori

could be questioned as it was done in Ref.[7] even though the claims of this work have been

proved wrong in [8].

III. ORDER AND CHAOS IN A PARADIGMATIC TWO-DEGREES OF FREE-

DOM MODEL WITH (M × R, Ge)

The first benchmarking is performed for a two-degrees of freedom system. In this case a

paradigmatic candidate is the Hénon-Heiles model described by the Hamiltonian

H =
1

2

(
p2x + p2y

)
+

1

2

(
q21 + q22

)
+ q21q2 −

1

3
q32 . (42)

In this case, the JLC equation for the Jacobi metric is exactly written in the form

d2J⊥

ds2
+

1

2

[
4V

(E − V )2
+
‖∇V ‖2

(E − V )3

]
J = 0 , (43)

d2J‖

ds2
= 0 (44)
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where the expression in square brackets is the scalar curvature of the manifold (ME, gJ), gJ

is the metric tensor whose components are in Eq.(6), J⊥ and J‖ are the components of the

geodesic separation vector transversal and parallel to the velocity vector along the reference

geodesic, respectively. It is well evident that this scalar curvature is always positive and that

chaotic motions can only be the consequence of parametric instability due to the variability

of the scalar curvature along the geodesics. At first sight, the scalar curvature of (M×R, Ge)

given in Eq.(40) can take also negative values as is shown in Figure 1. On the one side this

could add another source of dynamical instability to parametric instability, but, on the other

side, the extension of regions of negative curvature depends on the value of the arbitrary

parameter η that enters the metric Ge, extension that can be arbitrarily reduced making its

contribution to degree of chaoticity not intrinsic. In Figure 2 the plane (q1, q2) is taken as

surface of section of phase space trajectories when p2 = 0 and p1 > 0.
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FIG. 1. Configuration space of the Hénon-Heiles model. The dashed lines represent the equipoten-

tial boundaries: V (q1, q2) = 0.0833 (cyan); V (q1, q2) = 0.125 (green); V (q1, q2) = 0.1667 (yellow).

Left panel: η = 0.045. Right panel: η = 0.1667. The scale of colours represents different intervals

of values of the scalar curvature given in Eq.(40).

At the lowest energy, E = 0.0833, when all the motions are regular, the trajectories are

found to visit also regions of negative curvature, whereas at higher energies, E = 0.125 and

E = 0.1667, the chaotic trajectories considered display a large number of intersections in

regions of positive curvature. In other words, the role of negatively curved regions does not
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appear to play a relevant role in determining the chaotic instability of the dynamics.
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FIG. 2. Superposition of the configuration space of the Hénon-Heiles model with the surfaces of

section of phase space trajectories. Red dots correspond to the crossing of the (q1, q2) plane when

p2 = 0 and p1 > 0. Upper left panel corresponds to E = 0.0833; upper right panel corresponds to

E = 0.125; lower panel corresponds to E = 0.1667. For all these cases η = 0.0833.

As a matter of fact, the comparison of the results obtained by numerically integrating

the stability equations (28), (41), and (43) along with the equations of motion of the Hénon-

Heiles model, at different energies and initial conditions, show an excellent qualitative and

quantitative agreement. The integration of the Hamilton equations of motion is performed

with a symplectic integrator. The stability equations have been integrated with a fourth-

13



order Runge-Kutta scheme. The choice of the energy values follows the historical paper by

Hénon-Heiles, and the initial conditions for regular and chaotic motions are chosen according

to the selections in Ref.[5]. The quantity reported in Figures 3 and 4 is

λ(t) =
1

t
log

[
‖J̇(t)‖2 + ‖J(t)‖2

‖J̇(0‖2 + ‖J(0)‖2

]
(45)

where the separation vector J is in turn the solution of the three different stability equations.
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FIG. 3. Numerical solutions of the tangent dynamics equation (28) (black line) compared to the

solution of equation (41) (blue line), and to the solution of equation (43) (red line). Left panel:

E = 0.0833, η = 0.0833 and the initial condition is point (a) of Figure 1 of [5]. The dashed green

line is the reference t−1 slope for regular motions. Right panel: E = 0.125, η = 0.0833 and the

initial condition is point (d) of Figure 3 of [5].

The robustness of the results obtained by means of Eq.(41) for the manifold (M ×R, Ge)

with respect to different choices of the free parameter η has been checked and confirmed. It

is in particular the close agreement between the results obtained with the Eqs.(41) and (43)

which confirms that chaos stems from parametric instability, because in the latter equation

the scalar curvature is always positive. The right panel of Figure 3 shows a clear qualitative

agreement among the three patterns λ(t) but some quantitative deviations that do not

change neither with longer integrations not by changing the value of η in the case of λ(t)

computed with (41). Perhaps such a discrepancy could stem from the inhomogeneity of the
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chaotic layer in phase space due to the presence of very small regular islands, inhomogeneity

detected differently by the different JLC equations. Actually, this discrepancy is no longer

observed at higher energy (right panel of Figure 4) when the chaotic layer seems more

homogeneous. The reason why the geometrization of Hamiltonian dynamics by means of

(M ×R, Ge) can be of prospective interest relies on its intermediate geometrical ”richness”.

� �� ��� ���� ���
��-�

��-�

��-�

�����

�����

�����

�

�

λ

��� ��� ��� ��� ���

���

���

���

���

�

λ

FIG. 4. Numerical solutions of the tangent dynamics equation (28) (black line) compared to

the solution of equation (41) (blue line), and to the solution of equation (43) (red line). Here

E = 0.1667, η = 0.0833 and the initial condition for the left panel is point (a) of Figure 5 of [5],

and for the right panel point (c2) of the same Figure.

On (M × R2, ge) the scalar curvature is always vanishing, the Riemann curvature tensor

is just the Hessian of the potential and the Ricci tensor has only one non-vanishing compo-

nent, to the opposite, on (ME, gJ) the Riemann curvature tensor has O(N4) non-vanishing

components and at large N the scalar curvature can happen to be overwhelmingly negative

without affecting the degree of chaoticity of the dynamics. The geometry of (M × R, Ge)

is definitely richer than that of (M × R2, ge) and less complicated than that of (ME, gJ),

therefore, and mainly at large N , this framework can offer some computational advantage

for more refined investigations about the geometric origin of parametric instability of the

geodesics. Loosely speaking, to give an idea of what a more refined geometrical investiga-

tion might mean, it has been shown [6, 18] that integrability is related with the existence
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of Killing tensor fields on the mechanical manifolds, therefore the degree of breaking of the

hidden symmetries associated with Killing tensor fields could be defined, investigated, and

related with the existence of weak and strong chaos in Hamiltonian flows.

IV. ONE-DIMENSIONAL XY -MODEL IN THE EISENHART METRIC (M×R, Ge)

Let us now proceed to investigate how Hamiltonian chaos is described in this geometric

framework at a large number of degrees of freedom. This is shown for a specific model,

the one-dimensional classical XY model. The reason for choosing this model is that it

has a rich variety of dynamical behaviors: at low energy it is equivalent to a collection of

weakly coupled harmonic oscillators, at asymptotically high energy it represents a set of

freely rotating spins, at intermediate energies it displays a strongly chaotic dynamics, as

witnessed by the whole spectrum of Lyapounov exponents [15]. Moreover, for this model

it was necessary to introduce an ad hoc adjustment of an otherwise successful geometric-

statistical model for the analytic computation of the largest Lyapounov exponent [3] carried

on in the framework (M × R2, ge). It is thus interesting to check whether or not another

geometric framework can allow to fix the problem more naturally.

The 1D XY model, describes a linear chain of N spins/rotators constrained to rotate in

a plane and coupled by a nearest-neighbour interaction. This model is formally obtained

by restricting the classical Heisenberg model with O(2) symmetry to one spatial dimension.

The potential energy of the O(2) Heisenberg model is V = −I
∑
〈i,j〉

si · sj, where the sum

is extended only over nearest-neighbour pairs, I is the coupling constant, and each si has

unit modulus and rotates in the plane. To each “spin” si = (cos qi, sin qi), the velocity

ṡi = (−q̇i sin qi, q̇i cos qi) is associated, so that H =
N∑
i=1

1

2
ṡ2i −I

∑
〈i,j〉

si · sj. The Hamiltonian

of this model is then

H(p, q) =
N∑
i=1

p2i
2

+ I
N∑
i=1

[1− cos(qi − qi−1)] , (46)

The canonical coordinates qi and pi are thus given the meaning of angular coordinates and

momenta. As already mentioned above, this Hamiltonian system has two integrable limits.

In the low-energy limit it represents a chain of harmonic oscillators, as can be seen by
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expanding the potential energy in power series

H(p, q) ≈
N∑
i=1

[
p2i
2

+
I

2
(qi+1 − qi)2

]
, (47)

where pi = q̇i, whereas in the high-energy limit it represents a system of freely rotating

objects, since the kinetic energy increases with total energy without bounds, at variance

with potential energy which is bounded from above.

IV.1. Numerical solution of the JLC equation for (M × R, Ge)

Let us proceed by comparing the outcomes of the integration of the equations (28) and

(41) computed along the flow of the Hamiltonian (46). The standard tangent dynamics

equations (28) can be split as

J̇ iq = J ip

J̇ ip = −Hess(V )ij J
j
q (48)

which explicitly read as

J̇ iq = J ip (49)

J̇ ip = −I cos(qi−1 − qi)J i−1q + I [cos(qi−1 − qi) + cos(qi − qi+1)]J
i
q −I cos(qi−1 − qi)J i+1

q ,

whence the Largest Lyapunov Exponent is worked out by computing

λ1 = lim
t→∞

1

t
log

[
‖Jq(t)‖2 + ‖Jp(t)‖2

‖Jq(0)‖2 + ‖Jp(0)‖2

]
. (50)

At the same time, the integration of the JLC equations (41), by setting J = (J0, J i), and

choosing η = E, yields another estimate of the instability exponent through the analogous

definition

λG = lim
t→∞

1

t
log

[
‖J(t)‖2Ge

+ ‖J̇(t)‖2Ge

‖J(0)‖2Ge
+ ‖J̇(0)‖2Ge

]
. (51)

We have solved the equations of motion of the 1D XY model (setting I = 1) and the tangent

dynamics equations (49) by using a bi-lateral symplectic algorithm [2]. The JLC equations

(41) have been solved by using a third-order predictor-corrector algorithm. Periodic bound-

ary conditions have been considered. Random initial conditions have been adopted by taking

the qi randomly distributed in the interval [0, 2π], and by taking the pi gaussian-distributed
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and suitably scaled so as to complement with the kinetic energy the difference between the

total energy initially set and the initial value of the potential energy resulting from the

random assignment of the qi. Figure 5 shows the comparison between the results obtained

at different values of the energy density ε = E/N for λ1(ε) and λG(ε) defined above. It is

well evident that the results so obtained are globally in very good agreement. At energy

densities in the interval between ε ' 0.2 and ε ' 100 the agreement is perfect, whereas at

lower energy densities, below ε ' 0.2, small discrepancies are found which seem due to a

slower time-relaxation of λG(t) with respect to λ1(t).

Of course, an unavoidable check of consistency has to be performed on an integrable

dynamics. This check has been performed on the flow of the Hamiltonian (47). The results

obtained with the equations (28) and (41) are reported in Figure (6). As expected for

non-chaotic dynamics, it is found that λ1(t) decays as a straight line of slope −1 in double

logarithmic scale, and λG(t) decays with an oscillating pattern with a t−1 envelope. This

has been checked at different N and energy values. Some cases are reported in Figure 6.
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FIG. 5. Lyapunov Exponents λ1 (cyan circles) and λG (green triangles) versus the energy density

ε for a system of N = 150 spins. The parameter η has been set as η = E.
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FIG. 6. Lyapunov Exponents λ1(t) (red, green and black lines) versus λG(t) (blue, magenta and

cyan lines) for a system of N = 2, 100, 1000 harmonic oscillators, respectively. The black dashed

line is the t−1 reference slope for a regular dynamics. Here ε = 1 and η = E.

V. THE EFFECTIVE SCALAR MODEL FOR THE JLC EQUATION

In [3] an effective scalar approximation of the JLC equation (7) has been worked out under

some suitable hypothesis. In a nutshell, at large N under an hypothesis of quasi-isotropy -

meaning that a coarse-grained mechanical manifold appears as a constant curvature isotropic

manifold - with broad spatial spectrum of curvature variations at a finer scale, the evolution

of the norm of the geodesic separation vector is described by a stochastic oscillator equation

d2ψ(s)

ds2
+
[
〈kR〉+ 〈δ2kR〉1/2η(s)

]
ψ(s) = 0

where η(s) a δ-correlated gaussian stochastic process of zero mean and unit variance, and

〈kR〉 =
1

N − 1
〈KR〉

〈δ2kR〉1/2 =
1

N − 1
(〈K2

R〉 − 〈KR〉2)

where KR is the Ricci curvature of the mechanical manifold under consideration, and the

averages are meant along a reference geodesic or as microcanonical averages on suitable
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energy surface ΣE. By putting k0 = 〈kR〉, σ = 〈δ2kR〉1/2,

τ1 =
〈 dt
ds

〉 π

2
√
k0 + σ

τ2 =
〈 dt
ds

〉k1/20

σ

(52)

and hence defining τ−1 = 2(τ−11 + τ−12 ), an analytic expression for a geometric Largest

Lyapunov Exponent is given by [3]

λ(k0, σ, τ) =
1

2

(
Λ− 4k0

3Λ

)
,

Λ =

σ2τ +

√(
4k0
3

)3

+ σ4τ 2

1/3

. (53)

This can be applied to the geometrization on the manifold (M × R, Ge) of Hamiltonian

dynamics. In this case the Ricci curvature reads as

KR(s) =
1

2(E + η)

(
∆V − 3‖∇V ‖2

2V + 2η
+
∂2kjV q̇j q̇k

2V + 2η
− 3∂jV q̇j∂kV q̇

k

(2V + 2η)2

)
≡ KR(t)

2(E + η)
(54)

and using the arc-length parametrization ds2 = 2(E + η)dt2 with physical time, we can

compute by means of Eqs.(53) an analytic prediction of λG(ε) for (M ×R, Ge) and compare

it to the outcome obtained for (M × R2, ge).

The first step consists in computing the average Ricci curvature and its variance of the two

manifolds at different values of the energy density. We can limit these computations to one

single choice of N for which the asymptotic values of 〈kR〉 and 〈δ2kR〉 are already attained

(see [3]). Moreover, for non-integrable systems, after the Poincaré-Fermi theorem, all the

constant energy surface is accessible to the dynamics, and since chaos entails phase space

mixing, with sufficiently long integration times we obtain good estimate of microcanonical

averages of the observables of interest. Figures 7 and 8 provide the comparison between

〈kR〉 and 〈δ2kR〉 for the two manifolds.
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FIG. 7. Average of Ricci curvature 〈KR〉 of M × R2 (red squares) and of M ×R (green triangles),

respectively, vs energy density ε for a system of N = 150. Here η = E.

Somewhat unexpectedly these average quantities are found to be practically coincident,

thus it is not surprising that the application of the effective scalar model for the JLC equation

- recalled above - yields outcomes in close agreement, as shown by Figure 9.
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FIG. 8. Average variance of the Ricci curvature σK of M × R2 (red squares) and of M ×R (green

triangles) vs energy density ε for a system of N = 150 particles. Here η = E.
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FIG. 9. Geometric Lyapunov Exponents λ λ worked out for M × R2 (red squares) and for M ×R

(green triangles) vs energy density ε, for a system of N = 150 particles. Here η = E.
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FIG. 10. Comparison between the two Geometric Lyapunov Exponents λge (red squares), λGe

(green triangles) and the standard numerical computation of λ1 (cyan circles) vs energy density ε

for a system of N = 150. Here η = E.
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The comparison among the outcomes λge(ε), λGe(ε) of the ”statistical” formula (53), and

the standard computation of λ1(ε) are displayed in Figure 10. The discrepancy, observed

approximately for ε in the interval between 0.2 and 2, has been given an explanation in Ref.[3]

where it has been shown that the numerical distribution of the Ricci curvature of M × R2

actually displays a non-vanishing skewness with an excess of negative values with respect

to a Gaussian distribution. This information is lost in the effective scalar model for the

JLC equation above recalled. An ad hoc displacement of 〈kR〉 to empirically account for the

excess of negative values of KR allowed to exactly retrieve the pattern of λ1(ε) by means of

the scalar effective model. A-priori the use of (M×R, Ge) could have fixed the problem more

naturally but, disappointedly, this has not been the case thus calling for an improvement of

the effective scalar model, possibly taking into account higher order moments of the Ricci

curvature distribution. Finally, it is worth to mention that the potential function of the

Hamiltonian (46) has a large number of critical points qc, that is such that ∇V (q)|q=qc = 0

[18]; near each critical point, in Morse chart one has V (q) = V (qc) −
k∑
i=1

q2i +
N∑

i=k+1

q2i

where k is the Morse index of a given critical point. Now, the neighborhoods of critical

points are enhancers of chaos because using the expression for V (q) in Morse chart together

with ∇V (qc) = 0, both equations (28) and (41) diagonalize with k unstable components in

proximity of a critical point of index k. Morse theory relates critical points of a suitable

real valued function (here the potential function) with topological properties of its levels

sets, here of equipotential manifolds in configuration space. In other words, the 1D XY

model highlights the necessity of taking into account also some topological property of the

mechanical manifolds in order to improve the effective scalar model for the JLC equation.

VI. DISCUSSION

Summarizing, the geometrization of Hamiltonian dynamics within the framework of the

configuration space-time equipped with an Eisenhart metric, (M×R, Ge), provides a correct

distinction of regular and chaotic motions and it is in qualitative and quantitative agreement

with the two other geometrization frameworks reported above. As already remarked, the

advantage of this framework could be that of an intermediate level of complexity/richness of

its geometry with respect to (ME, gJ) and (M ×R2, ge) which could be useful in performing

more elaborated investigations about the relation between geometry and chaos.
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Let us conclude with an outlook at a prospective extension to generic dynamical systems

of the geometric description of chaos in systems of differential equations

ẋi = f i(x1, . . . , xN) = f i(x) (55)

that is, also in the case of dissipative systems. By differentiation with respect to time of

Eq.(55) we get a new system of equations

ẍi =
N∑
j=1

∂f i(x)

∂xj
ẋj =

N∑
j=1

∂f i(x)

∂xj
f j(x) (56)

that can be derived from the Lagrangian function

L(x, ẋ) =
N∑
i=1

[ẋi − f i(x)]2 (57)

and the usual Lagrange equations. To this Lagrangian L(x, ẋ) one associates a metric

function homogeneous of degree one in the velocities

Λ(xa, ẋa) = L(xi, ẋi/ẋ0)ẋ0 , a = 0, 1, . . . , N ; i = 1, . . . , N (58)

involving an extra velocity ẋ0; through this metric function a metric tensor expressed as

gab(x, ẋ) =
1

2

∂2Λ2

∂ẋa∂ẋb
(59)

provides the tangent bundle of the configuration space of the system (55) with a Finslerian

structure. The geodesics of this space, minimizing the functional

∫ τ1

τ0

Λ(xa, ẋa)dτ , are given

by [17, 21]
d2xa

ds2
+ γabc(x, ẋ)

dxb

ds

dxc

ds
= 0 (60)

where γabc(x, ẋ) are the connection coefficients derived from the velocity dependent metric

gab(x, ẋ), and coincide with the solutions of Eqs.(56). Then a geodesic deviation equation is

defined also on Finsler manifolds and relates stability/instability of the geodesics with the

curvature properties of the space [17]. This approach certainly deserves to be investigated

to tackle chaotic dynamics of dissipative systems with the same methodological approach

successfully applied to Hamiltonian systems.
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