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Density functional/molecular dynamics simulations have been performed to shed light on the
drift of Ag atoms in an amorphous GeSs solid-state electrolyte between Ag and Pt electrodes in the
presence of a finite electric field. The system models a conductive bridging random access memory
(CBRAM) device, where the electric field induces the formation of conductive filaments across the
chalcogenide. Simulations of a 1019 atom structure under an external electrostatic potential of
0.20 eV/A at 480 K and 680 K show significant atomic diffusion within 500 ps. Ag migration and
the formation of percolating filaments occur in both cases. Three simulations for a smaller model
(472 atoms) confirm the formation of percolating Ag strings. Significantly reduced mobility of Ag
cations at 380 K means that Ag migration to the Pt electrode did not occur within 1 ns. The
electronic structure analysis of selected snapshots shows that dissolved Ag atoms become markedly
cationic, which changes when Ag clusters form at the Pt electrode. The electrolyte does not conduct,
despite percolating single-atom Ag wire segments. Sulfur becomes anionic during the migration as a
result of Ag-S bonding, and the effect is most pronounced near the active electrode. The formation
of conductive filaments requires a percolating network of Ag clusters to grow from the Pt interface,
and the weakest link of this network is at the Ag electrode.

I. INTRODUCTION

The explosive increase in memory demands in comput-
ing is by no means a recent development, and replace-
ments for magnetic hard disk drives (HDD) and flash
memory have been sought for many years. The need
for highly scalable, rapid, low-power and durable, non-
volatile alternatives has focused on a range of devices
often referred to as resistive random access memories
(RRAM or ReRAM). Information is stored as states of
different resistivity that can be monitored by appropri-
ate physical mechanisms, and well-known examples are
phase change memory (PCM) materials. These are based
on the extremely rapid and reversible transformations be-
tween the amorphous and crystalline forms of nanosized
bits in a very thin polycrystalline layer of a narrow-gap
semiconductor or semimetal. Phase changes are achieved
by laser light or resistive heating and can be monitored
by changes in optical properties or resistivity [1]. The
best-studied PCM materials are alloys of the GST family
(GeTe)1_,(SbaTes),, particularly GeaSboTes, and Sh-
rich compounds, including Ag/In/Sb/Te (AIST) alloys.
The past decade has seen much progress in understand-
ing the phase change mechanism, and molecular dynam-
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ics (MD) simulations based on density functional (DF)
theory have played an essential role.

Other candidates for non-volatile memory are based on
a metal-insulator-metal (MIM) electrochemical cell [2, 3],
where resistance change accompanies the formation or
removal of filaments in the electrolyte, depending on the
polarity of the electrodes. Two promising examples are
valence change memory (VCM, also known as oxygen va-
cancy RAM, OxRAM ([3]) and conductive bridging RAM
(CBRAM). The switching mechanism in the former is
based on the creation and displacement of oxygen vacan-
cies in an insulating layer that often comprises a transi-
tion metal oxide such as HfO, [4, 5], where the valence
of the metal ion changes on switching. The active anode
in CBRAM is often Ag or Cu, the inert cathode W or Pt
[6], and common electrolytes are amorphous Ge chalco-
genides, particularly Ge/S [7], and SiO,, [8-11]. Informa-
tion is stored via resistivity changes caused by oxidation
of Ag or Cu metal at the anode and the reduction of Ag™
or Cu' at the cathode. The low applied bias (several
hundred mV) can change the resistance by many orders
of magnitude in tens of nanoseconds, and a reverse bias
of the same magnitude reverses the process. Flash mem-
ory uses charge in a capacitor to store information, which
is retained in CBRAM as electrodeposited metal atoms
with much higher stability. CBRAM is the focus of the
present work.

The complex processes occurring during the operation



of RRAM cells are typical of the general problem of
atomic diffusion in amorphous materials, and aspects of
filament formation remain poorly understood and mat-
ters of debate [4]. The resolution of such questions will re-
quire insight into the motion of individual atoms, and nu-
merical simulations will play a central role [4, 12, and ref-
erences therein|. Essential input is a prescription for de-
termining the energies and forces in a mobile, disordered
system, and MD simulations of Cu/SiO2/Cu CBRAM
cells have been carried out using an interatomic potential
(ReaxFF) [8]. The effect of an electric field was incorpo-
rated by modifying the electronegativities of the atoms in
the electrodes as the simulation proceeds. It was found
that stable metallic clusters can form before filaments,
which often lack crystalline order. Recent developments
in machine learning methods of optimizing force fields
promise reliable results for longer simulations of larger
samples [13, and references therein].

Density functional calculations [14] are free of ad-
justable parameters, and their combination with MD
has provided encouraging results in earlier work on re-
lated chalcogenide materials, including experimentally
constrained structures of AsSs and AgAsS,; [15] and
Ag/Ge/S alloys [16]. The high mobility of Ag ions in
these electrolytes is related to the presence of cavities
(vacancies) and the possibility of Ag jumps to a neighbor-
ing vacant site. DF/MD simulations have been carried
out for Cu/SiO5/Cu cells, although calculations of the
dynamical matrix used forces calculated using ReaxFF
parameters chosen to model the switching behavior of
CBRAM cells [4]. The combination of DF calculations
with calculations of transport coefficients [4] using non-
equilibrium Green’s functions [17] is desirable, but diffi-
cult to implement because of the numerical demands of
DF calculations [4].

DF calculations often assume periodic boundary con-
ditions, and the scalar potential of a finite electric field
is neither periodic nor bounded from below. These prob-
lems can be overcome in principle by using the Berry
phase approach [18, 19], but numerical instabilities com-
plicate their practical implementation. The limits on the
simulation depend on the band gap in the material, the
magnitude of the field, and the size of the simulation
cell. If the field is too high, the sample too large, or
the gap too small, the electronic calculation will not con-
verge. For example, a recent study [20] applied the Berry
phase approach with hybrid DFT to ascertain their ef-
fect on the mid-gap electronic states in models of the
prototypical amorphous phase-change memory material,
GesShoTes. It was concluded that a field stronger than
0.005 V/ A could not be used in MD simulations for this
system (cubic cell 22 A, band gap ~ 0.6 eV).

We describe here DF/MD simulations of Ag migration
in an amorphous solid state electrolyte at elevated tem-
peratures in the presence of a finite electric field. Our
model comprises an Ag anode, a GeSy electrolyte, and
a Pt cathode. The system is complicated, far from ho-
mogeneous, and with an elongated cell dimension. To

overcome the above issues with the field strength and
electronic convergence, we have use an external electro-
static potential with a sawtooth profile. This requires
that the model structure must include a vacuum layer
where the periodic potential returns to its original value.
Our DF/MD simulation strategy is similar to that used
to study the crystallization of amorphous PCM materials
[21, 22] and Sb [23], with replications at different tem-
peratures and system sizes that highlight the stochastic
nature of the process.

Ag ions do not migrate to the Pt electrode in the pres-
ence of an electric field at 380 K in simulations of up
to 1 ns, and the process has been accelerated by raising
the temperature to between 480 K and 680 K, which fa-
vors the thermally activated component of Ag diffusion
driven by the entropy of mixing. The electronic structure
of selected snapshots with percolating Ag networks have
been analyzed to clarify the changes in the projected (lo-
cal) electronic density of states (DOS), effective charges
and polarization across the system. The methods of sim-
ulation and electronic structure calculations are outlined
in Section II, and the results are presented in Section ITI
and discussed in our concluding remarks (Section IV).

II. METHODS

A. Density functional/molecular dynamics
simulations

The DF/MD simulations were carried out with the
CP2K program package [24], which uses a dual basis set
of Gaussian functions and plane waves for the description
of electronic structure in conjunction with the Goedecker-
Teter-Hutter (GTH) pseudopotentials [25]. The Gaus-
sian basis uses molecularly-optimized double-zeta basis
functions (DZVP) [24], and the plane waves have a ki-
netic energy cutoff of 400 Ry for the valence electron
density. The valence configurations are 4d'°5s for Ag,
3523p? for Ge, 3523p? for S, and 5525p%5d'° for Pt, and
we have adopted the exchange-correlation energy func-
tional of Perdew, Burke, and Ernzerhof (PBE) [26]. Pe-
riodic boundary conditions have been applied in z-, y-,
and z-directions, and a single point (T') is used for sam-
pling k-space. The Born-Oppenheimer MD simulations
have been carried using a time step of 3 fs and a canon-
ical sampling through a velocity rescaling (CSVR) ther-
mostat [24]. Short benchmark MD calculations at 480 K
for shorter time steps show that the present choice of
time step is satisfactory (see Fig. S1 in the Supplemen-
tary Material [27]). At each step, the electronic trial
density is predicted from the previous values using the
stable ASPC algorithm [28]. The production simulation
times were 1003 ps (380 K), 503 ps (480 K), and 413 ps
(680 K).

The large model (1019 atoms, Fig. 1) comprises an
active Ag electrode with a pyramidal tip (342 atoms),
an intermediate chalcogenide region of amorphous GeSg



(138 Ge and 274 S atoms), and a passive Pt electrode
(265 atoms) with a truncated tip. The structure of the
amorphous chalcogenide region is based on simulations of
a bulk sample of 900 atoms obtained from reverse Monte
Carlo (RMC) analysis of X-ray diffraction and neutron
scattering data [29]. This structure was inserted between
the electrodes; overlapping Ge/S atoms were removed
while retaining the initial GeSy composition. The result-
ing structure was optimized and thermalized at the tar-
get temperature (380 K, 480 K, or 680 K) by performing
MD simulations (1-2 ps) before starting the production
runs. The external electric field of 0.20 eV/A is repre-
sented by a sawtooth potential, and vacuum regions of
5 A outside both electrodes allow the restoration of the
field for periodic images. There is no vacuum in the z-
and y-directions. During MD, the atoms in the outermost
layers of the Ag/Pt electrodes (64 atoms each) are fixed
to avoid system drift and atoms leaking into the vacuum
regions. The initial electrolyte region has a thickness of
34 A (overlapping the tips), and the minimum distance
from the outermost Ag atom to the Pt electrode is 12 A.

(b)

FIG. 1. (a) Starting structure of large model at 480 K (1019
atoms, cell size 22 x 22 x 55.5 A3, including a vacuum region
of 10 A outside the electrodes). (b) Starting structure of
small model at 420 K (472 atoms, cell size 16.5 x 16.5 x 45.5
A3). Ag, cyan; Ge, dark grey; S, yellow; Pt, grey. Structural
representations use the Jmol software [30].

A smaller model was constructed to enable faster sim-
ulations at a lower temperature (420 K). The lateral base
of the electrodes was reduced from 8 x 8 atoms (22 A)
to 6 x 6 (16.5 A), while the cell size in the perpendic-
ular direction was reduced by 10 A. One base layer of
each electrode was removed and the Ag tip truncated.
The resulting system comprised 472 atoms: 192 in the
Ag tip, 138 in the chalcogenide region (46 Ge, 92 S),
and 144 in the Pt electrode. The outermost layers of Ag
and Pt were again fixed, and there was a vacuum region
of 10 A between the repeating units in the z-direction.
The chalcogenide region was initially 24 A wide (includ-

ing the overlapping tips), and the minimum distance be-
tween the outermost Ag and Pt electrodes was 10 A. The
same starting structure was used for three simulations of
over 500 ps with different initial velocity distributions.

B. Electronic structure analysis

The electronic densities of states (eDOS) of selected
snapshots from the 1019-atom trajectories at 480 K and
680 K were computed by performing single-point elec-
tronic structure calculations using the non-local, hybrid
PBEO functional [31]. The computational cost is reduced
by using the auxiliary density matrix method, in which
the electron density is mapped onto a much sparser Gaus-
sian basis set containing less diffuse and fewer primitive
Gaussian functions than otherwise employed [32]. The
Bader effective charges for Ag, Ge, S and Pt atoms were
computed from the total electronic charge density [33],
and the electrostatic potential and polarization were de-
termined by repeating the calculation with field ON/OFF
for fixed snapshots.

III. RESULTS

Ag migration and a percolating metal network across
the sample were found at 420 K and 480 K, but Ag mi-
gration to the Pt electrode did not occur at 380 K within
1 ns. The simulations confirm the tendency of Ag to
diffuse readily through the chalcogenide region, while Pt
remains largely inert. Ag diffusion is counterbalanced
by the movement of Ge and S atoms, where S atoms, in
particular, tend to penetrate into the Ag electrode. The
percolating Ag network starts from single Ag chains, be-
comes a branched network of interconnected chains, and
small Ag clusters form gradually on the Pt electrode.

A. Dynamics and structure
1. Simulations at 480 K and 680 K

The average longitudinal (z-direction) displacement of
elements is shown for the simulations at 480 K and 680 K
in Fig. 2, together with the number of Ag atoms con-
nected to the Pt electrode via Ag-Ag and Ag-Pt bonds.
The Ag atoms belonging initially to the pyramidal tip
are shown in Figs. 2(a,b). The displacement curves show
that mobility in Ag increases significantly more than in
Ge and S, which move in the opposite direction. At
480 K, the drifts of Ge and S are very similar and appear
to compensate Ag diffusion, while the larger S drift at
680 K reflects its negative effective charge and tendency
to bind to Ag. The mobility of atoms in the Ag tip is
significantly higher for most of the simulation at 480 K,
but ultimately approaches the average Ag value.



In order to gain insight on the forming Ag network
on the passive Pt electrode, we have mapped interlinked
metal-metal connections, as well as percolation if the net-
work extends from Pt back to the active electrode, by re-
quiring that each Ag-Ag (Pt-Ag) link (“bond”) has to be
smaller than a cutoff distance of 3.5 A. Our choice of this
value arises from our previous experience of the Ag-Ag
PDF in amorphous chalcogenides [15, 16], where there is
a minimum at 3.5 A after the first peak corresponding
to nearest neighbors. The subsequent electronic struc-
ture analysis suggests that percolation in this context
is a topological measure of Ag distribution across the
electrolyte and should not be confused with conductivity
changes. The percolation analysis of the the simulations
at 480 K and 680 K is displayed in Fig. 2(c,d). The tip
atoms reach the opposite Pt electrode after 120 ps at
480 K and percolation occurs after 300 ps [Fig. 2(c)]. At
680 K, the first Ag migration occurs after 50 ps, and per-
colation appears first at 70 ps [Fig. 2(d)]. The accumu-
lation of Ag on the Pt side leads to a lower ionic mobility
than in the other Ag atoms. Percolation is occasional
at 480 K during the whole simulation, but continuous at
680 K after 300 ps.
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FIG. 2. Average longitudinal displacement of elements and
formation of migrated Ag segments/percolating connections
from the Pt electrode (nearest neighbor cutoff 3.5 A). (a,b)
Displacement at 480 K and 680 K. (c,d) percolation at 480 K
and 680 K.

Figures 3 and 4 show the trajectories at 480 K and
680 K, respectively, with percolating Ag networks high-
lighted in gold. The results confirm those in Fig. 2, which
show outermost Ag (tip atoms) drift towards the Pt side
(up to 200 ps and 100 ps at 480 K and 680 K, respec-
tively), until they face the opposing electrode. The first
percolating frame at 316 ps is shown for 480 K, where
a wire of Ag atoms extends through the chalcogenide to

a small Ag cluster on the Pt side. This wire is unsta-
ble, however, as shown at 400 ps (all Ag-Ag and Ag-
Pt bonds are required to be shorter than 3.5 A). Perco-
lation switches during the remainder of the simulation,
but Ag migration increases accumulation on the Pt elec-
trode. Another percolating wire is shown at the end of
the 480 K simulation (500 ps), where the number of Ag
atoms on the Pt side has increased [Fig. 2(c)]. In addition
to the percolating network, there are several migrating
Ag™ ions in the chalcogenide region. The Ag tip has dis-
solved during the simulation, and some Ge and S atoms
have penetrated the Ag electrode up to the fourth layer
of the initial slab. The Pt electrode remains remarkably
intact.

Diffusion is more rapid at 680 K (Fig. 4). The ac-
cumulation of Ag ions on the Pt side is fast, and the
snapshots at 200 ps and 400 ps show complex Ag net-
works with interconnected or branched chains. The Ag
electrode is largely dissolved, and most Ag ions are mixed
with Ge and S, including Ge/S incorporation up to the
second Ag layer. The local coordination of the interfa-
cial Pt atoms has changed, but the Pt electrode is intact.
From an energy point of view, the potential energy re-
duces by 14.2 and 13.6 €V during the MD simulations at
480 K and 680 K, respectively, indicating that Ag mi-
gration (formation of Ag-S compounds) is energetically
favorable. Mixing entropy may reduce the stability of
the Ag electrode at the higher temperature, which is is
near the glass transition temperature of GeSy (~ 760 K
[34]). The results at 680 K must then be assessed with
caution, while we expect diffusion at lower T' to be more
directional, and Ge and S atoms should mix less readily
with the Ag electrode.

Fig. 5 shows the laterally averaged concentrations of
Ag and Pt at the beginning and end of the simulation
at 480 K. A corresponding plot for the end structure at
680 K is shown in Fig. S2 in the Supplemental Mate-
rial [27]. The starting situation (0 ps) is almost identical
in the two simulations, with a protruding Ag tip and a
solid electrolyte. At the end of the 480 K simulation [Fig.
5(b)], Ag has accumulated on the Pt side, and Ag atoms
are present throughout the electrolyte. At 680 K, Ag
diffusion is more complete, with a more uniform distri-
bution across the chalcogenide and increased weight on
the Pt side. The dissolution of Ag layers is evident. At
680 K, the Ag concentration overlaps with Pt due to the
truncated tip structure, where Ag is in contact with the
whole Pt surface, but there is no mixing of Ag and Pt.

The GeS, electrolyte contains numerous cavities, and
their volume in the original bulk GeSg structure (900
atoms) is 12.4 % (cutoff radius 3.2 A [35]). The vol-
ume depends significantly on the choice of cutoff radius,
and the value used for Gey2Sss in our previous work
(2.5 A[16]) gives 55.4 %. These cavities are occupied by
Ag during migration [6] and can host other guest atoms
or molecules [36]. We have shown previously that they
contribute to Ag diffusion by allowing occasional jumps
across vacant sites [16]. Similar observations of cavities



acting as “trapping centers” have been made for Ag in
GeSs [37, 38]. Fig. 6 shows cavities for the large model
at the beginning (0 ps) and the end (500 ps) of the sim-
ulation at 480 K. At the end [Fig. 6(b)], there is a visible
increase of the cavity volume on the Pt side, while few
cavities are evident on the Ag side. There are very few at
the center of the cell, where the percolating Ag network
has occupied the free volume. This asymmetry corre-
lates with the observed drift of Ge and S towards the Ag
electrode. By contrast, the mixing of Ag and the chalco-
genide is complete throughout the cell at the end of the
680 K simulation, with only a few small cavities (Fig. S3
[27]).

The analysis of the local coordination of elements in the
electrolyte focuses on the arrowed area in Fig. 5. Table
I shows the total coordination numbers and for pairs of
elements at 480 K. Individual cutoff distances are based
on the first minimum in the corresponding pair distri-
bution functions (PDF). The starting situation reflects
the structure of the Ag tip, where Ag-Ag coordination is
large, and the Ag-S coordination indicates that the tip
is covered by sulfur. The large Pt-Pt coordination is re-
lated to the outermost tip atoms of the passive electrode
(included in the analysis), while the tip coverage by Ge
and S is of the same magnitude (1.02 and 1.37, respec-
tively). The Ge and S coordination numbers (3.93 and
2.43) are consistent with the bulk GeSs structure and the
“8— N rule”, where N is the number of valence electrons,
and corner-sharing Ge tetrahedra dominate [39, 40]. The
small increase for S coordination is due to bonding to
metal atoms.

TABLE I. Coordination numbers (averaged over 50 ps) in
chalcogenide region at beginning and end of the 480 K simula-
tion. The cutoff distances (in A) are determined from the first
minimum of the corresponding PDF: r(Ag-Ag)=3.5, r(Ag-
Ge)=3.0, r(Ag-S)=3.2, r(Ag-Pt)=3.5, r(Ge-Ge)=3.0, r(Ge-
S)=3.0, r(Ge-Pt)=3.0, r(S-S)=2.5, r(S-Pt)=3.0, and r(Pt-
Pt)=3.5.

’Time ‘Element‘Ag Ge S Pt ‘Sum‘

0ps |Ag 5.89 0.29 1.53 0 |7.71
Ge 0.10 0.29 3.36 0.19|3.93
S 0.27 1.75 0.30 0.12|2.43
Pt 0 1.02 1.37 6.41|8.80
500 ps|Ag 1.29 0.36 2.96 0.04|4.65
Ge 0.29 0.17 3.19 0.27|3.92
S 1.13 1.63 0.21 0.13|3.10
Pt 0.18 1.27 1.38 6.06|8.89

The Ag tip has dissolved at the end of the simula-
tion (500 ps), and the low Ag-Ag coordination number
(1.29) reflects the electrolyte environment and the chain-
like structures. Fig. 3 shows several isolated Ag atoms.

The Ge coordination number changes little, but the S
coordination number (3.10) increases significantly due to
interaction with Ag. The Ag-S value (3) shows that dis-
solved Ag atoms bond readily with S. The overall Pt
coordination number is almost unchanged, and the small
value for Pt-Ag (0.18) shows that Ag migration is far
from complete.

The bond angle distributions for Ag and S are shown in
Fig. S4 [27]. The Ag-Ag-Ag distribution at 0 ps reflects
the initial Ag tip with an FCC structure with prominent
bond angles at 60°, 120°, and 180°. The subsequent Ag
migration causes a much flatter distribution between 60°
and 180°, with a small maximum at 60° that increases
slightly at the end of the simulation (500 ps) as Ag clus-
ters form on the Pt side.

Table IT shows the coordination numbers for the sim-
ulation at 680 K. The values for the beginning of the
simulations are generally consistent with the results at
480 K, although Ag-Ag is reduced at the higher temper-
ature due to rapid dissolution. The results at 200 ps are
similar to those at the end of the simulation at lower T,
but the migration on the Pt side is more complete. Pt-Ge
is larger than Pt-S, which correlates with the increased
drift of S towards the Ag electrode [Fig. 2b].

TABLE II. Coordination numbers (averaged over 50 ps) in
chalcogenide region at beginning, middle, and end of 680 K
simulation (cutoff distances as in Table II).

’Time ‘Element‘Ag Ge S Pt ‘Sum‘

0ps |Ag 4.60 0.26 2.00 0 |6.87
Ge 0.09 0.25 3.37 0.18|3.89
S 0.34 1.76 0.28 0.11|2.50
Pt 0 1.08 1.32 6.32|8.72
200 ps|Ag 1.70 0.37 2.80 0.07|4.96
Ge 0.47 0.20 2.71 0.36|3.74
S 1.97 1.53 0.04 0.12|3.65
Pt 0.56 1.71 1.17 5.39|8.84
400 ps|Ag 2.28 0.42 2.58 0.18|5.45
Ge 0.71 0.22 2.47 0.51|3.90
S 2.41 1.40 0.01 0.12|3.93
Pt 1.32 2.21 1.00 3.84|8.36

Ag accumulation on the Pt side at the end of the sim-
ulation (400 ps) leads to increases in the Ag-Ag and Pt-
Ag coordination numbers (2.28, 1.32, respectively), and
mixing of Ag and chalcogenide has resulted in a further
increase in the S-Ag coordination. The Ge-S (S-Ge) co-
ordination decreases from 3.37 (1.76) to 2.47 (1.40) dur-
ing the simulation, showing that the covalent network
is changed by the presence of Ag. The effect is smaller
but still evident at 480 K (Table I). The final struc-
ture at 680 K shows the greatest similarity to our pre-
vious work on bulk AgAsS, [15] and Ag,(Ges2558)100—2
[16]. In both cases, strong Ag-S bonding resulted in an



increase in the coordination number of sulfur (3.6-3.7),
while Ag is six-fold coordinated.

2. Simulations at 380 K and 420 K

The final configuration of the 1 ns simulation at 380 K
is shown in Fig. S5 [27], and it is clear that the lower
temperature has slowed the kinetics significantly. The Ag
tip atoms have dissolved, but the sluggish Ag diffusion
means that the outermost Ag only reached the center of
the electrolyte region. By contrast to higher T' (Fig. 2),
Ge and S do not show (average) drift towards the Ag
electrode, as the tendency to mix Ag is reduced and the
covalent network appears to be more rigid.

In order to test the findings for the large model
systems, we have performed three parallel simulations
(runl, run2, run3, 500 ps each) for the smaller model
at a lower temperature (420 K). The starting structure
and temperature were the same, but the velocity distri-
butions differed, and all three showed Ag migration to
the Pt electrode (onset below 200 ps, see Fig. S6 [27]).
The percolation behaviors were, however, very different
(see Fig. S7 [27]): runl showed almost continuous per-
colation between 400 and 500 ps, run2 did not percolate
at all, and run3 showed occasional percolation between
200 — 400 ps that then ceased.

Analysis of individual trajectories (runl) of the 10 out-
ermost Ag atoms (tip) shows diverse behavior: Half of the
atoms migrate towards Pt, while others interchange with
the deeper layers of the Ag electrode, releasing new atoms
that diffuse and form percolating networks with the (mi-
grated) atoms from the tip. The interchange is enabled
by the lateral component of diffusion and the presence
of cavities near the tip interface. A similar behavior was
observed for the large model structure at 480 K (Fig. S8
27]).

B. Electronic structure

The electronic structures of selected snapshots during
the production MD runs have been recalculated with a
hybrid functional (PBEO [31]) with (ON) and without
(OFF) the external electric field. First, we evaluated the
effective charges of individual atoms in zero field using
the method of Bader [41]. The average values for three
snapshots (Table IIT) show that Ag and Pt are uncharged
at the beginning, as expected from the intact electrodes,
but the Ag atoms become cationic on entering the chalco-
genide region. S atoms gain electrons, especially at 680 K
where the mixing is more complete, while the average val-
ues of Ge atoms change little. The Pt electrode shows
little change, even at 680 K.

Individual effective charges provide a more comprehen-
sive picture of the changes in local electronic structure,
and Fig. 7 shows the charges on metal atoms and a scatter
plot of individual charges for all atoms at 480 K without

TABLE III. Average Bader charges of elements for snapshots
of large model structure (field OFF) at time ¢. Values in
parentheses denote standard deviations.

IT®]t(ps)] Ag Ge S Pt |
480 [0 [0.04 (0.08) 0.10 (0.14) -0.09 (0.17) 0.01 (0.08)
480 [500 |0.13 (0.16) 0.09 (0.11) -0.20 (0.20) 0.01 (0.08)
680|410 [0.27 (0.16) 0.10 (0.08) -0.38 (0.19) 0.01 (0.08)

the external field. Both electrodes are metallic at the
beginning [Fig. 7(a,c)], and there is an increasingly pos-
itive charge on the Ag tip atoms as Ag-Ag coordination
decreases. The nearby sulfur atoms bonded to Ag have
an enhanced negative character, in contrast to the rest
of the chalcogenide region. For Ge and S, there are some
outliers (Ge positive, S negative) corresponding to under-
coordination with respect to the covalent Ge-S network.

Increased Ag migration after 500 ps [Fig. 7(b)] results
in a percolating wire in the center of the supercell with
a pyramidal cluster connecting the Pt electrode (Fig. S9
[27]). The effective charges in the middle of the wire are
markedly cationic, as for the other dissolved Ag atoms
interacting with S, but the charges are reduced again
for the Pt-facing cluster. We note that the Ag-Ag bond
cutoff (3.5 A) is considerably larger than the typical Ag-
Ag distance in the bulk, and a directional analysis of
the electron localization function (ELF, values below 0.2,
not shown) does not indicate metallic bonding (reference
value 0.5) along the single-atom chain. This suggests
that accumulation of Ag on the Pt side (“clustering”)
leads gradually to local metallicity, but this may not be
true for single-atom strings in the electrolyte region. The
increased Ag-S coordination also results in more sulfur
anions, particularly near the Ag electrode.

The strong mixing of Ag with GeS,; at 680 K leads
to Bader charges for sulfur anions with a more homoge-
neous distribution (Fig. S10 [27]). There are also more
Ag cations, as only the two leftmost electrode layers have
not dissolved. The enhanced migration of Ag leads to
some clusters near the Pt-electrode (Fig. S9 [27]). De-
spite the increased percolation of the Ag network (com-
pared with 480 K), there is no increased tendency for
Ag cluster percolation/aggregation on Pt due to strong
mixing with S in the electrolyte.

The Bader charge analysis for the selected snapshots
with external potential (field ON) reveals only minor
changes in individual charges. On average, the values are
shifted by £(0.01 —0.02)e / atom for Ag (accumulation)
and Pt (depletion), while the effect on Ge and S is an or-
der of magnitude smaller. The effect is most pronounced
for the vacuum-facing (fixed) electrode layers. The lat-
erally averaged electrostatic potential of the percolating
snapshot at 480 K is shown in Fig. 8 with the electrostatic



field ON and OFF, together with the external sawtooth
potential. The electrode regions (metal planes) can be
clearly identified. The corresponding polarization (Fig.
8, inset) occurs mainly on the vacuum-facing Ag/Pt lay-
ers, and there is very little effect inside the electrolyte.
The charge transferred between the left and right half
cells was —4.28 e, and the initial and final structures at
680 K gave similar values.

The projected densities of states (PDOS) of the ini-
tial structure and the percolating snapshot at 480 K are
shown in Fig. 9. Most of the metal atoms reside in
the electrodes, so that the DOS has major contributions
from Ag-4d and Pt-5d components below —10 eV, and
the system is metallic in the lateral direction. The Ag-
PDOS profile reveals interesting details: The shoulder
at —6.5 eV is reduced as a result of migration while the
peak at —4.5 eV is enhanced. There is increased weight
in the plateau starting at —3.5 eV, while the weight at
Fermi level decreases. This modulation of Ag-PDOS is
even more pronounced at 680 K (Fig. S11 [27]), where
the main peak becomes stronger, the plateau becomes
a shoulder, and the weight at the Fermi level falls to
zero. The PDOS of Ag is very similar to those found in
our previous studies of amorphous Agag(Ges2Ss2)s0 and
AgAsSy [15, 16]. The S-3p component shows the evo-
lution of a local maximum deeper in the valence band
around —6.5 eV. This effect is greater for the final struc-
ture at 680 K, where the mixing with Ag is enhanced.
The small changes in Ge-PDOS are consistent with the
calculated Bader charges.

The metallic electrodes contribute in a major way to
the total DOS, while the electrolyte region is crucial
for electronic transport. To gain insight into possible
changes in conductivity, we have calculated the local den-
sity of states (LDOS, Fig. 10) in a slice of 10 A thickness
in the center of the electrolyte region of the percolating
snapshot. There is zero weight in the band gap of ~ 2
eV, which confirms that the finite weight of DOS is due
solely to the electrodes, particularly Pt. The PDOS for
the percolating Ag string across the electrolyte in the
same snapshot shows some weight across the band gap,
and the LDOS of the slice has contributions from Ag
atoms at the center of the wire. By contrast, the finite
weight of the wire PDOS at Fermi level is caused by the
string ends, and there is no contribution from the center
of the wire. This indicates that conduction across the
single-atom Ag wire is unlikely.

IV. DISCUSSION AND CONCLUDING
REMARKS

We have simulated the migration and accumulation of
Ag cations in a model of a real CBRAM cell with a solid-
state electrolyte and active/passive metallic electrodes
in the presence of a finite electric field. The DF/MD
approach is applied to amorphous GeSs sandwiched be-
tween Ag and Pt electrodes and provides unique informa-

tion about the atomic structure, dynamics and electronic
structure for each time step. The high computational ex-
pense limits the accessible time scales to around 1 ns, and
we have repeated the Ag migration simulations at several
temperatures to clarify the physical processes involved.
We provide information on the formation of metallic fil-
aments in CBRAM cells, and we believe that these are
the first such simulations using DF energies and forces
throughout.

The dynamics of Ag are sluggish at 380 K, with oc-
casional jumps across cavities (“trapping centers”), and
no Ag reaches the Pt electrode during a 1 ns simula-
tion. Simulations at 420 K (small model) and 480 K
(large model) show Ag migration and percolating Ag
wires through the GeSs electrolyte, but the percolating
connections are not yet stable after 500 ps. At 680 K,
most of the Ag electrode has dissolved, and rapid Ag dif-
fusion is driven by free energy (formation energy, mix-
ing entropy). Ag reaches the Pt electrode rapidly, after
which percolation becomes continuous. The high tem-
perature results in a rather homogeneous Ag/electrolyte
region, and the local coordination resembles that of the
bulk Ag/Ge/S glass [16]. The passive Pt electrode is
remarkably stable, even at 680 K.

The data from the 480 K simulation (large model) are
particularly relevant for CBRAM cell operation and show
that the migration of individual Ag atoms has several
facets. Not all atoms from the protruding Ag tip reach
the Pt electrode, but some penetrate deeper into the ac-
tive electrode and promote the release of other Ag cations
into the electrolyte. Ag migration results in stringlike Ag
segments that occasionally form a percolating network
across the sample. Increased accumulation of Ag on the
Pt side leads to clustering, and a pyramidal Ag cluster
that is part of the percolating wire is highlighted in Fig.
7(b). The picture of clustering on the passive electrode
is similar to that suggested by Ducry et al. [4]. The
680 K simulation occasionally shows small Ag clusters,
but their aggregation to larger units is hindered by the
high temperature. Such clustering has been reported to
be energetically favorable for Cu in a-SiOy at DF level
[42], while classical MD simulation have revealed a simi-
lar tendency for Ag in Ge/S glasses [43].

The electronic structure analysis (Bader charges, DOS)
suggests that clustering is crucial for increased conductiv-
ity of metallic filaments, since single-atom Ag wires are
not metallic; both the DOS weight at the Fermi energy
and the polarization show no sign of increased conductiv-
ity. Increased Ag-Ag (and Ag-Pt) coordination on the Pt
electrode reduces Ag™’ cations to Ag atoms. Our results
indicate that Ag accumulation leads to the formation and
fusion of Ag clusters that subsequently form a metallic
filament towards the active electrode. Prasai et al. [44]
have used a special DFT band-gap sculpting technique
to modify the atomic structure of a GeSes:Ag glass and
tune the conductivity, leading to a metallic Ag-rich phase
(AgoSe) and depletion of covalent tetrahedrally-bonded
Ge(Se(1/2))4 configurations.



S and Ge mix with the active electrode during Ag
migration towards Pt, even penetrating into deeper lay-
ers at 480 K. Previous experimental work has reported
formation of an interface layer upon Ag deposition on
GeSs [45], and the ReaxFF simulations revealed a CuS,
phase at the active electrode interface [46]. The coordi-
nation numbers show that the covalent Ge-S network is
affected little by the presence of Ag, indicating a rather
rigid electrolyte at low temperatures. Upon migration,
the increasing Ag-S coordination results in Ag becoming
strongly cationic and S anionic. This effect is strongest
at the active electrode interface and weaker on the Pt-
side of the electrolyte as Ag accumulates. The atoms
with the largest absolute value of effective charge are the
most sensitive to the external field, as evident in the drift
profiles of the Ag tip atoms at 480 K [Fig. 2(a)] and sulfur
at higher T' (680 K, Fig. 2(b)). The weakest link of the
metallic filaments in CBRAM cells appears to be the ac-
tive electrode interface. The SET/RESET phenomenon
will be studied by switching the field direction in planned
DF/MD simulations of “model filaments” comprising Ag
clusters.

Our DF/MD approach has obvious limitations, since
the explicit treatment of 10728 valence electrons dur-
ing MD restricts both system size and time scales. Our
model structure of 1019 atoms has sufficient lateral di-
mensions (22x22 A?), but the perpendicular dimension
is limited, since the closest distance between the tips is
initially 12 A. A thicker electrolyte region (here 34 A) will
be needed for planned NEGF simulations. Preliminary
tests of selected snapshots from the present work showed
that the relevant transmission coefficients at the Fermi

energy are affected mainly by metal-induced gap states,
and a wider chalcogenide region is needed to suppress
this effect [47].

Another concern is the applied electric field
(0.20 eV/A) and range of temperatures (380 — 680 K)
chosen to accelerate the simulations. Although the
field is high, its modest effect on electronic structure is
shown by small changes in individual effective charges
and polarization, and the overall charge transfer of
4.28¢ between the electrodes. Nevertheless, we can
extrapolate our findings of atomic motion in a range of
(elevated) temperatures to normal operating conditions
(300 K). Improved atomistic simulations will require
larger atomic models at lower temperatures, and cor-
respondingly longer times. Classical force fields with
neural networks may enable significant improvements
of these aspects, provided that their accuracy and
transferability are satisfactory.
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FIG. 3. Simulation at 480 K. Color code: Ag, cyan; perco-
lating Ag, gold; Ge, dark grey; S, yellow; Pt, grey. Ge and S
atoms are shown in stick representation for clarity.
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FIG. 4. Simulation at 680 K. Color code and representation
of elements as in Fig. 3.

11



3-5 | O -
a — Ag
( )3.0 < Ges: s| || l— Pt
25
3 t=0 ps
2.0 P
z
()]
215
g )
of | [0
0.5 w hn [
3-5 ) -
(b) e
3.0 t=500 ps
25
3 |
820
z
()]
‘S 1.5
=
1.0 U u
0.5 l
10 20 30 40 50

z-coordinate (A)

FIG. 5. Local concentration of Ag and Pt as a function of
distance. (a) Beginning (0 ps) and (b) end (500 ps) of 480 K
simulation averaged over the first (last) 30 ps (50 ps), re-
spectively. The double-headed arrow shows the chalcogenide
region (18-40 A) used for coordination number and bond an-

gle analyses.
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FIG. 6. Cavities at (a) beginning (0 ps) and (b) end (500 ps)
of 480 K simulation (cutoff radius 3.2 A, cavity domains as-
signed using all atoms [35]). Silver: Ag and Pt atoms.
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FIG. 7. Effective charges (Bader) for metal atoms (Ag/Pt)
and scatter plot of charges for all atoms as a function of loca-
tion (480 K, field OFF). (a) Starting configuration (0 ps) and
(b) snapshot at the end (500 ps). Color scheme: blue (nega-
tive) to red (positive), based on effective charge (Ag/Pt). S
(yellow) and Ge (dark grey) are shown in stick representation.
(c,d) The corresponding scatter plots.
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FIG. 8. Laterally averaged electrostatic potential and polar-
ization (inset) as a function of location for a snapshot at the
end (500 ps) of the 480 K simulation. The electrostatic po-
tential is calculated with the field ON/OFF (—0.20 eV/A).
Blue: external sawtooth potential. Polarization dominates in
the vacuum-facing layers and the charge transferred is 4.28e
(electron accumulation on Ag side).
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FIG. 9. Electronic density of states (DOS) and projections
onto elements for 480 K simulation (field OFF). (a) Starting
configuration (0 ps) and (b) snapshot at the end (500 ps) of
simulation.
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FIG. 10. Local DOS (field OFF) around the Fermi energy for
a 10 A slab at center of electrolyte region compared with the
percolating Ag wire for the snapshot at 500 ps [Fig. 7(b)].
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